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ABSTRACT This paper proposes a low cost and low-complexity observer that can effectively and accurately
estimate in real-time the longitudinal and lateral vehicle velocities, and the road inclination and bank angles.
The above are needed in several systems of a vehicle, such as the battery energy management of an electric
vehicle, the active suspension and other driver assistance systems. The suggested observer utilizes the
neural network technique and is realized by using information provided by sensors that measure the angular
velocity of the wheels, the position of the accelerator and decelerator pedals, and the angle of the steering
wheel, with which the modern vehicles are usually equipped. The only additional sensors that are required
are four inertial measurement units mounted on each wheel-carrier. However, they are relatively low-cost
sensors and therefore, the total cost of the vehicle does not considerably increase. The training of the neural
network can be easily performed in a test road. The feasibility and effectiveness of the suggested observer
are verified on simulation models with the CarMaker and Matlab/Simulink programs. Several simulation
results are presented to validate the satisfactory operation of the observer, which are also compared with
other techniques from the literature.

INDEX TERMS Vehicle velocity, road inclination angle, road bank angle, battery management, vehicle
suspension system.

I. INTRODUCTION
The vehicles are usually a field of application of new tech-
nologies for the improvement of the safety, speed, and
comfort, such as active chassis control systems [1], advanced
driver assistance systems [2], anti-lock braking system [3],
electronic stability control [4], torque vectoring [5], and
semi-active and active suspension systems [6]. For the effec-
tive operation of the above systems, the accurate knowledge
of the vehicle’s velocity [7], as well as the pitch and roll
angles of the vehicle [8], which can be respectively esti-
mated by the inclination and bank angles of the road, play
a key role. Moreover, the accurate real-time estimation of the
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above variables can enhance the vehicle’s performance by
improving the operation of its several parts, such as the sus-
pension system [9], [10], the steering system in autonomous
electric vehicles [11], the energy management in electric
vehicles [12], etc. Furthermore, it can enhance the percep-
tional capabilities of the driver to avoid accidents, improve
driving comfort, better regulate accelerations/decelerations,
avoid vehicle’s overturning in sharp turns, etc. [13].

Due to the above, a growing research interest has been
directed towards the development of accurate estimation
methods of the vehicle velocity and the road inclination and
bank angles. Regarding the vehicle velocity estimation, the
methods that have been published in the technical literature
can be categorized in kinematic, dynamic, and advanced-
sensor based, while for the estimation of the road inclination
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FIGURE 1. Location of the proposed IMU sensors and the other sensors
and components required by the proposed technique (1. IMU on the
wheel carriers, 2. wheel speed sensors, 3. steering wheel sensor, 4.
Accelerator/decelerator sensors, and 5. Controller). Source: Adapted
from [4].

and bank angles, combined kinematic and sensor-basedmeth-
ods have been proposed.

In the kinematic-based techniques, the velocity of the
vehicle is mainly estimated by utilizing the measurements
obtained by an inertial measurement unit (IMU) located on
the center of gravity of the sprung mass and exploiting
the kinematic differential equations of the vehicle’s motion
model. Specifically, in [14], the longitudinal and lateral vehi-
cle velocities are estimated based on the measurements of the
integrated six degrees of freedom sensor on the vehicle body.
In [15], the vehicle longitudinal velocity is estimated based on
the measurements of the rotational speed of each wheel and
the longitudinal acceleration of the vehicle. The main draw-
back of this method is the accumulated error that is caused by
the sensors’ irregularities, e.g., IMU bias, gyroscopes’ drift,
etc. To alleviate this problem, a closed loop control system
based on the Kalman filter has been proposed in [16]. Also,
an extended Kalman filter and the measurements from a com-
bined scheme of an IMU and a Global Navigation Satellite
System (GNSS) have been used for the estimation of both the
longitudinal and lateral velocities in [17], and the roll angle
of the sprung mass and the tires’ cornering stiffnesses in [18].
However, the estimations depend on the low update rate of the
GNSS (typically around 1s) and its low reliability since the
signal may be lost at roads between tall buildings, long road
tunnels, etc. To overcome this problem, a stack bidirectional
long short-term memory recurrent neural network has been
proposed in [19], which estimates the GNSS sensor output
value during a potential outage of the sensor, e.g. loss of the
sensor signal.

In the dynamic-based methods, the vehicle velocity is
estimated utilizing complex vehicle models and sensor mea-
surements. Thus, the effectiveness of the vehicle velocity
estimation depends on their accuracy and also on the potential
variation of the model parameters. In particular, a dynamic
model of the vehicle has been adopted in [20] to estimate
the forces and torques. In addition to the vehicle model,

a linear tire model has been used in [21] to increase the
accuracy of the vehicle velocity estimation. However, it is
mainly focused on the improvement of the accuracy of only
the lateral velocity estimation. To effectively estimate both
the lateral and longitudinal velocities, a more complex tire
model has been proposed in [22] and the Dugoff’s tire model
has been adopted in [23].

Finally, in the advanced-sensor methods, sensors such as
cameras, LiDARs, and radars are used. Specifically, an inter-
ferometric radar has been used in [24] for the vehicle velocity
estimation, while a stereo vision camera for the image anal-
ysis has been utilized in [25]. An attempt to increase the
accuracy of the vehicle velocity estimation by considering
information of the vehicle operation has been presented in
[26]. Also, a method that the longitudinal velocity of vehicle
is estimated based on a long-short term memory deep neural
network utilizing measurements obtained by a GNSS sensor,
a radar, and data from the controller of the engine has been
proposed in [27]. Although the above techniques have sev-
eral advantages with respect to the accuracy of the vehicle
velocity estimation, they are not affordable for general use in
all vehicles since highly expensive sensors are required that
considerably increase the implementation cost.

Regarding the estimation of the road inclination and bank
angles, several measurement schemes have been proposed
in technical literature, where usually the information of an
IMU is combined with the kinematic model of the vehicle.
Specifically, a finite-memory estimationmethod of the angles
of the vehicle roll and the road bank based on measure-
ments obtained by inertial sensors and the vehicle suspension
deflection has been proposed in [28], while the kinematic
model of the vehicle has been utilized in [29] and [30] for
the estimation of the road bank angle.

The common characteristic of the aforementioned kine-
matic model-based methods is that their accuracy and effec-
tiveness greatly depend on the accuracy of the model. For this
reason, attempts for developing a combined kinematic and
advanced sensor-based scheme and also considering infor-
mation obtained by a GNSS sensor have been conducted.
Specifically, a constrained dual Kalman filter has been pro-
posed in [31] for the estimation of the road bank angle and
the model parameters of the vehicle, utilizing the measure-
ments from a dual antenna GNSS sensor, an IMU and a
steering wheel sensor of the vehicle. A decoupling method
of the road bank estimation from the roll angle of the vehicle
has been proposed in [32] utilizing the extended Kalman
filter architecture and measurements from the GNSS, the
IMU located on the center of gravity of the vehicle and
the potential suspension deflections, while only the GNSS
measurements are utilized in [33] for the real time estimation
of the road bank angle. However, the frequency for provid-
ing the variables estimations is low due to the low update
rate of the GNSS and also, depends on the potentiality of
losing its signal at roads between tall buildings, long road
tunnels, etc.
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FIGURE 2. Flow chart of the proposed observer for the estimation of the longitudinal and lateral vehicle velocities and the inclination and bank road
angles.

From the above reference analysis, it is concluded that the
estimation of the vehicle longitudinal and lateral velocities
and the road inclination and bank angles is still an open
research issue. This information is crucial for the effective
and proper operation of several systems of any vehicle type
(conventional, electric, autonomous). Therefore, a new tech-
nique is needed that can accurately and effectively provide
the above information, and it can be implemented without
considerably increasing the cost of the vehicle.

Thus, aim of the paper is:

• An easily implemented and cost-effective observer
which can accurately and effectively estimate, in real-
time, the longitudinal and lateral velocities of a vehicle,
as well as the inclination and bank angles of the road.

• The proposed observer is realized by utilizing the neu-
ral network method and therefore it does not depend on
the accuracy of the vehicle model.

• The implementation of the proposed technique is based
on sensors that modern vehicles are usually equipped
with, and the only additional hardware is a set of
four low-cost IMU sensors mounted on each wheel-
carrier, as shown in Fig. 1. Therefore, unlike other
techniques, a highly accurate GNSS is not required that
may increase the cost of the system and the drawbacks
of low update rate of the estimated variables and the
potential loss of the GNSS signal at roads between tall
buildings, long road tunnels, etc. that may reduce the
reliability of the system are avoided.

The feasibility of the proposed observer is validated on
simulation models with the CarMaker and Matlab/Simulink

software. Selective simulation results are presented to demon-
strate the effectiveness of the suggested technique, which
are also compared with simulation results obtained by other
methods from the literature that are used as benchmarks.

The rest of the paper is organized as follows. In Section II
the overview of the proposed observer is explained and in
Section III the training methodology is described. Simulation
results are presented and discussed in Section IV and the
conclusions are given in Section V.

II. OVERVIEW OF THE PROPOSED OBSERVER
The operation of the proposed observer and the measurement
inputs that are used for its implementation are described in the
flow chart of Fig. 2. It is composed of two stages. In the first
stage, a feed forward neural network (FFNN) is used for the
real-time estimation of the longitudinal and lateral velocities
of a vehicle, while a nonlinear autoregressive exogenous net-
work (NARX) is utilized at the second stage of the observer
for the real-time estimation of the inclination and bank angles
of a road.

The two neural networks are connected in cascade mode,
since the two outputs of the FFNN of the first stage are also
used as inputs to the NARX of the second stage. Since the two
neural networks operate independently, there are no stability
issues, as per [34] and [35]. Therefore, the convergence of
the observer is always accomplished without being trapped
in local extrema and it can always estimate the velocity of the
vehicle and the road inclination and bank angles.

The reason behind the selection of a FFNN for the first
stage of the observer is that it has low computational bur-
den and therefore, it can quickly provide the estimation of
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the vehicle velocity. This is desirable because its outputs
of the longitudinal and lateral vehicle velocities are essen-
tial not only for the estimation of the road inclination and
bank angles at the second stage of the observer, but also
for the operation of other systems of the vehicle with high
updating frequency, such as the anti-lock braking system
(ABS), electronic stability program (ESP), battery manage-
ment, and active suspension system [36]. Also, the FFNN
can be easily implemented and hence, it does not increase
the complexity of the system. Moreover, it is preferable
against a recurrent neural network because each estima-
tion of the vehicle velocity should be independent from
the previous one, so as to effectively monitor dynamic
states of the vehicle, such as emergency braking and fast
acceleration.

For the second part of the observer, the NARX is adopted
because it is more suitable for variables of nonlinear time
series with unexpected fleeting transient periods [37], [38].
Moreover, it can more effectively manipulate the history of
the data and damp any oscillations of the sensor measure-
ments, such as the abnormalities of a road [6].

Note that, since the frequency of changes in the road
inclination and bank angles is usually lower than that of the
vehicle velocity, the operating frequency of the second part
of the observer is slower than that of the first part. This is
an additional reason that allows to use the estimations of the
longitudinal and lateral vehicle velocities of the first part of
observer as inputs to the second part of the observer.

A. OBSERVER VARIABLES
The proper selection of the observer variables and the archi-
tecture of the neural network layers play a crucial role, not
only for the computational performance but also, the accuracy
and the effectiveness of the observer.

For the FFNN of the first part of the observer, the
rotational speed of the four wheels combined with the
3-axis angular velocities and accelerations/decelerations of
the four wheel-carriers that provide information for the
three-dimensional dynamic response of the unsprung mass
of the vehicle, are the basic input data for the estimation of
the longitudinal and lateral velocities of the vehicle. The list
of the FFNN inputs is completed with the measurements of
the steering wheel angle that provides information for the
driving direction and the travel distances of the accelerating
and braking pedals which give information for the dynamic
state of the whole vehicle.

Inputs to the NARX network are the outputs of the FFNN
of the first stage of the observer i.e., the longitudinal and
lateral velocities, and also, the dynamic state of the unsprung
mass of the vehicle which is provided by the measurement of
the 3-axis angular velocity and the acceleration/deceleration
of the four wheel-carriers.

It should be noted that the implementation of the pro-
posed observer is not based on information obtained by a
GNSS sensor and therefore, it is cost effective since oth-
erwise a highly accurate GNSS sensor would be required

that would increase the cost of the system. Moreover, the
drawbacks of the low update rate and the potential loss
of the GNSS signal at roads between tall buildings, long
road tunnels, etc. are avoided. However, since some modern
vehicles are usually equipped with a GNSS sensor (usually
for navigation purposes), its output data could be used as
complementary input to the proposed observer to increase its
accuracy.

B. OBSERVER LAYERS ARCHITECTURE
Each of the FFNN and NARX topologies of the proposed
observer consists of three layers, i.e., input, hidden, and
output layers, so as less complex architecture and effective
computational performance can be attained. The input lay-er
consists of the input variables while the hidden layer com-
prises n neurons [39] as given by

n =

√
N

d ln(N )
(1)

whereN is the size of the training samples and d is the number
of the input variables. In each of the FFNN and NARX of
the two stages of the observer, every neuron of the one layer
is related with the next layer through a dataset of weighting
factors and biases, and by applying a tangential sigmoidal
(tan-sigmoid) transfer function.

The output layer of each of the FFNN and NARX consists
of only one neuron with a linear transfer function and two
output variables, i.e., the longitudinal and lateral velocities
from the FFNN and the road inclination and bank road angles
from the NARX.

III. TRAINING OF THE OBSERVER
The training of the FFNN and NARX is realized by an opti-
mization algorithm that provides the proper weighting factors
and biases to best map inputs to outputs. The training dataset
should be large enough with a wide range of variable values
at both steady-state and dynamic operating conditions, so that
the desired training accuracy is attained. For both FFNN and
NARX, the common back-propagation technique was used
for the training and the calculation of the weighting factors
and the biases.

The training of the two neural networks in real life should
be conducted in a test road that has several corners and
ascending and descending inclinations. Also, the vehicle
should run the test road several times at various speeds, with
accelerations and decelerations, lateral maneuvers and in for-
ward and rear driving, so that as many as possible operating
conditions of the vehicle are emulated. Additionally, since
several variables of the vehicle performance depend on the
driving behavior, the vehicle should be driven during the
training procedure by several drivers.

A test road with configurations as that described above
has been selected because the typical test road mentioned in
ISO 15037-1 [40] for the dynamic tests of a vehicle does not
have the wide range of performance conditions that may be
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FIGURE 3. Test road: (a) 2-D overview of the course and (b) road
inclination and bank angles in respect to traveled distance (training
direction).

needed to satisfactorily train the two neural networks of the
proposed observer. Moreover, through this, it is validated the
more general applicability of the observer since the training
can be performed at any test road at which as many as
possible steady-state and dynamic operating condition are
emulated.

The position and the velocity of the vehicle can be moni-
tored and recorded through an indoor positioning system [41]
and [42]. Thus, the FFNN and NARX of the observer are
trained by utilizing the measurements of the four IMUs at the
wheel carriers, the position of the accelerator and the deceler-
ator pedals, the angle of the steering wheel measured by the
respective sensors, and also considering the morphology of
the test road.

In this paper, in order to examine the effectiveness of
the training process, the model of a typical Class D vehicle
is used [43] and its technical specifications are reported in

FIGURE 4. Measurement sample points of the test road that have been
used as training, validation, and test data to verify the effectiveness of
the training of the observer: (a) 2-D overview and (b) rod inclination and
bank angles.

Table 1. The simulations have been conducted in a cooper-
ating scheme of the programs MATLAB/Simulink and IPG
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FIGURE 5. Recorded data of the input variables by the one driver of the
vehicle that have been used for the training of the observer. (FL: Front
Left, RL: Front Right, RL: Rear Left, RR: Rear Right Wheel or Wheel Carrier).

CarMaker. A test road course, such as that illustrated in
Fig. 3, has been considered for the simulation analysis of the

TABLE 1. Class D Vehicle Technical Specifications.

FIGURE 6. Vehicle velocity and road inclination and bank angles that
have been used as target values during the training of the observer.

observer training procedure. Specifically, the road course in
two dimensions is illustrated in Fig. 3(a), while the inclination
and bank angles of the test road in respect to the traveled
distance of the vehicle towards the training direction are
presented in Fig. 3(b). The measurement sample points of
the test road that have been used as training, validation, and
test data to verify the effectiveness of the training of the
observer are illustrated in two dimensions of the road course
in Fig. 4(a) and with respect to the road inclination and bank
angles in Fig. 4(b).

The data of the driving performance of the vehicle, as well
as the behavior of the driver, that were used for the training of
the observer are presented in Figs. 5 and 6. Specifically, the
input training values of the observer, which are the longitudi-
nal, lateral, and vertical accelerations and angular velocities
of the WCs, as well as the pedal movement and the steering
wheel turning angle, and finally the angular velocity of the
wheels are illustrated in Fig. 5. Also, the velocity of the
vehicle and the inclination and bank angles of the road, which
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FIGURE 7. Error histograms of the training process of the FFNN, for:
(a) the longitudinal velocity and (b) the lateral velocity.

are used as the training target values of the observer during
the 50min driving at the training test road are shown in Fig. 6.
In Figs. 5 and 6, the input data and target values correspond to
one driver of the vehicle, while several different drivers have
been used to develop the whole data set of the training of the
observer.

The effectiveness of the observer training procedure is
validated in Figs. 7 and 8. Specifically, the error histograms of
the FFNN training for the longitudinal and lateral velocities
are presented in Figs. 7(a) and (b), respectively, and the error
histograms of the NARX training for the road inclination
and bank angles are given in Figs. 8(a) and (b), respectively.
As can be seen, in both FFNN and NARX, the error of
the observer outputs during the training with respect to the
actual values are within an acceptable range and only a rela-
tively small number of error samples is out of the acceptable
range.

Specifically, in Fig. 7(a), for the 22ksamples of the train-
ing, longitudinal velocity error out of the acceptable range
of ±1.08m/s occurs in less than 2ksamples, while in the
5ksamples of the validation procedure and the 5ksamples of

FIGURE 8. Error histograms of the training process of the NARX, for:
(a) the inclination angle and (b) the bank angle of the road.

the test procedure, error samples out of the acceptable range
of ±1.08m/s are less than 500 and 450, respectively. For the
lateral velocity, Fig. 7(b), error samples out of the accept-
able range of ±0.36m/s are observed in 4ksamples from the
22ksamples of the training and error samples in the validation
and test procedures out of the acceptable range of ±0.36m/s
are less than 1ksamples and 0.8ksamples, respectively from
the 5ksamples of each procedure. Similar acceptable error
ranges are observed for the road inclination and bank angles,
as can be seen in Figs. 8(a) and (b), respectively.

IV. SIMULATION RESULTS
To verify the effectiveness of the proposed technique, a simu-
lation study is performed, and the estimation outcomes of the
proposed observer are compared with published techniques
in the literature, which are used as benchmark. For the space
economy in the paper, the same road course as that used
for the training of the observer (Fig. 3) has been considered
for the simulation analysis and thus, it is not needed further
description of the test road. However, to differentiate the
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FIGURE 9. Comparison between the estimated longitudinal and lateral
vehicle velocities by the FFNN of the first part of the observer with the
actual values.

simulation study from the training results, the opposite driv-
ing direction is followed and also, different driving behavior
than that used for the training of the observer is consid-
ered in velocity variations and accelerations/decelerations.
Finally, to come closer to the real sensors performance whose
characteristics are taken from typical sensor datasheets [44],
[45], [46], [47], white noise has been added on the sensors’
measurements.

The evaluation of the accuracy of the estimated variables
is conducted on the basis of typical neural network metrics.
Specifically, the maximum error range (MER):

MER =
[
min(Aacti − Aesti ) max(Aacti − Aesti )

]
(2)

the mean absolute error (MAE):

MAE =
1
M

M∑
i=1

|Aacti − Aesti | (3)

FIGURE 10. Comparison between the estimated inclination and bank
road angles by the NARX of the second part of the observer with the
actual values.

and the root mean square error (RMSE):

RMSE =

√√√√ 1
M

M∑
i=1

(Aacti − Aesti )2 (4)

in a round of the test road are used, where Aacti and Aesti are
the actual and the estimated values of the i−th sample of a
variable A, respectively, andM is the total number of samples
of the estimation dataset. The outputs of the comparisons for
the MER, MAE and RMSE are summarized in Tables 2, 3
and 4, respectively.

A. PERFORMANCE OF THE PROPOSED OBSERVER
In Figs. 9 and 10, the estimations of the proposed observer
are compared with the respective actual values. Specifically,
the longitudinal and lateral velocities estimated by the FFNN
are compared with the respective actual values in Fig. 9,
and the road inclination and bank angles estimated by the
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TABLE 2. Comparison of the MER of the estimated variables by the
proposed observer against [21] and [32].

TABLE 3. Comparison of the MAE of the Estimated Variables by the
Proposed Observer Against [21] and [32].

TABLE 4. Comparison of the RMSE of the estimated variables by the
proposed observer against [21] and [32].

NARX are compared with the respective actual values in
Fig. 10.

As can be seen, the estimated values of all variables from
both parts of the observer match the respective actual values
with satisfactorily accuracy. The MER of the longitudinal
and lateral velocities is ±1.13m/s and ±0.075m/s, respec-
tively, the MAE is 0.25m/s and 0.01m/s, respectively, and
the RMSE is 0.32m/s and 0.016m/s, respectively (Fig. 9).
The MER of the road inclination and bank road angles is
from -0.7 to 1.5deg, and -0.8 to 0.35deg, respectively, the
MAE is 0.1deg and 0.06deg, respectively, and the RMSE is
0.015deg and 0.09deg, respectively (Fig. 10). It should be
noted that the above errors are mainly owed to the white
noise that has been added on purpose in the sensors’ mea-
surements to simulate the real conditions more accurately.

Thus, if higher accuracy in the estimations by the pro-
posed observer is required, higher accuracy sensors should be
used and also, the measuring conditions should be improved
(e.g., proper filtering in the measurements, immunity against
interferences, etc.).

B. COMPARISON WITH OTHER TECHNIQUES
To highlight the advantages of the proposed estimation
observer, not only with respect to the accuracy but also on
the effectiveness and practicality, the results of Figs. 9 and 10
are compared with two other techniques from the literature.

1) LONGITUDINAL AND LATERAL VELOCITIES
In Fig. 11, the estimations of the longitudinal and lateral
velocities, which are the first part of the observer (FFNN),
are compared with the techniques of [21] and [32]. In order
tomake the comparisons easier, the performance of the output
of the observer (FFNN) of Fig. 9 is also repeated in Fig. 11.
In [21], that is usually used in odometry, the longitudinal

and lateral velocities of the vehicle are estimated through
a Kalman filter by combining information obtained by an
IMU located at the center of gravity of the vehicle frame, the
angular speed of the wheels, as well as the steering angle, the
kinematic model of the vehicle, and the dynamic model of
the tires. In [32], the longitudinal and lateral velocities of the
vehicle are estimated based on the data obtained by the com-
bination of an IMU and a highly accurate and consequently
costly GNSS sensor.

As you can see, the MER of the longitudinal velocity
estimated by [21] is from −0.66 to +2.67m/s, the MAE is
0.65m/s and the RMSE is 0.73m/s, respectively, and also
there is a mean deviation error of almost 0.65m/s with respect
to the actual values. Contrarily, the respective MER with the
FFNN of the proposed observer is confined to±1.13m/s with
MAE 0.25m/s and RMSE 0.32m/s. The difference of the
estimation error in the lateral velocity between [21] and the
proposed observer is lower. Specifically, the MER of [21] is
±0.085m/s with MAE 0.016m/s and RMSE 0.02m/s, while
the respective MER of the proposed observer, as aforemen-
tioned, is ±0.075m/s, the MAE is 0.01m/ and the RMSE is
0.016m/s, respectively.

The higher estimation accuracy of both longitudinal and
lateral velocities with the proposed observer is owed to the
fact that, the driving conditions and the dynamic performance
of the tires are considered by the FFNN, through the uti-
lization of the IMUs located on the wheel carriers, whereas
they are ignored in [21] and the effective radius of each tire
of the vehicle is considered constant. On the other hand,
since the estimation of the lateral accuracy is not considerably
affected by the variation of each tire’s radius, there is no high
difference between the estimations of the proposed observer
and the technique of [21].

The estimation of the longitudinal velocity with the tech-
nique of [32] has considerably lower error compared to the
actual values (MER from −0.05 to 0.08m/s, MAE 0.018m/s
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FIGURE 11. Comparison between the estimated longitudinal and lateral
velocities provided by the FFNN of the proposed observer with those
obtained by the techniques [21] and [32].

and RMSE 0.023m/s by [32], against MER ±1.13m/s, MAE
0.25m/s and RMSE 0.32m/s of the proposed observer).
At this aspect, [32] might outweigh the proposed observer;

FIGURE 12. Comparison between the estimated road inclination and
bank angles provided by the NARX of the proposed observer with those
obtained by the technique [32].

however, a highly accurate GNSS sensor is required that
increases the cost of the system and also has the draw-
backs of low update rate and potential loss of its signal at
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roads between tall buildings, long road tunnels, etc., which
decreases the effectiveness of the system. Considering the
above disadvantages of [32], the proposed observer may be
more preferable for broad application, since it is cost effective
and attains satisfactory accuracy with a relatively high update
rate of the estimated variables.

2) ROAD INCLINATION AND BANK ANGLES
The estimations of the road inclination and bank angles from
the second part of the proposed observer are compared with
that obtained by using the technique of [32]. Note that in
[32], the pitch and roll angles of both the vehicle and the
road are initially estimated and then the inclination and bank
angles of the road are extracted from the sprung mass incli-
nation and bank angles, respectively. Thus, the opposite way
in the calculations is followed against that of the proposed
observer where the road inclination and bank angles are
initial estimated and then the pitch and roll angles of the
sprung mass.

In Fig. 12, the estimated road inclination and bank angles
obtained by the NARX are compared with those estimated
by the technique of [32]. In order to make the comparisons
easier, the performance of the output of the observer (NARX)
of Fig. 10 is also repeated in Fig. 12. As can be seen, in both
estimated variables, the accuracy of the proposed observer
is higher than that of [32]. Specifically, the MER of the
estimated road inclination angle with [32] is from −2.9 to
+1.8deg, the MAE is 0.19deg and the RMSE is 0.25deg,
whereas they are −0.7 to 1.5deg, 0.1deg and 0.015deg,
respectively, with the proposed observer. For the estimated
road bank angle, theMER is from−1.76 to 2.34deg, theMAE
is 0.46deg and the RMSE is 0.6deg with [32], whereas they
are −0.8 to 0.35deg, 0.06deg and 0.09deg, respectively, with
the proposed observer. The higher error in both the estimated
road inclination and bank angles by the technique of [32] may
be attributed to the time delay that is owed to the Kalman
filter.

V. CONCLUSION
This paper proposes an observer for the effective and accurate
real time estimation of the longitudinal and lateral vehicle
velocities and the road inclination and bank angles. The
proposed observer is composed of two stages, where in each
stage a properly trained neural network is used. Specifi-
cally, a feed forward neural network (FFNN) is used for the
real-time estimation of the longitudinal and lateral velocities
of a vehicle, while a nonlinear autoregressive exogenous net-
work (NARX) is utilized at the second stage of the observer
for the real-time estimation of the road inclination and bank
angles.

For the implementation of the proposed observer, informa-
tion obtained by sensors that measure the angular velocity
of the wheels, the position of the accelerator and decelera-
tor pedals, and the angle of the steering wheel are utilized,
that the modern vehicles are usually equipped. The only
additional hardware that is required is a set of four inertial

measurement units (IMUs) mounted on the four wheel-
carrier. However, since they are relatively low-cost sensors,
the total cost of the vehicle has not been considerably
increased. The training of the neural network can be easily
performed in a test road.

The CarMaker and Matlab/Simulink programs have been
used for the simulation analysis to validate the feasibility
and the effectiveness of the suggested observer and selective
simulation results have been presented.Moreover, the simula-
tion results of the proposed observer are compared with that
of other techniques from the literature and it was validated
that satisfactory accuracy is attained with reduced hardware
requirements and without being based on a model or utilizing
a GNSS.
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