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ABSTRACT Air pollution is amajor global issue that not only threatens the safety of our planet but also poses
risks to global health. Weather plays a crucial role in the rapid dispersion of air pollution. Various models
have been used to predict air pollution; however, atmospheric pollution dispersion remains unpredictable,
especially in relation to meteorological conditions. Our research scope focuses on developing an Air
Diffusion Model using Future Wind and Pollutant sensing data to enhance prediction accuracy. In this paper,
we present a new approach based on a mathematical model named the Short Path Distance based Lagrangian
Trajectory Model (SPD-LTM). This model utilizes a trajectory approach and short path wind-field distance
optimization to predict future air dispersion using pollutant sensing data. The framework developed in this
work aims to model changes in Particulate Matter (PM2.5) and predict its concentration based on short path
distance and time dependencies. The Lagrangian trajectory and concentration calculations are performed
using the Hybrid Single-Particulate Lagrangian Integrated Trajectory algorithm (HYSPLIT). Then, we apply
the short path distance algorithm using the Dijkstra algorithm. The obtained results demonstrate that the
SPD-LTM outperforms the usual LTM and provides better accuracy to our predictive model.

INDEX TERMS PM2.5, air pollution, predictive model, short-path distance, trajectory model, particle
trajectory, interpolation.

I. INTRODUCTION
The evolutional wave of the fast industrialization has been
leading us to face a serious climate changes and health
issues. This global issue refers mainly to the toxic elements
existing in the air we consume [1], [2]. One of the most
harmful contaminants in the air is PM2.5, which is a type
of a small particulate matter that has a diameter of less
than 2.5 micrometers [3], [4]. PM2.5 particles are incred-
ibly lightweight and small, which allows them to remain
suspended in the atmosphere for a considerable amount
of time [5]. They are produced by a variety of sources,
including motor vehicles, power plants, factories, and wild-
fires, and can be dispersed over enormous area by wind
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and atmospheric conditions [6]. When breathed, these small
particles may spread deep into the lungs and even in the
bloodstream, causing many health diseases [7]. The con-
centrations of PM2.5 in the atmosphere are measured in
micrograms per cubic meter (µg/m3) and are considered as a
critical indicator of air quality. In many cities throughout the
world, PM2.5 concentrations often surpass the Worth Health
Organization’s recommended limit of 10g/m3, reaching lev-
els that are toxic to human health [8]. Atmospheric dispersion
is a fundamental phenomenon that impacts the movements
and distribution of air pollutants, especially PM2.5, in the
atmosphere. It refers to the transport of pollutants through
the air, driven by wind field, temperature gradients, and other
meteorological conditions. Atmospheric dispersion models
are used to forecast the movement and behavior of pollutants
in the atmosphere, to help develop effective strategies for
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lowering air pollution and improving air quality, especially
in industrial areas [9], [10], [11], [12], [13], [14], [15].
One way to examine the movement of air pollutants, such
as PM2.5, is through Lagrangian trajectory models. These
models follow the movement of the air particles and can
determine as well the source and path of air pollution. Indeed,
lagrangian trajectory models use mathematical algorithms to
simulate the transport of air pollutants over time and space.
These models can take into consideration the impacts of
wind, turbulence, and other meteorological conditions that
affect the movement of air particles. By inputting data on
the location and timing of air pollution emissions, as well as
meteorological data such as wind speed and direction, these
models may simulate the movement of air pollutants and
provide insights into their dispersion patterns [16], [17], [18],
[19], [20], [21], [22], [23], [24], [25], [26], [27], [28]. One
of the most extensively used lagrangian trajectory models
is the HYSPLIT. It employs both Lagrangian and Eulerian
techniques to mimic the movement of air contaminants over
huge distances and timescales. It has been used in a wide
range of applications, including tracking the movement of
pollutants from industrial and transportation sources, study-
ing the dispersion of pollutants from wildfires and volcanic
eruptions, and assessing the impact of long-range transport
of air pollutants on human health and the environment [29],
[30], [31], [32]. Additionally, air pollution dispersion can
be enhanced through the use of Short Path Distance (SPD)
models. Considering that SPD models take into account the
distance that air particles move during a short period of time,
often several hours, in order to anticipate more correctly their
dispersion patterns [33], [34], [35]. The goal of this study
is to implement the lagrangian trajectory approach and the
short path distance approach, by presenting a new method.
Comparisons are conducted between real time concentration
data of the PM2.5, the LTM concentration results and the
SPD-LTM concentration to observe the prediction improve-
ment achieved.

II. RELATED WORK
Models of atmospheric dispersion are crucial tools for deter-
mining how air pollutants affect the environment and human
health. These models are used to mimic the behavior of air
pollutants in the atmosphere, including their transport, dif-
fusion, and chemical changes, according to [36]. The use of
these models to forecast the concentration and dispersion of
fine PM2.5 in the atmosphere has attracted increasing interest
in recent years. For instance, [37] predicted South Korean
PM2.5 concentrations using the Community Multiscale Air
Quality (CMAQ) model. Operational Multiscale Environ-
ment Model with Grid Adaptivity (OMEGA) is one sort of
atmospheric dispersion model frequently used for PM2.5.
OMEGA is a cutting-edge air quality model that combines
a variety of physical and chemical processes that affect the
transport and fate of air pollutants in the atmosphere, accord-
ing to [38] and [39]. It simulates air quality at numerous

scales, from regional to local. The CMAQ model, a complete
air quality modeling system created by the EPA and other
research institutes, is another frequently used atmospheric
dispersion model for PM2.5. The CMAQ model, which has
been widely used for regulatory and research reasons, com-
prises accurate models of atmospheric chemistry, emissions,
and meteorology according to [40] and [41]. The Weather
Research and Forecasting model with Chemistry (WRF-
Chem) [42], the Comprehensive Air Quality Model with
Extensions (CAMx) [43], and the HYSPLIT model [44]
are a few additional atmospheric dispersion models that
have been used for PM2.5. A class of atmospheric transport
models called lagrangian dispersion models simulates the
flow of air contaminants by following the path of individual
particles or air parcels. Lagrangian models, which can take
into account the impacts of complicated meteorological cir-
cumstances such atmospheric turbulence and convection, are
particularly well-suited for modelling long-range transport of
pollutants, according to [45]. The HYSPLIT model, created
by NOAA [46], is a typical Lagrangian dispersion model.
HYSPLIT is a popular model for atmospheric transport and
dispersion modeling, according to [47], and has been used
for a range of environmental applications, such as air pol-
lution, radioactive discharges, and volcanic ash dispersion.
The Flexible Particle (FLEXPART) model, created by the
Norwegian Institute for Air Research, is another Lagrangian
model that has gained prominence recently [45]. FLEXPART
has reportedly been used extensively in air quality and climate
research, and has been applied to a wide range of atmospheric
transport and dispersion investigations, according to [48].
Other Lagrangian dispersion models, such as the Particle
and Dispersion Model (PDM) [49] and the Lagrangian Par-
ticle Dispersion Model (LPDM) [50], have been used in
atmospheric transport and dispersion modeling in addition
to HYSPLIT and FLEXPART. Overall, it has been found
that Lagrangian dispersion models are useful tools for mod-
elling the transport and dispersion of air contaminants in the
atmosphere. On the other hand, short path distance models,
a subset of atmospheric dispersion models, mimic the move-
ment and dispersion of air pollutants over short distances,
often of the order of a few kilometers or less. They are helpful
for forecasting the amount of air pollution in the vicinity of
emission sources, including factories or traffic. The Atmo-
spheric Dispersion Modeling System (AERMOD) [51] and
the California Puff (CALPUFF) model [52] are examples of
frequently used short path distance models. These models
have been used in a variety of regulatory and research situa-
tions, including environmental impact assessment [53] and air
pollution modeling [54], [55], [56]. In general, atmospheric
dispersion models are now a crucial tool for determining
how PM2.5 affects both air quality and human health. These
models are being continuously improved and updated to
increase their precision and application, and it is anticipated
that they will play a crucial part in determining future air
quality laws and regulations [57].

106466 VOLUME 11, 2023



S. R’bigui et al.: Short Path Wind-Field Distance-Based LTM

FIGURE 1. The study area ulsan city.

TABLE 1. Station Specification.

III. MATERIALS AND METHODS
A. PM2.5 STUDY AREA
The Onsan industrial zone in Ulsan City is one potential
study location that could concentrate on PM2.5 and weather
factors. Ulsan city is renowned for having high levels of
air pollution, notably PM2.5, which has been associated to
harmful health impacts, according to prior studies [58]. About
21 monitoring stations were set up by researchers in Ulsan for
the collection of both PM2.5 and meteorological data [59].
The Korea National Institute of Environmental Research
(KNIER) station near the Onsan industrial complex is one of
the areas where they placed air quality monitoring equipment
for PM2.5 [60]. Basically ulsan city has 5 districts: ulju-gun,
buk-gu, jung-gu, namgu, and dong-gu. Onsan is located in the
neighboring area of ulju-gun district as shown in Figure 1.
The station is able to measure 6 metrics: SO2, CO, O3, NO2,
PM10, and PM2.5. The measuring station has been installed
in 1993 and operated by the Ulsan Institute of Health &
Environment agency [61]. The monitoring station location
is shown in Figure 2 [62]. As indicated in Table 1, The
Onsan station had a Latitude of 35.5388◦N and a longitude
of 129.1269◦E.

B. DATA COLLECTION
The observed hourly meteorological data of Ulsan city used
in this study was obtained from the Korea Meteorological
Administration (KMA) which is the responsible agency for
the meteorological observations in South Korea. The detailed

observed weather data was provided by the Automated
Weather System (AWS), which is an automatic weather sta-
tion network operated by the KMA [63]. PM2.5 data was
retrieved from AirKorea which is a real-time air quality
information disclosure system (www.airkorea.or.kr). The col-
lected hourly data was from 1 January 2022 to 31 December
2022. As per the meteorological parameters, we retrieved
wind speed, wind direction, temperature and humidity.
Table 2 shows the related variables of the retrieved data at
the monitored location of our study area. However, those
units are commonly used in environmental monitoring, mete-
orology, and various scientific and data collection contexts
to describe and quantify different parameters and variables.
Year units represents time in years, typically used to indicate
the calendar year when the data was collected. Month unit
represents time in months, often used to specify the month
within a year when the data was recorded. The Time is
measured in hours, indicatiog the specific hours within a
day when the data was taken(this is typically on a 24-hour
clock (0∼23). The longitude is measured in degrees and
represents the east-west positon of a location on the Earth’s
surface (The ranges from −180◦(West) ∼ +180◦(East) with
pri. Latitude is also measured in degrees and represents the
north-south position of a location on the Earth’s surface.
It ranges from −90◦ (South) to +90◦ (North), with 0◦ at the
Equator. Temperature is measured in degrees Celsius (◦C),
which is a common unit for indicating temperature in the
metric system. It measures the warmth or coldness of the air
or a substance. Humidity is expressed as a percentage (%),
representing the relative humidity of the air. It measures the
amount of moisture present in the atmosphere relative to the
maximum amount it can hold at a given temperature. Wind
speed is measured in meters per second (m/s) and represents
the rate at which air is moving horizontally past a point.
It’s commonly used to describe the intensity of wind. Wind
direction is measured in degrees and indicates the direction
from which the wind is blowing. It’s typically measured in
degrees clockwise from north (0◦). PM2.5 concentration is
measured in micrograms per cubic meter (µg/m3). It quan-
tifies the concentration of fine particulate matter in the air

FIGURE 2. Monitoring station location of PM2.5.
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TABLE 2. Data Related variable.

with a diameter of 2.5micrometers or smaller, which can have
adverse effects on health when inhaled.

C. DATA PREPROCESSING
In order to analyze the PM2.5 data and meteorological data,
a data preprocessing approach is necessary. Firstly, the two
datasets need to be merged and mapped together to establish
a comprehensive dataset for analysis. This can be achieved
by aligning the timestamps or common identifiers present
in both datasets. We used common timestamps during data
integration to merge the PM2.5 data and meteorological data
into a single dataset. Z-score standardizationmethod has been
applied to the related variables of the meteorological data and
the pm2.5 data. However the geological data variables such
as latitude and longitude didnt’t require any standardization
Then, we ensured that both datasets have consistent and
compatible formats. Interpolation techniques were used to fill
in any missing values in the dataset. By estimating values
based on the nearby accessible data points, interpolation aids
in filling in the gaps in the data. We used spine interpolation,
which uses smooth curves to approximatively fill in missing
data, for handling missing values.

The equation for each cubic polynomial segment between
two neighboring data points for the cubic spline interpolation
is written as follows:

Taking into account two neighboring data sets (xi, zi) and
(xi+1, zi+1), where xi and xi+1 are x-coordinates, while zi
and zi+1 are y-coordinates. The cubic spline equation for the
segment between these two points is as follows:

S (x) = a× (xi+1 − x)3 + b× (x − xi)3 + c

× (xi+1 − x)3 + d × (x − xi)3 (1)

where:
• The cubic spline function is denoted by S(x).
• The input value x is what we want to use to estimate
the z-value.

The cubic spline must satisfy the following condition in order
to compute the coefficients a, b, c, and d . These conditions
include:

1) Interpolation Condition: The spline passes through each
data point, meaning S (xi) = zi and S (xi+1) = zi+1.

2) Continuity Condition: The first and second derivatives
of adjacent polynomials are equal at each data point to ensure
a smooth transition.
In order to meet the requirements of the integration of

HYSPLIT algorithm, we made sure that our data comprised
regular time intervals with constant temporal resolution,
geographical coordinates (latitude, longitude), and relevant
meteorological variables (wind speed, wind direction, and
temperature). These aspects need to be considered in order to
properly comprehend air transport and dispersion. To visu-
ally assess the data on wind direction, we used a wind
rose in our preprocessing part. The wind rose shows the
frequency and distribution of measured wind directions,
providing information about the dominant winds and wind
resources. By collecting and aggregating wind direction data
into directional sectors, we create the wind rose in Figure 3,
which offers a thorough picture of the wind condition in our
study region. The observation of pm2.5 in correlation with
the other features is shown in Figure 5. After the observation
of each feature in Figures 4, 5, 6 and 7 in correlation with the
measured pm2.5 retrieved from the measuring station of the
study area, we conclude that temperature and humidity had no
significant impact on the pm2.5 concentration as observed in
the analyzed on Figure 8. In consequence, we are taking in
consideration wind speed and wind direction features. The
observation and analysis of these features are depicted in
Figures 9 and 10.

FIGURE 3. Wind rose of the wind speed and direction.

Table 3 present the detailed data information statistics for
five different variables: Temperature, Humidity, Windspeed,
Winddirection, and Pm2.5 measured. Each row in the table
represents a statistical measure for these variables, and the
columns provide specific information for each measure. For
instance, count shows the number of data points available for
each variable (There are 8760 data points for each variable).
Mean, represents the mean (average) value of each variable.
Std represents the standard deviation of each variable (Bigger
number means more spread). Min shows the minimum value
observed for each variable. First Quartile (25%) shows the

106468 VOLUME 11, 2023



S. R’bigui et al.: Short Path Wind-Field Distance-Based LTM

TABLE 3. Data information statistics.

FIGURE 4. Measured pm2.5 distribution in the dataset.

FIGURE 5. Winddirection distribution in the dataset.

value at the 25th percentile of the data. Max gives the maxi-
mum (largest) value observed for each variable.

D. METHODOLOGY
In this part, we are discussing the attempted methodology
used in this study for the pm2.5 concentration prediction.
The process of this study is shown in Figure 11. The tra-
jectories and concentrations of the pm2.5 were calculated

FIGURE 6. Windspeed distribution in the dataset.

FIGURE 7. Time distribution in the dataset.

using Hysplit algorithm. Equation (2) and equation (4) are the
basic particle trajectory and particle concentration equations
respectively [65]:

1. Particle trajectory:

p′ (t + 1t) = p (t) + V (p, t) .1t (2)

The advection of the particle is calculated as the average of
the three-dimensional velocity vectors V (p, t) at the initial
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FIGURE 8. Temperature and humidity by measured pm2.5.

point p(t) and the first-estimated position p′ (t + 1t) where
t represents time. The final position is:

p (t + 1t) = p (t) +
1
2

[
V (p, t) + V

(
p′, t + 1t

)]
1t (3)

To find the final position of the particle at time
t + 1t(p(t + 1t)), we update the initial position p(t) by
adding an average of the velocities at both time points
(tandt + 1t). The velocity vector at the first-estimated posi-
tion p′(t + 1t) is considered alongside the current velocity
vector V (p, t) at time t . The averaging of velocities helps to
account for the potential changes in the particle’s speed or
direction over the time interval 1t .
The term 1/2[V (p, t) + V (p′, t + 1t)] represents the

average velocity vector over the time interval1t , and when
multiplied by 1t , it gives the displacement of the particle
over that time step. Adding this displacement to the initial
position p(t) gives the final position of the particle at time
t+1t . In both space and time, the velocity vectors are linearly
interpolated.

FIGURE 9. Windspeed and winddirection by measured pm2.5.

2. Particle concentration:

1C = m
(
2πσ 2

h1z
)−1

exp(
−x2

2σ 2h
) (4)

where 1C represents the change in particle concentration at
a specific point in the three-dimensional space and m rep-
resenting the mass of the particles. It scales the overall
concentration level. σh is the standard deviation of the Gaus-
sian distribution in the horizontal plane. It controls the spread
or dispersion of the particle concentration in the horizontal
direction,1z is the variation or difference in height or altitude
in the vertical (z) direction, x is the distance from the center
point (where the concentration is at its peak). It is usually
measured in the horizontal plane. σ is the standard deviation
of the Gaussian distribution in the x-direction. It controls
the spread of the concentration along the x-axis, and h is a
constant parameter, which can influence the vertical spread
of the concentration. Therefore, the spread of the distribution
in both the horizontal and vertical directions is controlled by
σh and 1z, respectively.

The cost function is used to quantify how well the pre-
dicted PM2.5 concentration aligns with the observed values
while also considering the influence of the short path dis-
tance. By minimizing the cost function, the model aims to
improve its predictive accuracy and effectively account for
the relationship between PM2.5 concentration and the dis-
tance traveled along the short path. The cost function equation
is as follows:

cost = W1 × (PMpredicted − PMobserved )2 +W2 × SD (5)

The squared difference between the predicted and observed
pm2.5 concentrations is combined in the cost function.
By squaring the difference, the necessity of an accurate
forecast is highlighted and greater errors are amplified.
SD variable refers to the short path distance component, is a
measurement of the length of the trajectory connected to
the concentration of pm2.5. The distance of the trajectory
has been calculated in this phase using the Dijkstra method.
Our model carefully examines the effect of the trajectory
distance on the prediction of pm2.5 concentration while
implementing the short path distance in this cost function.
W1 and W2 are weighting factors that determine the relative
importance of the prediction error component and the short
path distance component in the cost function. W1 controls
the influence of the prediction error component, while W2
controls the influence of the short path distance component.
The notations and explanations used in this cost function
as well as the notations used in this study, are summarized
in Table 4.

E. EVALUATION METRICS
We compared the observed concentrations of pm2.5, the pre-
dicted concentrations without the short path distance, and the
predicted concentrations with the short path distance to assess
the performance of our model and determine how much
efficiency the short path distance would add to our prediction.
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The statistical evaluation metrics listed in Equations 6, 7
and 8 were employed for this evaluation. yi is the observed
pm2.5 concentration, ŷi is the predicted pm2.5 concentra-
tions, ȳi is the mean of observed values and n is the length of
the test set. Measures of the difference between the observed
value and the predicted value include Root Mean Square
Eroor (RMSE), Mean Absolute Error (MAE) and Means
squared error (MSE). TheRMSE andMAEmetrics show how
sensitive and resistant the model is to greater errors, respec-
tively. The prediction impact is better when the two values are
lower. MSE evaluates howwell the accuracy predicted results
match the observed data. The lower MSE value, the better the
effect can be predicted.

We calculated the MAE by taking the absolute difference
between each observed yi and predicted ŷi value and then
averaging those absolute differences over all data points n.
The formula is as follows:

MAE =
1
n

∑n

i−1

∣∣yi − ŷi
∣∣ (6)

This equation (6) calculates the absolute difference between
each observed value yi and its corresponding predicted
value ŷi for all data points (i = 1 to n). Then, it takes the
sum

∑
of all these absolute differences. Finally, it divides

the sum by the total number of data points n to obtain the
mean, which gives the average absolute difference between
the observed and predicted values.

FIGURE 10. Overview of the study design.

We have calculated the MSE by taking the squared differ-
ence between each observed yi and predicted ŷi value and then
averaging those squared differences over all data points n.
The formula is as follows:

MSE =
1
n

∑n

i−1

(
yi − ŷi

)2 (7)

where the equation (7) calculates the squared difference
between each observed value yi and its corresponding pre-
dicted value ŷi for all data points. Then, it takes the sum

∑
of

FIGURE 11. Correlation between pm2.5 and other features.

FIGURE 12. Pm2.5 concentration monthly results for the SPD-LTM
prediction.

all these squared differences. Finally, it calculates the average
squared difference between observed and predicted values by
dividing the sum by the total number of data points n.
We obtained the RMSE by taking the square root of the

MSE. It provides a measure of the typical error magnitude
between the observed and predicted values. The formula is as
follows:

RMSE =

√
1
n

∑n

i−1

(
yi − ŷi

)2 (8)

The equation (8) calculates the average difference between
the observed and predicted values, squares it, takes the mean
of all the squared differences, and then takes the square
root of that mean. The resulting value represents the typical
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TABLE 4. Notations and explanations.

difference between the observed and predicted values, with
lower values indicating better model performance.

IV. RESULTS & DISCUSSION
Our model’s evaluation showed useful predictions of
PM2.5 values. The MAE between the predicted and observed
values for our SPD-LTM model was determined as 1.1400.
Additionally, our model’s MSE, which measures the typical
squared difference between predicted and observed values,
was 1.2400. Additionally, the RMSE, which measures the
residuals’ standard deviation, was discovered to be 1.4800.
Compared to the short path distance model, the Lagrangian
trajectory model had somewhat larger errors, as seen by the
MAE of 1.2600,MSE of 1.3000, and RMSE of 1.6700.When
short path distance is not taken into account, these measure-
ments show a bigger average absolute difference, squared

FIGURE 13. Pm2.5 concentration monthly results for the LTM prediction.

FIGURE 14. Comparison between the predicted pm2.5 of SPD-LTM and
LTM and the measured pm2.5.

difference, and standard deviation of the residuals. The better
model performance, as shown by the reduced MAE, MSE,
and RMSE values, emphasizes the important role of the
short path distance parameter in improving the precision
of PM2.5 concentration forecasts. We were able to con-
sider the particular transport pathways and fully comprehend
the spatiotemporal distribution of PM2.5 concentrations by
including short path distance. Figure 12 shows the pm2.5 con-
centration monthly results. We conclude that the average
concentration varies from 0 to 20(µg/m3) which is consid-
ered as good quality average. Contrary to the usual LTM
results, the concentration of pm2.5 is not accurate as depicted
in Figure 13. As a summary of our model performance,
Figure 14 presents a comparison between the observed
pm2.5 concentration, SPD-LTM predicted concentration and
the LTM predicted concentration. The short path distance
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FIGURE 15. Model prediction performance comparison.

TABLE 5. Model prediction performance at the study location.

parameter’s extra data enables more accurate calculations and
depicts the intricate dynamics of pollution movement more
clearly. These findings highlight the significance of coupling
Lagrangian trajectory model with the short path distance,
as well as the crucial impact of our proposed cost function
in the short path distance has in improving PM2.5 con-
centration prediction. The importance of this parameter is
shown by the enhanced performance of our model over the
usual Lagrangian trajectory model. The results of this study
have significant impact for managing air quality and making
decisions on public health, and they offer insightful infor-
mation for comprehending and combating PM2.5 pollution.
Table 5 and Figure 15 show performance of SPD-LTM and a
comparison with LTM.

V. CONCLUSION AND FUTURE WORK
In this study, a new framework for pm2.5 propagation was
presented. This study shows how a Lagrangian trajectory
model with short path distance can be used to estimate
PM2.5 concentrations by introducing a new mathematical
method. The reduced values of MAE, MSE, and RMSE
show that the model outperforms both the real-time data
and the traditional Lagrangian trajectory model. The inclu-
sion of short path lengths greatly increases the accuracy
and precision of the predictions and provides a more accu-
rate understanding of the dynamics of pollutant transport.
The results highlight the importance of considering specific

transport pathways and their effects on PM2.5 concentrations.
This method holds great promise for use in treatments related
to public health, environmental planning, and air quality man-
agement. Exploring the full potential of this technology and
incorporating it into decision support systems should be the
focus of future studies. Future work should focus on several
areas to further enhance the application of this methodol-
ogy. Firstly, the model’s performance can be assessed in
different geographical regions and under varyingmeteorolog-
ical conditions to evaluate its generalizability. Additionally,
the integration of other relevant parameters such as land
use patterns, emission sources, and meteorological factors
could contribute to a more comprehensive predictive model.
Furthermore, the incorporation of artificial intelligence,
machine learning techniques and advanced data analytics
methods may enhance the model’s predictive capabilities.
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