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ABSTRACT Threatening content detection on social media has recently gained attention. There is very
limited work regarding threatening content detection in low-resource languages, especially in Urdu. Fur-
thermore, previous work explored only mono-lingual approaches, and multi-lingual threatening content
detection was not studied. This research addressed the task of Multi-lingual Threatening Content Detection
(MTCD) in Urdu and English languages by exploiting transfer learning methodology with fine-tuning
techniques. To address the multi-lingual task, we investigated two methodologies: 1) Joint multi-lingual,
and 2) Joint-translated method. The former approach employs the concept of building a universal classifier
for different languages whereas the latter approach applies the translation process to transform the text
into one language and then perform classification. We explore the Multilingual Representations for Indian
Languages (MuRIL) and Robustly Optimized BERT Pre-Training Approach (RoBERTa) with fine-tuning
that already demonstrated state-of-the-art in capturing the contextual and semantic characteristics within the
text. For hyper-parameters, manual search and grid search strategies are utilized to find the optimum values.
Various experiments are performed on bi-lingual English and Urdu datasets and findings revealed that the
proposed methodology outperformed the baselines and showed benchmark performance. The RoBERTa
model achieved the highest performance by demonstrating 92% accuracy and 90% macro F1-score with the
joint multi-lingual approach.

INDEX TERMS Multi-lingual, Urdu, XLM-RoBERTa, threatening text, fine-tunning, MuRIL.

I. INTRODUCTION
Internet technology allows us to communicate easily and
enables us to connect with friends and family from all over
the world. In the last decades, social media facilitates us to
share our views and opinions and these contents can reach
billions of users in mere seconds, leading to not only posi-
tive content but also negative exchange of ideas and abusive
content [1]. An abusive language can be defined as any
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type of offensive, vulgarity, profanity, insult, or threatening
material to target someone [2]. It is not feasible anymore
to identify abusive content manually on social media plat-
forms like Twitter and Facebook etc. Therefore, an automated
process is needed to process the abusive content using state-
of-the-art Natural Language Processing (NLP) approaches.
Threatening content detection from social media has recently
got attention but the research in this context is limited. It was
explored in the mono-lingual context by building a separate
identification system for each language like English [3], and
Urdu [4], [5], [6].
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Various languages exist worldwide and are being spoken
which leads to diversity in several multi-lingual tasks related
to NLP, such as threatening text, and hate speech detection in
social media etc. The task of ‘‘categorization of a set of posts
written in different languages (Urdu, English, Roman-Urdu,
etc.) into predefined groups across languages’’ is referred
to as Multi-lingual Text Classification (MTC). In contrast,
‘‘content written in one language but categorized by a clas-
sification model learned in another language’’ is defined
as cross-language content classification. Threatening content
identification was not handled earlier as a cross-language
or MTC methodology, prior approaches addressed it as the
mono-lingual paradigm. We are interested to handle it as an
MTC task, so MTCD is a binary classification framework,
that needs to be trained and tested on the multi-lingual threat-
ening content dataset in English and Urdu languages.

In the literature, three types of techniques were explored
to handle the task of MTC. The first approach enforces
the design of a separate classification framework for each
language [7], [8]. The second approach employs the step
of translation for all languages into one universal language
before applying a single classification system [9], [10]. The
third approach emphasizes the development of one classifi-
cation framework for different languages. In literature, the
MTC was explored in a limited context despite its impor-
tance. In this study, we dig into the second and third types
of approaches to address the design of MTCD in Urdu
and English languages. For this purpose, joint-translation
and joint multi-lingual methodologies are investigated [11]
and RoBERTa and MuRIL transformer models are consid-
ered to employ the MTC paradigm. The RoBERTa model
has exhibited state-of-the-art performance for cross-lingual
and multi-lingual NLP tasks [12]. Likewise, the MuRIL
model already demonstrated benchmark performance in
mono-lingual and multi-lingual classification tasks for Indian
languages [13].

In this study, a robust solution for multi-lingual threat-
ening content identification is proposed by exploiting the
MTC paradigm with the strength of the transfer learning
technique. The RoBERTa andMuRIL transformer models are
used with fine-tuning hyper-parameters. Joint multi-lingual
(XLM-RoBERTa, MuRIL) and joint translation-based MTC
approaches are explored. Furthermore, the joint-translated
approach is further divided into two parts; 1) Urdu-RoBERTa,
and Urdu-MuRIL, and 2) English-RoBERTa, and English-
MuRIL. The main contributions of this study addressing the
MTCD are presented below:
1. It is the first attempt to propose a multi-lingual threatening

content identification framework for English and Urdu
languages.

2. We explored joint multi-lingual and joint-translated
methodologies for MTC and an algorithm is also designed
to understand the methodology and re-produce the results
easily.

3. Contextual embeddings offered by state-of-the-art
RoBERTa andMuRIL transformermodelswith fine-tuning

are employed for threatening content identification in
English and Urdu languages.

4. The experiments showed the effectiveness of the proposed
framework by achieving benchmark performance and out-
performed the baselines.

5. The proposed framework demonstrated the highest perfor-
mance with the joint multi-lingual approach by obtaining
92% accuracy, and 90% macro F1-score.

6. The joint multi-lingual approach improved performance
by 3.3% in threatening, 10.31% in not-threatening, 6.81%
in macro, and 5.3% in weighted F1-score.
The remainder of the paper is organized as follows: Related

work is described in section II containing the summary of
threatening content identification works and multi-lingual
approaches. Section III presents the proposed methodology
in detail, followed by section IV, which describes the detail
of the experimental setup. Section V presents the results and
their analysis. Discussion and limitations are presented in
section VI. At last, the conclusion is presented in section VII.

II. RELATED WORK
This section briefly reviews the works related to threat-
ening text detection from social media as a mono-lingual
approach. In addition, some state-of-the-art multi-lingual
approaches addressing the low and high-resources languages
are reviewed.

A. THREATENING TEXT DETECTION
Due to the increasing volume of abusive content on social
media, it is difficult to discriminate threatening material
from abusive content manually. The first detection model
for threatening content was proposed by [14] to detect
threats in the Dutch language using n-gram representation.
Then, the authors proposed another threatening text detection
model [15] in the Dutch language using a shallow parsing
mechanism. Later in 2016, a study [16] proposed a threaten-
ing content detection method for YouTube comments. They
compared lexical, syntactic, and semantic features and con-
cluded that lexical features outperformed them. Then, another
study [17] proposed a detection model for threats on Twitter.
Authors used Glove embeddings with Convolutional Neural
Network (CNN) and their model demonstrated effective per-
formance. Later, [18] explored bag-of-word features with the
logistic regression model for threatening text identification
from tweets. Their model achieved 98% F1-score.

Likewise, an annotated big corpus containing violent threat
material is released by [19]. The dataset contains 10,000
YouTube comments. A novel approach was proposed [3]
by addressing threat detection and then target identification
on Twitter for the English language. They explored bag-of-
words and FastText features. Moreover, Glove embeddings,
CNN, and Long-Short Term Memory (LSTM) models are
used. Their framework achieved an 85% F1-score. The first
identification model for threatening language and its target in
Urdu was proposed by [6]. Authors explored FastText, char,
and word n-gram models with Machine Learning (ML) and
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Deep Learning (DL) models. The experiments revealed that
word n-gram and FastText are the best feature models. Then,
another study [20] addressed the task of threatening content
detection in the Urdu language by utilizing the transformer
model. However, their dataset is not balanced.

Likewise, a framework for abusive and threatening context
detection in Urdu is proposed by [21]. The authors explored
several benchmark features like Bidirectional Encoder Rep-
resentation Transformer (BERT), mBERT with XGboost,
and other ML models. Their framework achieved an 88%
F1-score. Recently, a study [5] developed a detection model
for Urdu-threatening language by exploring n-grams, TF-
IDF, and BOW features with the stacking ensemble model.
Their model obtained 73.99% F1-score. Then, another study
handled the task of abusive and threatening content identifica-
tion [22]. They explored word2vec and TF-IDF features with
several ML models, but their model did not achieve signifi-
cant performance. The semantic network-based pipeline [23]
is designed for threatening text and target identification in
tweets. Their proposed model outperformed the ML models
and obtained 76% accuracy. More recently, a robust approach
is introduced to identify threatening text and target identifi-
cation [4] from Urdu tweets. The BERT model is fine-tuned
using important hyperparameters and it outperformed the
benchmarks. The summary of all the works for threatening
content detection is presented in Table 1.

B. MTC APPROACHES
In the last decade, multi-lingual content classification got
attention from the research community but the research in this
area is restricted. Not somany but someworks proposedMTC
solutions to develop classification systems for low-resource
and high-resource languages. The first work was presented
in 2006 [24], in which English and Chinese content was
classified using the latent semantic indexing approach but
they addressed it as mono-lingual. Later, a study [9] explored
two WordNet methods to handle the MTC. One method did
not consider translation and used directly WordNet related to
each language, whereas another approach adopted a transla-
tion phase to access WordNet. Then, [25] developed an MTC
system for Spanish, Italian, and English languages by explor-
ing n-gram features. They used the Naïve Bayes algorithm for
classification. Later, the MTC system for English and Hindi
languages is developed [26] by exploring several ML mod-
els including genetic algorithm and self-organizing map and
they achieved benchmark accuracy by using feature selection
algorithms.

Recently, contextual embeddings based on transformer
models and deep neural networks are introduced for
English [27] and Arabic languages [28]. Furthermore,
some multi-lingual transformer models (pre-trained in many
languages) like mBERT [29], XLM-RoBERTa [30], and
MuRIL [31] are developed. The study [11] proposed an
MTC pipeline for offensive text identification in English
and Arabic languages. They explored joint multi-lingual and

joint-translation approaches and achieved the best perfor-
mance with the translation-based method (Arabic-BERT).
Later, [32] addressed the offensive language detection prob-
lem using the MTC framework for English and Bengali
languages. The authors proposed a Deep-BERT model and
obtained effective performance.

Summarizing the literature, to the best of our knowledge,
we did not find any work on multi-lingual threatening content
identification. Furthermore, threatening language detection
was only addressed in Dutch, English, and Urdu languages.
The following limitations related to threatening content
detection are identified in the literature:

■ Mono-lingual Methodology: To the best of our knowl-
edge, prior works used onlymono-lingual techniques for
designing identification (threatening text) systems for
each language.

■ Feature Engineering Methods: The prior works
mainly explored lexical, syntactic, and semantic features
for threatening content identification.

■ MTC Methodology: To the best of our knowledge,
we did not find any work on multi-lingual threatening
content identification.

III. PROPOSED METHODOLOGY
This section describes the proposed methodology in detail.
We address multi-lingual threatening text detection as a
binary classification task. The steps employed in the proposed
pipeline are presented in Fig. 1. Each part of the pipeline is
described step-by-step in this section.

A. TRANSLATION PHASE
For the joint-translation approach, we need to translate our
multi-lingual Twitter dataset into a single language. This pro-
cess includes two steps: first we transform the multi-lingual
dataset into English; second, we transform it into Urdu lan-
guage. The detail of the steps is provided below:

❖ Universal Urdu Corpus: We already have Urdu cor-
pora [4] in the multi-lingual dataset. The other corpora
(English) [3] is translated into Urdu using the Google
translator API. The translated data is edited manually to
resolve the issues and inconsistencies. After that, both
corpora are combined to get a single Urdu corpus.

❖ Universal English Corpus: The Urdu corpus is trans-
lated into English using the services of Google trans-
lator. After the manual editing of translated data,
we combined it with the English part of the multi-lingual
dataset to finalize a single English corpus.

B. PRE-PROCESSING PHASE
Pre-processing steps are an important phase for automated
text classification tasks. After pre-processing, it is convenient
to extract precise information from the dataset. We employed
the following steps to pre-process the multi-lingual dataset.
■ Punctuations, mentions, hashtags, numbers, HTML

tags, and URLs are removed.
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TABLE 1. Summary of Mono-lingual approaches for threatening content detection.

FIGURE 1. Proposed pipeline for multi-lingual threatening content detection.
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■ Emoji/Emoticons are replaced with relevant text, since
these hold important information.

■ English text to lowercase conversion.
■ Address the issue of miss-spelled words (English text).
■ Decode the English abbreviations (pls, thx, etc)

After the phase of pre-processing, we employ two
approaches of MTC; a joint-translated approach and a
joint multi-lingual approach. In joint multi-lingual approach,
we combine the tweets of English and Urdu languages
whereas in joint-translated, we use two corpora one by
one (Universal Urdu and Universal English) described in
section III-A. The algorithmic pseudo-code of our pipeline
is described in Fig. 2.

C. TRANSFORMER MODELS
In this study, we explore two transformer models with
fine-tuning to design an effective multi-lingual threatening
content detection in English and Urdu languages. The detail
of two state-of-the-art transformermodels is presented below:

1) RoBERTa
The RoBERTa transformer model was introduced by [33]
in 2019. The difference between BERT and RoBERTa is
that the RoBERTa eliminates the objective of next sentence
pre-training and re-visits the significant hyperparameters and
applies them with larger ranges, but it is mainly based
on the architecture of the BERT model. XLM-RoBERTa
is trained on 100 languages. Here, we are interested to
explore the RoBERTa with fine-tuning of significant hyper-
parameters to design a robust multi-lingual threatening text
detection model. For this purpose, we investigate XLM-
RoBERTa for the joint multi-lingual task and RoBERTa and
Urdu-RoBERTa for the joint-translation approach.

2) MuRIL
The MuRIL transformer is the most recent multi-lingual
model on Google. It is pre-trained on 17 Indian languages
to promote some downstream NLP operations like spelling
differences and transliteration to enhance linguistic interoper-
ability. According to the cross-lingual XTREME test, MuRIL
presented better than the BERT model [34]. In this study,
we are using three models of MuRIL: 1) For multi-lingual
text, 2) For English text, and 3) For Urdu text.

D. TOKENIZATION & REPRESENTATION
To make the input data compatible with the two transformer
models (RoBERTa and MuRIL), a few steps are needed.
First of all, we have to perform tokenization of English and
Urdu posts to transform them into a unified format. For this
purpose, the [CLS] token is added at the start of every post and
the [SEP] token is added at the end of every post. This process
reveals that from where each sentence starts and ends and the
resultant entity is a single vector for the whole post. It results
in a universal vector to input for the MuRIL and RoBERTa
classifiers.

TABLE 2. Search space of hyper-parameters for RoBERTa and MuRIL
transformers.

Regarding the RoBERTa transformer, we use RoBERTa-
Tokenizer [33] for English text, RoBERTa-UrduTokenizer
(https://huggingface.co/urduhack/roberta-urdu-small) for Ur-
du language and XLMRoBERTaTokenizer [35] for multi-
lingual text. For the MuRIL transformer model, we again
use three tokenizers [31] for Urdu, English, and multi-lingual
text. After that, each token (tweet) is mapped to an index cor-
responding to the transformer model vocabulary (RoBERTa
or MuRIL).

E. FINE-TUNNING
The next task is the fine-tuning of both transformer models
(RoBERTa and MuRIL). We applied two methods to explore
suitable values of hyper-parameters for fine-tuning, i.e. man-
ual search and grid search. The number of hyper-parameters
is eight, the search space for the eight parameters is presented
in Table 2. The maximum number of characters supported by
a tweet is 280, therefore 128 could be the maximum value of
sequence length. Thus two sequence lengths are investigated
to analyze their impact on binary classification, i.e. 64, and
128. Three batch sizes (16, 32, 64) are evaluated one by one
to investigate the impact of each batch size. Likewise, three
learning rates are explored to see their impact on the training,
validation, and test part of the multi-lingual dataset. The other
parameters and their corresponding ranges are presented in
Table 2. These parameters are used to fine-tune RoBERTa
and MuRIL transformer models.

For RoBERTa, we are using its un-cased pre-trained base
model for Urdu, English, and multi-lingual dataset. The hid-
den size is 768, attention_heads are 12 and hidden_layers
are also 12. For the MuRIL transformer, we are using its
cased pre-trained base model, trained on 17 Indian languages
with the MLM layer intact. We are interested to explore the
strengths of RoBERTa and MuRIL models by fine-tuning
eight hyper-parameters.

For dataset splitting, we employed stratified data splitting
method and split our datasets into 80-20, in which 20%
is used for testing the validated model and the remaining
80% is further split into 90-10, where 90% is actually used
for training and 10% is used for validation. The optimizer
function is utilized for updating the parameters for each epoch
and the output of each training and validating cycle is mea-
sured using training loss, validation loss, accuracy, and macro
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FIGURE 2. Pseudo-code of MTCD methodology.

F1-score. Google Colab and High-Performance Computing
(HPC) local cloud is used to conduct the experiments of
fine-tuning two transformers. The transformer models are
initialized in their pre-trained settings and then annotated
datasets are used to fine-tune important parameters.

F. CLASSIFICATION
For the classification task, we appended a single layer con-
taining the Softmax function on the top of the RoBERTa
and MuRIL transformer models. This layer is used to
classify the tweets as threatening or non-threatening. The
fine-tuned tweet is forwarded to the softmax function and
the transformer model is trained to optimize the cross-entropy
loss.

G. CATASTROPHIC FORGETTING
The literature reveals that the transformer models encounter
the problem of forgetting already learned knowledge while
attempting to learn new knowledge by fine-tuning the
hyperparameters. This concept is termed as ‘‘Catastrophic

forgetting in transfer learning’’ [4]. We exhaustively tried
several learning rates to analyze the risk of catastrophic for-
getting while fine-tuning the MuRIL and RoBERTa models.
After several trials, we found that higher learning rates make
poor convergence and result in failure most of the time. Thus,
we obtained the best results with learning rates ≤ 1e-5.

H. OVERFITTING
For deep learning models, it is a common issue to choose
the appropriate number of epochs because choosing very few
epochs results in under-fitting, and choosing too many results
in over-fitting. We investigated the impact of the number
of epochs (5 or 10) on the validation and test parts of the
multi-lingual threatening content dataset using the loss func-
tion. The performance of RoBERTa and MuRIL transformer
models are monitored and we reached on a conclusion that
10 epochs are suitable for getting the desired results by
evaluating the trained model on the validation and test parts
of the dataset.
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TABLE 3. Detail of multi-lingual threatening corpus (English and Urdu).

IV. EXPERIMENTAL SETUP
The parameters for fine-tuning the MuRIL and RoBERTa
models are described in the previous section. Here we
describe the detail of datasets for multi-lingual threatening
content detection tasks, the baselines, and the evaluation
metrics to evaluate the performance of the classifiers.

A. DATASET DESCRIPTION (MULTI-LINGUAL CORPUS)
As described earlier, we address the task of binary clas-
sification for threatening content detection in English and
Urdu posts. We used the threatening content Urdu dataset [4],
which was collected from Twitter containing 1200 threat-
ening and 1200 non-threatening instances. The dataset was
collected from Pakistani Twitter accounts ranging from
August 2020 to August 2022. The other dataset is in English
and consists of YouTube comments posted on videos related
to religion and politics [3]. This dataset has several incon-
sistencies, therefore we manually resolved those issues. The
cleaning process results in 1313 instances, among which
128 are non-threatening and the remaining are threatening.
Further detail of both datasets including train, validate, and
test instances are presented in Table 3.

B. BASELINE
To compare our proposed methodology with benchmarks,
we chose word2vec and RoBERTa as feature models and
combine themwith Support Vector Machine (SVM), Logistic
Regression (LR), Random Forest (RF), CNN, and Bi-LSTM
algorithms. The reason for choosing these classifiers is that
they demonstrated state-of-the-art performance for binary
classification in NLP tasks [36]. The following combinations
of models are chosen as the baselines:
■ Word2vec + SVM
■ Word2vec + LR
■ Word2vec + RF
■ Word2vec + CNN
■ Word2vec + Bi-LSTM
■ RoBERTa + SVM
■ RoBERTa + LR
■ RoBERTa + RF
■ RoBERTa + CNN
■ RoBERTa + Bi-LSTM

Next, we describe each feature model briefly.

1) Word2vec
Word2vec word embedding model has shown state-of-the-art
performance in many classification tasks related to the NLP
domain [36], [37], [38]. There are two methods supported

by word2vec to generate word embeddings; skip-gram and
CBOW. In this study, we used the skip-gram model with
300 dimensions.

2) RoBERTa AS A FEATURE MODEL
We used RoBERTa as a feature model and combined it with
above mentioned ML and DL models to design comparable
models to compare with fine-tuned RoBERTa and MuRIL
transformer models.

C. EVALUATION METRICS
Four state-of-the-art metrics are used to evaluate the per-
formance of the proposed and baseline classifiers. The
metrics with their mathematical formulation are presented
next:

Recall = TP/TP + FN (1)

Precision = TP/TP + FP (2)

F1 − score = 2.(precision ∗ recall)/precision + recall (3)

Accuracy = TP + TN/TP + TN + FP + FN (4)

where
TP = Number of positive instances and predicted as

positive.
FP = Number of negative instances but incorrectly pre-

dicted as positive.
TN = Number of negative instances and predicted as

negative.
FN = Number of positive instances but incorrectly pre-

dicted as negative.

V. RESULTS AND ANALYSIS
In this section, three sets of experiments are performed to
investigate the effectiveness of the proposed framework for
threatening content identification in English and Urdu lan-
guages.

A. JOINT MULTI-LINGUAL RESULTS
In this section, we conducted experiments to fine-tune
the XLM-RoBERTa and MuRIL transformers on the joint
dataset (Urdu and English) to evaluate the joint multi-lingual
methodology. We used already described hyper-parameters
(Table 2) for the fine-tuning process and transformer models
are trained, validated, and tested by employing the given
mechanism (section III-C2).

The fine-tuning results of both models (XLM-RoBERTa
and MuRIL) are presented in Table 4. For each transformer
model, we presented only the best results while trying several
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TABLE 4. Fine-tunning results of XLM-Roberta and MURIL on the test part of multi-lingual dataset.

TABLE 5. Comparison of joint multi-lingual models with ten baselines.

hyper-parameters and for the F1-score metric, class-wise per-
formance is presented (threatening, not-threatening, macro,
and weighted average). The reported results contain learning
rate, hidden-dropout, and weight-decay parameters, and the
sequence length is 128. It is evident that the best perfor-
mance by the MuRIL model is obtained on 1e-5 learning
rate, 0.1 hidden-dropout, and 0.1 weight-decay resulting
in 90.35% accuracy, and 90.17% weighted F1-score. Like-
wise, the best performance with XLM-RoBERTa is 91.89%
accuracy and 91.80% weighted F1-score on 1e-5 learning
rate, 0.05 hidden-dropout, and 0.01 weight-decay. Thus, this
experiment concluded that the best performance is obtained
by fine-tuned XLM-RoBERTa model as compared to fine-
tuned MuRIL.

The next experiment compared the performances of the
fine-tuned MuRIL and XLM-RoBERTa models with ten
baselines and the results are shown in Table 5. The results
are reported in accuracy, precision, recall, and class-wise
performances in F1-score. In baselines, word2vecwith the RF
model and XLM-RoBERTa with the CNN model presented
better performance in comparison to other combinations.
In the proposed models, fine-tuned MuRIL presented better
than all baselines, and fine-tuned XLM-RoBERTa presented
better than all baselines including fine-tuned MuRIL. The
XLM-RoBERTa improved accuracy by 5.02%, precision by

5.21%, and recall by 2.185 in comparison with baselines.
Furthermore, it improved 3.3% in threatening, 10.31% in
not-threatening, 6.81% in macro, and 5.3% in weighted
F1-score compared to baselines as shown in Fig 3. The high-
est improvement is observed for detecting not-threatening
class instances in the F1-score. The word2vec embeddings
combined with ML and DL models did not perform well.
Thus, the joint multi-lingual methodology proved itself
by demonstrating benchmark performance and also outper-
formed the baselines in class-wise, macro, and weighted
evaluation metrics.

B. JOINT-TRANSLATED RESULTS
In this section, we performed two sets of experiments; one
for joint-translated English and the other for joint-translated
Urdu model. The objective here is to evaluate the strength
of the joint-translated approach for multi-lingual threatening
content identification. We already devised two corpora for
the joint-translated approach; 1) English, and 2) Urdu. First,
we evaluate the effectiveness of the joint-translated English
approach and then the joint-translated Urdu approach.

The fine-tunning of English-RoBERTa and MuRIL is per-
formed using the hyper-parameters enlisted in Table 2 and
best results are reported in the Table 6. The joint-translated
English corpora is used for experimental setup and
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FIGURE 3. Class-wise performance of proposed framework and baselines (F1-score).

TABLE 6. Comparison of joint-translated English models with baselines.

performance of classifiers are reported using four metrics.
Furthermore, the performance of ten baselines are also added
to compare them with proposed joint-translated english
models.

The word2vec and XLM-RoBERTa are combined with
three ML and two DL models to create comparable models.
Considering baselines, the superior performance is demon-
strated by RoBERTa+CNN by achieving 84.33% weighted
F1-score. In contrast, the MuRIL fine-tuned model obtained
87.20% weighted F1-score and fine-tuned RoBERTa model
demonstrated 89.74% weighted F1-score. Thus, the pro-
posed joint-translated English methodology outperformed
the baselines and demonstrated benchmark performance. The
performances of baselines and proposed frameworks per
class-wise and in macro and weighted F1-score are presented
in Fig. 4. It is observable that English-RoBERTa improved
accuracy by 5.76%, precision by 4.98%, recall by 5.76% in

comparison with baseline. Furthermore, the proposed frame-
work improved the threatening class by 4.43%, not-
threatening by 7.82%, macro F1-score by 6.13%, and
weighted F1-score by 5.41%. We noticed substantial
improvement achieved by the proposed joint-translated
English model in comparison with baselines, indicating
the effectiveness of the proposed methodology. The largest
improvement is observed in identifying not-threatening class
instances. This proves the strength of the proposed method-
ology for the joint-translated English approach to address the
problem of multi-lingual threatening content identification.

The last set of experiments is performed to investigate
the effectiveness of proposed joint-translated Urdu models
for multi-lingual threatening content identification task. The
proposed models are Urdu-RoBERTa and MuRIL. We per-
formed fine-tuning of Urdu-RoBERTa and MuRIL using
the same parameters mentioned earlier. After fine-tuning,
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FIGURE 4. Class-wise performance of joint-translated English models and baselines (F1-score).

TABLE 7. Comparison of joint-translated Urdu models with baselines.

the best results are reported. In addition, for state-of-the-
art comparison, we compared the fine-tuned models with
ten baselines, and the results are presented in Table 7.
Among baselines, the best performance is demonstrated
by the Urdu-RoBERTa+CNN model by achieving 83.77%
accuracy and 77.84% macro F1-score. On the other end,
fine-tuned Urdu-RoBERTa transformer presented 86.37%
accuracy and 82.23% macro F1-score. Furthermore, fine-
tuned MuRIL model demonstrated the best performance by
obtaining 87.17% accuracy and 84.51% macro F1-score.
Thus proposed fine-tuned MuRIL model outperformed the
baselines including fine-tuned Urdu-RoBERTa model and
showed benchmark performance. It is important to note that
fine-tunedMuRILmodel beat the fine-tuned Urdu-RoBERTa
for the joint-translated Urdu approach. The class-wise perfor-
mance of all classificationmodels in the F1-score is presented
in Fig. 5. It is visible that the proposed joint-translated Urdu
approach obtained substantial improvement in performance,

i.e. 3.4% in accuracy, 0.77% in precision, and 9.32% in
recall.

Furthermore, we observed 1.63% improvement in threat-
ening class, 11.69% improvement in not-threatening, 6.67%
improvement in macro F1-score, and 4.56% improvement in
weighted F1-score.

After an extensive set of various experiments, we con-
clude that the proposed methodology is very helpful in
identifying multi-lingual threatening content in English and
Urdu. It outperformed the ten baseline models while test-
ing both types (joint multi-lingual and joint-translated)
of approaches. A substantial improvement is observed
while evaluating the classifiers in macro and weighted
F1-scores.

VI. DISCUSSION AND LIMITATIONS
To extract new insights and knowledge from the plethora
of data and to automate the business process, content
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FIGURE 5. Class-wise performance of joint-translated Urdu models and baselines (F1-score).

classification is a significant task. Furthermore, the require-
ment for an accurate and efficient multi-lingual NLP frame-
work is in high demand due to the large multilingualism
on social media. To handle part of these issues, this study
conducted a comparative analysis and evaluation of a pro-
posed multi-lingual threatening content detection framework
on a bi-lingual dataset. The task is of business interest and
high research and the developed framework is evaluated in
terms of accuracy, precision, recall, and macro & weighted
F1-score. Moreover, the findings of this research help to
unveil important characteristics that are useful in the identifi-
cation of threatening expressions from Twitter and YouTube
comments. The current study has brought out worthful
insights for social media users and our society to save
them and promote peace and harmony. The research on
threatening content detection in low-resource languages
is very restricted and the main emphasis was on mono-
lingual techniques. According to our knowledge, work on
multi-lingual threatening content detection is missing in the
literature. We attempted to fill out this gap by designing
a multi-lingual pipeline using two techniques (joint multi-
lingual and joint-translated approach) to identify threatening
content in English and Urdu languages.

The proposed pipeline is evaluated on a bi-lingual semi-
supervised setup containing English and Urdu corpora. The
transfer learning methodology in the form of fine-tuning of
RoBERTa and MuRIL transformers is utilized. The experi-
ments help us to discover insights for further research and aid
in making a practical approach. The findings disclosed that
the proposed pipeline obtained state-of-the-art performance
by getting 92% accuracy and 90% macro F1-score with the
joint multi-lingual approach. Furthermore, it outperformed
the baselines and proved itself a benchmark approach for
multi-lingual threatening content detection. Therefore, these

findings suggest that our approach can be applied to similar
MTC in NLP tasks.

The current study has some limitations; First of all, only
two languages (English and Urdu) are considered to test the
performance of the proposed framework, more languages can
be incorporated to deal with the task of MTC, especially
low-resource languages like Russian, Chinese, roman Urdu
and Hindi, etc. Second, the proposed framework can be tested
on a larger corpus to make the frameworkmore generalizable.
Third, threatening content identification is addressed here as
a binary classification task. It will be more appropriate if
we address the task of ‘‘who is being threatened, individual
or community’’. It will be helpful to locate the targeted
community.

VII. CONCLUSION
In this paper, we developed a multi-lingual text classification
framework to handle the task of multi-lingual threatening
content detection in English and Urdu languages. We took
advantage of the transfer learning approach to deal with
the complexity and overhead of designing a separate clas-
sification system for each language. Joint multi-lingual and
joint-translated techniques are explored to design the robust
MTCD system. The proposed MTCD system is based on
the RoBERTa and MuRIL transformer models, which were
fine-tuned on bilingual semi-supervised threatening content
detection corpus. The proposed methodology is also trans-
formed into an algorithm for readers and researchers to
reproduce the results and understand the methodology easily.
Two benchmark transformer models (RoBERTa and MuRIL)
are chosen and their effectiveness for the MTCD task is
explored extensively by fine-tuning. The proposed pipeline
is comprised of four modules (pre-processing, tokenization,
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fine-tuning, and classification). The experiments on bilingual
semi-supervised corpus revealed that the proposed method-
ology demonstrated superior performance than ten baselines
for joint multi-lingual and joint-translated approaches. The
best performance is observed against the joint multi-lingual
approach, that is 92% accuracy and 90% macro F1-score.

In future work, the proposed pipeline can be extended
for other low-resource languages such as Russian, Chinese,
Roman Urdu, etc. In addition, the proposed framework can
be easily applicable to other binary and multi-class classi-
fication tasks in the NLP field. Another possible direction
would be to re-visit themethodology by hybridizing the trans-
former architecture with some robust algorithms to improve
performance.
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