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ABSTRACT Bone cancer is treated as a severe health problem, and, in many cases, it causes patient
death. Early detection of bone cancer is efficient in reducing the spread of malignant cells and decreasing
mortality. Since the manual detection process is a laborious task, it is needed to design an automated system
to classify and identify the cancerous bone and the healthy bone. Therefore, this article develops an Owl
Search Algorithmwith a Deep Learning-Driven Bone Cancer Detection and Classification (OSADL-BCDC)
technique. The OSADL-BCDC algorithm follows the principle of transfer learning with a hyperparameter
tuning strategy for bone cancer detection. The OSADL-BCDC model employs Inception v3 as a pretrained
model for the feature extraction process which does not necessitate a manual segmentation of X-ray images.
Besides, the OSA is applied as a hyperparameter optimizer for enhancing the efficacy of the Inception v3
method. Finally, the long short-term memory (LSTM) approach is used for identifying the presence of bone
cancer. The proposed OSADL-BCDC technique reduces diagnosis time and achieves faster convergence.
The experimental analysis of the OSADL-BCDC algorithm is tested using a set of medical images and
the outcomes were measured under different aspects. The comparison study highlighted the improved
performance of the OSADL-BCDC model over existing algorithms.

INDEX TERMS Medical imaging, bone cancer, deep learning, artificial intelligence, owl search algorithm.

I. INTRODUCTION
Ahuman body has 206 bones. Bones are generally involved in
body muscles and give support to movement. Bone ligaments
are fibrous tissues and are full of spongy bone marrow [1].
In recent times, a substantial rise in the number of bone
cancers in normal and malignant cancers specifically has
been noticed. Even though the proportion of bone malignant
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cancers was relatively lower than benign ones [2], because
of the aggressiveness and comparatively lower survival rate
there comes the main issue, irrespective of the technique of
medication applied [3]. One such determining component
for enhancing functional prognosis was the velocity with the
prognosis. A bone tumor arises from the healthier cells and
begins to form cancer [4].

Cancer slowly develops and can spread to other parts of
the body. This could make bones weaker and damage the
bone tissue. As per statics, in the US 3500 public have
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been affected by bone tumors in 2018, and nearly 47% of
bone tumor diagnosed persons became deceased. The clin-
ician prognoses the tumor through various tests. The X-ray
image prognosis was mainly utilized for detecting tumors
in the bone. The X-ray assimilation rates were distinct for
the cancerous bone and healthier bones [5]. Owing to this a
tumorous bone image surfaces seem ragged. The severity of
bone cancer has been measured by the grade and stage. The
cancer growth rate was utilized by physicians for predicting
the growth rate of the disease [6]. A prognosis tumor in the
bone needs expertise. Bone tumor prognoses are made by
a physician manually, which is more time-consuming, and
there comes a possibility of error. Detection in the initial stage
considers the only element which raises the chances of living
of tumor patients.

Developments in artificial intelligence (AI) technology
was making innovation in the healthcare analysis of data
[7]. Deep learning (DL), a higher-level neural network (NN)
resembling the brain of humans, resolves complicated issues
that cannot be solved by low-level AI [8]. Convolutional neu-
ral network (CNN) techniques portrayed higher performances
in examining healthcare images having complicated patterns.
The capability of DL in taking two-dimensional medical
images was similar to average human experts in the domain
[9]. Several researchers have stated extraordinary outcomes
in classifying or prognosing a disease with the help of plain
MRI, radiography, microscopy, ultrasound, and endoscopy.
Similarly, AI technology might be effectively utilized for
detecting bone cancers on plain radiographs [10]. When the
AI-related classification method executes well in medical
practices, human errors, time, and cost, will be dramati-
cally minimized. Although few CNN models are available in
the literature, hyperparameter selection is a tedious process.
Hyperparameter values considerably affect the performance
of the DL models. Since manual trial and error hyperparame-
ter selection is difficult, an automated selection process using
metaheuristic algorithms is recommended.

This article develops anOwl SearchAlgorithmwith aDeep
Learning-Driven Bone Cancer Detection and Classification
(OSADL-BCDC) method. The proposed OSADL-BCDC
algorithm proposes to identify the presence of bone cancer
from X-ray images by the use of DL models. Particularly,
the OSADL-BCDC model employs Inception v3 as a pre-
trained model for the feature extraction process which does
not necessitate a manual segmentation of the X-ray images.
To enhance the efficacy of the Inception v3 model, the OSA
is applied as a hyperparameter optimizer. Finally, the long
short-term memory (LSTM) method was used for identifying
the presence of bone tumors. The experimental analysis of
the OSADL-BCDC algorithm is tested using a set of medical
images and the outcomes were considered in many aspects.
The key contributions of the paper are listed as follows.

• Develop an OSADL-BCDC technique, which com-
bines the DL model, hyperparameter optimization using
OSA, and LSTM-based tumor identification to advance

the accuracy and efficiency of bone cancer detection
and classification from X-ray images. To the best of
our knowledge, the proposed OSADL-BCDC technique
never existed in the literature.

• OSA is applied to fine-tune the Inception v3 model,
enhancing its efficacy in detecting bone cancer from
X-ray images. This integration of a metaheuristic opti-
mization technique contributes to improved model
performance.

• LSTM is employed to identify the presence of bone
tumors in X-ray images, leveraging its sequential model-
ing capabilities to capture relevant temporal dependen-
cies in the data.

The rest of the paper is organized as follows. Section II
provides the related works and section III offers the pro-
posed model. Then, section IV gives the result analysis and
section V concludes the paper.

II. RELATED WORKS
Tayebi et al. [11] developed an end-to-endDL-relatedmethod
for automatic bone marrow cytology. Initiating with bone
marrow aspirate digital whole slide images, this system
automatically and quickly identifies appropriate areas for
cytology, and later classifies and detects every bone marrow
cell in all regions. The collective cytomorphological data
was captured from a representation named Histogram of Cell
Types (HCT) measuring bone marrow cell class probability
distribution and serving as cytological patient fingerprints.
In [12], the researchers applied various ML techniques for
classifying the bone X-ray images of the musculoskeletal
radiographs (MURA) dataset as no fracture and fractures
category. The 4 distinct classifiers Decision tree (DT), RBF-
SVM, Logistic Regression (LR) and linear SVM have been
used for abnormality recognition.

In [13], transfer learning (TL) methods, the adoption
of pretrained CNNs, to public datasets over osteosarcoma
histological images for detecting necrotic images from
non-necrotic and healthier tissues. Firstly, the data was
pre-processed, and distinct categorizations were implied.
Subsequently, TL techniques which include Inception V3 and
VGG19 were trained and utilized on Whole Slide Images
(WSI) having no patches, to improve the accuracy of the
outputs. At last, themethodswere applied to distinct classifier
issues, adding multi-class and binary classifiers. In [14], the
researchers suggest an approach for predicting the malig-
nancy or benignity of bone tumors with the help of DL
automatically. They finely tuned ResNet152 and VGG16
trained on ImageNet by making use of image patches derived
from 38 plain X-ray images of three patients.

In [15], the authors explain the advancement of a deep
CNN for determining the absence or presence of bone metas-
tases. This method comprises 3 sub-networks that focus on
extracting, classifying, and aggregating higher-level features
in a data-driven way. There were 2 major innovations Firstly,
the prognosis was expected by scrutinizing posterior as well
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as anterior views that resulted in more precision. Secondly,
a spatial attention feature aggregation operator was suggested
for improvising spatial location data. In [16], an automated
bone tumor recognition system has been suggested to help
oncologists in the initial identification of bone tumours and
aids them in doing prompt medication. SVM-related Fuzzy
C-Means (FCM) and M3-filtered segmentation approaches
were recommended for deducting the bone tumors.

Presently, several DL models can be employed in medical
image analysis, comprising bone cancer detection, relying on
manual hyperparameter tuning. Manual tuning of the hyper-
parameters can be time-consuming, and resource-intensive,
and does not guarantee optimal performance. DL models
have a large search space for hyperparameters, making it
difficult to discover every probable combination effectually.
Proper selection of hyperparameters considerably affects a
model’s ability to generalize from the training data to unseen
data, which is crucial for the reliability of bone cancer detec-
tion systems. Inappropriate selection of the hyperparameters
can result in model overfitting or underfitting. Therefore,
there is a clear research gap in the development and evaluation
of automated hyperparameter selection methods specifically
tailored to DL models for bone cancer detection and classi-
fication. These methods should take into account the unique
characteristics of medical image data, including X-rays and
bone scans, and aim to improve the accuracy, efficiency,
and generalization of bone cancer detection systems while
reducing the reliance on manual tuning, making them more
accessible to researchers and healthcare professionals.

III. THE PROPOSED BONE CANCER CLASSIFICATION
MODEL
In this study, a new OSADL-BCDC method was estab-
lished for the identification and classification of bone cancer
using X-ray images. The proposed OSADL-BCDC method
initially performs data augmentation at the pre-processing
stage to increase the size of the dataset. In addition, the
OSADL-BCDC model employed OSA with Inception v3 as
a pretrained model for the feature extraction process. Finally,
the LSTMnetwork is used for the classification of X-rays into
bone cancer or healthy. Fig. 1 describes the working process
of the OSADL-BCDC method.

A. IMAGE PRE-PROCESSING
To increase the effectiveness of DL approaches, a huge group
of data was required. However, retrieving the dataset com-
monly derives from several constraints. Therefore, to over-
come the challenges, a data augmentation approach was
executed to raise the sample image count from the instance
data. Data augmentation methods such as Rotation and
Zooming were utilized [17]. The rotation data augmentation
approach was implemented from the clockwise direction with
an angle of 90 degrees. Moreover, the Zooming augmentation
process was executed on image data by obtaining 0.5 and
0.8 zooming factor values. With the imbalance problem,
the aforementioned data augmentation system was executed.

FIGURE 1. Working process of OSADL-BCDC method.

Afterwards utilizing the data augmentation approach the
instance data from all the classes were enhanced.

B. FEATURE EXTRACTION
Once the preprocessing stage is completed, the Inception
v3 is applied as a pre-trained model for the feature extrac-
tion process. CNN is a very commonly utilized technique
for analysing visual imagery. CNN is the most common
DNN. It is formed of neurons which have learnable weight
as well as bias [18]. Additionally, it contains output, input,
and hidden layers. During all feed-forward neural networks
(FFNNs), some middle layer was named as hidden, con-
versely, in CNN, one or more hidden layers are executed
convolutional. Besides, the CNNs are 2 important elements:

• The Hidden layer/Feature extracting part: During this
part, the network executes a series of convolutional and pool-
ing functions in which the feature was identified.

• The Classification part: At this point, the fully connected
(FC) layers serve as classification on top of these removed
features allocating a probability to forecast objects on images.

Furthermore, it can be utilized 3 important kinds of layers
for building ConvNet structures namely pooling, convolu-
tional, and FC Layers:

• Input layer: CNN’s proceeds benefit from the detail that
input contains images and it constrains the structure in a fur-
ther sensible manner. Especially, different from a regular NN,
the layer of ConvNet has neurons decided in 3 dimensional
like height, depth, and width, whereas depth was usually
the count of colour channels utilized (HSV = 3, RGB = 3,
CYMK = 4,).

• The convolutional layer is the fundamental component
of CNNs. It creates the feature map also named an activation
map utilizing the feature detectors. The feature detector also
called a kernel or filter, interchanges across the receptive field
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of images, verifying if the feature is present. Besides, the 1st
layers distinguish fundamental features like horizontal aswell
as vertical edges, but the next layer removes further difficult
features. This procedure was recognized as convolutional.
The feature detector is the 2D array of weights that signifies
the part of the images. But, it differs in size, the filter size
was classically a 3 × 3 matrix. The most popular activation
function utilized during this layer is ReLU.

• Pooling layer: conducts dimensionality decrease, with
decreasing the number of parameters from the input. The ker-
nel executes an aggregation function to value in the receptive
region and populates the resultant array. Two types of pooling
exist namely max-pooling and avg pooling. The max-pooling
chooses the pixel with the maximal value for sending to the
resultant array, but the average pooling computes the average
value in the receptive region for sending to the resultant
arrays.

• Fully connected layer: During the FC layer, all the nodes
from the resultant layer attach directly to nodes from the
preceding layer. This layer executes the task of classifier
dependent upon the feature extraction with the preceding
layer and its distinct filters. The classifier layer provides
a group of confidence scores utilizing commonly softmax
and sigmoid activation functions. The Inception V3 is a DL
approach dependent upon CNN that was utilized as an image
classifier [19]. The InceptionV3 is a higher version of the
fundamental model Inception V1 that was established by
GoogLeNet in 2014. The inception V3 was just the advanced
and optimized version of the inception V1 method. The
Inception V3 method utilized many approaches to optimize
the network to superior method adaptation.

An inception element utilized 1 × 1, 3 × 3, and 5 × 5
convolution layers simultaneously, afterwards concatenated
3 types of outcomes and communicated them to the next
element. In this manner, it is assumed data of distinct scales
together with improving the width of networks. Besides,
an inception element also is divided channel-wise as well as
spatial-wise correlation and the smaller size of the convo-
lutional kernel significantly decreases the parameter. Using
the Inception element, Inception-v3 exchanged the 5 × 5
convolutional layer from the original Inception network with
two 3 × 3 convolutional layers to decrease the count of
parameters but maintain the receptive field and improve the
capability of representations. Besides, another innovation of
Inception-v3 has to decompose a huge n×n convolutional
kernel (i.e., a 7 × 7 convolutional kernel) as two 1D convo-
lutional kernels with sizes of n×1 and 1×n correspondingly.
It can improve the model’s nonlinear representation ability
but decrease the risk of over-fitting.

C. HYPERPARAMETER OPTIMIZATION
In this study, the OSA is utilized as a hyperparameter opti-
mizer of the InceptionV3 architecture. The OSA begins with
n amount of population, named owls that is, an early guess
for the problem solution [20]. Here, the forest is regarded as

a d dimension-searching space. Regarding owls in the forest,
the first location for owls is saved in n×d matrixes,

0 =

O1,1 · · · O1,d
...

. . .
...

On,1 · · · On,d

 (1)

In Eq. (1), the element Oi,j in the matrix determines the jth

parameter (dimension) of ith owls.
Then, the early owls were normalized to provide a uni-

formly distributed location using the subsequent equation:

0i = 0l + (Ol + Ou) × U (0, 1) (2)

where 0 ≤ U (0, 1) ≤ 1 defines a uniform distribution of
arbitrary numbers, and Oi∈ [Ol,Ou].
The cost for the location of the owls in a forest is estimated

according to the cost function and saved in a matrix in the
following:

f =

 f1
([
O1,1,O1,2, . . .O1,d

])
...

fn
([
On,1,On,2, . . .On,d

])
 (3)

The cost value of location for the owls is directly based
on the intensity data received by the ears. Thus, maximal
intensity can be accomplished using the optimal owl since
it is very close to prey. The intensity value data of ith owls is
applied for updating the location in the following:

Ii =
fi − f 1m
f hm − f 1m

(4)

where,

f hm = max
m∈1,...n

fm (5)

and,

f 1m = min
m∈1,...n

fm (6)

Next, the distance data for the owls and prey population can
be accomplished by:

Di =

√∑
i
(Oi − L)2 (7)

In Eq. (7), L defines the location of the prey that is accom-
plished using the best owl.

The concept is that there is one prey as a global optimal in
the forest. In the hunting procedure, owls flight silent toward
the prey so that intensity changes for i− th owls are regarded
in the following:

Ci =
Ii
A2i

+ Nr (8)

In Eq. (8), A2i characterizes the simulated rather than 4πD2
i ,

and Nr defines the random noise.

109098 VOLUME 11, 2023



E. Alabdulkreem et al.: Bone Cancer Detection and Classification Using Owl Search Algorithm

The owls have to change the location to silent as per the
prey movement. According to probability, the OSA models
the prey movement as follows:

0t+1
i =

{
Oti + β × Ci × |αL − Oti |, ppm< 0.5
Oti − β × Ci × |αL − Oti |, ppm≥ 0.5

(9)

In Eq. (9), ppm signifies the probability of prey movement,
0 ≤α≤ 0.5 defines the uniform distribution arbitrary number,
and 0 ≤β≤ 1.9 denotes a linearly reducing continuously.

The β coefficient comprises the exploration in the search-
ing space which makes them reliable when compared to the
other bio-inspired algorithms. The OSA technique devises a
fitness function (FF) for accomplishing maximal classifier
performance. It solves a positive integer for indicating the bet-
ter efficiency of candidate results. In such cases, the reduced
classifier error rate was assumed that FF is given as follows:

fitness (xi) = Classifier Error Rate (xi)

=
number of misclassified samples

Total number of samples
∗ 100

(10)

D. BONE CANCER CLASSIFICATION
Finally, the LSTM network is used for the classification of
X-rays for bone cancer or normal. LSTM is a variant of
RNN with an improved function for computing the hidden
state [21]. The LSTM for resolving the long-term dependency
issue with added to the gate procedure. As demonstrated
in Fig. 2, the LSTM cell utilizes the model of the gate for
determining that data for keeping or erasing in the memory.
The gate is a process for transferring required data selectively.
It can be attained by creating a group of current inputs, mem-
ory, and preceding states. The LSTM has 3 gates. An output,
input, and forget gates. The forget gate was responsible for
selecting that information for remembering and that to throw
away. This decision was developed with the sigmoid layer as
represented in Eq. (11).

ft = σ
(
xtW f

+ ht−1U f
)

(11)

The output is 0 or 1, whereas 0 refers to forget and 1 sig-
nifies the keep. The second gate is the input gate.

Another sigmoid layer was utilized for determining the
value that was upgraded as demonstrated in Eq. (12).

it = σ
(
xtW i

+ ht−1U i
)

(12)

The tanh function generates the vector of candidates which
is additional to the state as demonstrated in Eq. (13).

Ĉt= tanh
(
xtW g

+ ht−1Ug) (13)

Afterwards, the LSTM upgrades the old cell stateCt−1 that
Ct as represented in Eq. (14).

Ct = σ
(
ft×Ct−1 + it × Ĉt

)
(14)

FIGURE 2. Structure of LSTM.

FIGURE 3. Sample images.

TABLE 1. Details of datasets.

Eventually, during the output gate, the LSTM utilizes a
sigmoid function for determining which part of cell states
appear in Eq. (15).

ot = σ
(
xtW o

+ ht−1Uo) (15)

In Eq. (16), multiplying 0t by tanh(Ct ) can implicitly
define that part to eliminate.

ht= tanh (Ct) ×0t (16)

IV. RESULTS AND DISCUSSION
The proposed model is simulated using Python 3.6.5 tool on
PC i5-8600k, GeForce 1050Ti 4GB, 16GB RAM, 250GB
SSD, and 1TB HDD. The parameter settings are given as
follows: learning rate: 0.01, dropout: 0.5, batch size: 5, epoch
count: 50, and activation: ReLU. The performance analysis
of the OSADL-BCDC algorithm is tested using a set of X-ray
images gathered from various sources like The TCIA (Cancer
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FIGURE 4. Confusion matrices of OSADL-BCDC method (a) Epoch 500,
(b) Epoch 1000, (a) Epoch 1500, and (d) Epoch 2000.

FIGURE 5. Average analysis of OSADL-BCDC method under epoch 500.

Imaging Archive), and the Indian Institute of Engineering
Science and Technology, Shibpur (IIEST). In this study, a set
of 200 images is taken with 100 images under the cancerous
class and 100 images under the healthy classes as shown in
Table 1. A few sample images are illustrated in Fig. 3.

Fig. 4 highlights the confusion matrices created by the
OSADL-BCDC algorithm under dissimilar epochs. With
500 epochs, the OSADL-BCDC technique has detected
96 instances in the cancerous class and 88 instances in the
healthy class. Also, with 1000 epochs, the OSADL-BCDC
methodology has detected 96 instances in the cancer-
ous class and 94 instances in the healthy class. In line,
with 1500 epochs, the OSADL-BCDC system has detected
98 instances in the cancerous class and 87 instances in the

TABLE 2. Result analysis of OSADL-BCDC approach with different
measures and epochs.

FIGURE 6. Average analysis of OSADL-BCDC method under epoch 1000.

healthy class. Besides, with 2000 epochs, the OSADL-BCDC
approach has detected 92 instances in the cancerous class and
97 instances in the healthy class.

Table 2 offers the overall bone cancer classification results
of the OSADL-BCDC model under distinct epochs. Fig. 5
illustrates a brief bone cancer classifier outcome of the
OSADL-BCDCmodel with 500 epochs. The OSADL-BCDC
approach has detected the images under cancerous class
with accuy of 92%, precn of 88.89%, recal of 96%, Fscore
of 92.31%, MCC of 84.27%, and Gmeasure of 91.75%.
Concurrently, the OSADL-BCDC method has detected the
images under healthy class with accuy of 92%, precn of
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FIGURE 7. Average analysis of OSADL-BCDC method under epoch 1500.

FIGURE 8. Average analysis of OSADL-BCDC method under epoch 2000.

FIGURE 9. TA and VA analysis of the OSADL-BCDC approach.

95.65%, recal of 88%,Fscore of 91.67%,MCCof 84.27%, and
Gmeasure of 91.75%.

Fig. 6 depicts a detailed bone cancer classifier outcome
of the OSADL-BCDC approach with 100 epochs. The
OSADL-BCDC system has detected the images under can-
cerous class with accuy of 95%, precn of 94.12%, recal of
96%, Fscore of 95.05%, MCCof 90.02%, and Gmeasure of

FIGURE 10. TL and VL analysis of the OSADL-BCDC method.

FIGURE 11. Precision-recall (PR) curve analysis of OSADL-BCDC method.

95.05%. Simultaneously, the OSADL-BCDC methodology
has detected the images under healthy class with accuy of
95%, precn of 95.92%, recal of 94%, Fscore of 94.95%,MCC
of 90.02%, and Gmeasure of 94.95%.
Fig. 7 showcases a brief bone cancer classifier outcome

of the OSADL-BCDC algorithm with 1500 epochs. The
OSADL-BCDC approach has detected the images under
cancerous class with accuy of 92.50%, precn of 88.29%,
recal of 98%, Fscore of 92.89%, MCC of 85.52%, and
Gmeasure of 93.02%. Followed by, theOSADL-BCDCmethod
has detected the images under healthy class with accuy of
92.50%, precn of 97.75%, recal of 87%, Fscore of 92.06%,
MCC of 85.52%, and Gmeasure of 92.22%.
Fig. 8 demonstrates a detailed bone cancer classifier out-

come of the OSADL-BCDCmethodology with 2000 epochs.
The OSADL-BCDC system has detected the images under
cancerous class with accuy of 94.50%, precn of 96.84%,
recal of 92%, Fscore of 94.36%, MCC of 89.11%, and
Gmeasure of 94.39%. Likewise, the OSADL-BCDC algorithm
has detected the images under healthy class with accuy of
94.50%, precn of 92.38%, recal of 97%, Fscore of 94.63%,
MCC of 89.11%, and Gmeasure of 94.66%.
The training accuracy (TA) and validation accuracy (VA)

gained by the OSADL-BCDC approach on the test dataset
are illustrated in Fig. 9. The outcomes represented that the
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FIGURE 12. ROC curve analysis of the OSADL-BCDC method.

TABLE 3. Comparison study of the OSADL-BCDC approach with recent
methodologies.

OSADL-BCDC method obtained the highest values of TA
and VA. The VA seemed to be better than the TA.

The training loss (TL) and validation loss (VL) accom-
plished by the OSADL-BCDC technique on the test dataset
are shown in Fig. 10. The outcomes exposed that the
OSADL-BCDC method attained minimum values of TL and
VL. Especially, the VL seemed to be lesser than TL.

A detailed PR inspection of the OSADL-BCDC system on
the test dataset is revealed in Fig. 11. From the figure, it is
noted that the OSADL-BCDC model has obtained maximal
PR performance under all classes.

A comprehensive ROC examination of the OSADL-BCDC
method on the test dataset is described in Fig. 12. The out-
comes showed that the OSADL-BCDC technique has shown
its capability in classifying two dissimilar classes on the test
dataset.

Table 3 reports an overall comparison analysis of the
OSADL-BCDC method with other DL techniques [22], [23].
Fig. 13 showcases the comparative accuy and F1score exami-
nation of the OSADL-BCDCmethod with recent approaches.

The outcomes indicated that the OSADL-BCDC method
has shown better outcomes than existing techniques. Con-
cerning accuy, the OSADL-BCDC technique has offered an
increased accuy of 95% whereas the RF, SVM, BCDFE-
ML, ResNet50, Inception v3, and EfficientNet models
have obtained reduced accuy of 69.05%, 92.59%, 92.48%,
82.57%, 83.33%, and 85.79% respectively. Besides, about
F1score, the OSADL-BCDC approach has obtainable a
higher F1score of 95% whereas the RF, SVM, BCDFE-

FIGURE 13. Accuy and F 1score analysis of OSADL-BCDC approach with
recent methodologies.

FIGURE 14. Precn and Recal analysis of OSADL-BCDC approach with
recent methodologies.

ML, ResNet50, Inception v3, and EfficientNet methods
have obtained a lesser F1score of 77.71%, 93.13%, 93.83%,
81.75%, 78.10%, and 83.61% correspondingly.

Fig. 14 depicts the comparative precn and recal examina-
tion of the OSADL-BCDC method with recent techniques.
The outcomes represented that the OSADL-BCDC approach
has demonstrated optimum outcomes over existing methods.
In terms of precn, the OSADL-BCDC method has offered a
maximal precn of 95.02% whereas the RF, SVM, BCDFE-
ML, ResNet50, Inception v3, and EfficientNet systems have
obtained reduced precn of 75.69%, 90.63%, 92.70%, 81.02%,
81.48%, and 82.28% correspondingly.

Moreover, concerning recal , the OSADL-BCDC method-
ology has accessible superior recal of 95% whereas the RF,
SVM, BCDFE-ML, ResNet50, Inception v3, and Efficient-
Net algorithms have attained decreased recal of 79.07%,
93.58%, 89.17%, 78.92%, 89.74%, and 91.53% correspond-
ingly. From the detailed outcomes and discussion, it is
assumed that the OSADL-BCDC method has obtained the
highest bone cancer classification performance over other
techniques.
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V. CONCLUSION
In this study, a novel OSADL-BCDCmethod was established
for the identification and classification of bone cancer utiliz-
ing X-ray images. The proposed OSADL-BCDC approach
initially performs data augmentation at the pre-processing
stage to increase the size of the dataset. In addition, the
OSADL-BCDC model employed OSA with Inception v3 as
a pretrained model for the feature extraction process. At last,
the LSTM network is used for the classification of X-rays
into bone cancer or healthy. The utilization of the pre-trained
model for the feature extraction process does not necessitate
a manual segmentation of the X-ray images. In addition, the
presented OSADL-BCDC model reduces diagnosis time and
achieves faster convergence. The experimental analysis of
the OSADL-BCDC method is tested using a set of medical
images and the outcomes were measured under different
aspects. The comparison study highlighted the improved per-
formance of the OSADL-BCDC technique over recent state
of art methods with maximum accuracy of 95%. In the future,
deep instance segmentation techniques can be exploited to
boost the classifier performance. Future work can focus on
the design of explainable artificial intelligence models for
bone cancer detection to gain trust and acceptance in clinical
practice. Besides, future work can concentrate on the inte-
gration of many imaging modalities, such as X-rays, MRI,
CT scans, and PET scans to offer a highly comprehensive
view of bone cancer.
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