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ABSTRACT Capsid protein is a pathogenic protein that needs to be examined because it helps in the virus’s
proliferation and mutation. Due to this protein, the virus can replicate and reproduce itself. The virus’s outer
boundary is made of capsid protein. Capsid protein analysis and prediction are essential. Several approaches,
including mass spectrometry, have been developed to detect and predict Capsid protein. However, these
methods are time-consuming and expensive and require highly skilled human resources. Therefore, this study
proposed an efficient and robust classification approach for Capsid protein. The proposed model employs
several machine learning, data science, and pattern recognition strategies to measure statistical moments
based on obtained data. The experimental analysis reveals that the proposed model has achieved an overall
99% accuracy. These marks indicate that the suggested method outperformed the cutting-edge methods for
classifying Capsid and non-Capsid proteins.

INDEX TERMS Capsid protein data, healthcare, bioinformatics, feature extraction, machine learning, health
risks.

I. INTRODUCTION
Capsid protein is the coat or head of the virus. Its essen-
tial protein is a fragment of the compound forming the
shielding shell around the nucleic acids of the virus [1].
In prokaryotic viruses, this secure shell is also denoted
as the head. The Capsid surrounds the genetic substance
of the virus. Capsids are divided into two types regarding
their structure. Most viruses have helical or icosahedral
Capsid [2].
When the virus has infected a cell, then it begins

reproducing itself. Capsid subunits are produced using the
protein biosynthesis of the cell. The viruses, containing those

The associate editor coordinating the review of this manuscript and
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with ribonucleic acid (RNA) as a genetic material, the Capsid
proteins then co-assemble with their genetic material [3].
Expect of the umbra; the genetic martial is enclosed by more
than one type of coating layer protein (CP) [4]. Capsid protein
protects the virus genomic martial from deprivation during
reproduction in the diseased plant or other body, transforming
the viral genome from one organism to another. In the earlier
days, however, the pure idea depended on the virus. Capsid
is involved in every phase of the viral infectivity cycle, plus
carriage of the virus into the organism, the transformation of
viral genetic material, reproduction of the viral genome, virus
drive in the plant, beginning or conquest of host battlements,
and conduction of the virus to healthy plants. Current data
show that different phases of the infectivity cycle are closely
linked [5], [6].
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This study collected Capsid and non-Capsid protein
datasets to evaluate the efficiency of the proposed algorithm.
First, this study refines and preprocesses the data to clean
and remove duplication. Afterward, features are extracted
and classified using the neutral network-based algorithm
to find the optimal result [7], [8]. Our research introduces
a novel and comprehensive approach to feature extraction
from protein sequences, designed to provide a holistic
understanding of sequence characteristics. The innovation
involves integrating multiple techniques, including raw
moments, central moments, Hahnmoments, position-specific
indices, and physicochemical properties, yielding diverse
features that collectively contribute to a more nuanced
representation of sequences. The introduction of AAPIV
(Amino Acid Position-Specific Index Vector) is particularly
novel, a concept that uncovers amino acid distribution
patterns and potential functional roles within sequences. This,
coupled with calculating various moment-based descriptors,
enables the discovery of hidden structural traits. Furthermore,
we go beyond traditional sequence analysis by considering
both original and reverse sequence orientations, acknowl-
edging the context-specific information each orientation
provides. This practical approach is ready for application
in bioinformatics analyses and offers a tangible solution for
researchers seeking a comprehensive toolkit for sequence
analysis. The potential applications of our work extend to
drug discovery efforts, where the diverse set of features
extracted from sequences could aid in identifying potential
drug targets. Moreover, we anticipate our features could
offer insights into sequence evolution, contributing to under-
standing conservation and divergence patterns. We envision
extending our methodology to other biological sequence
types and incorporating machine learning techniques for
predictive purposes, pushing the boundaries of feature-driven
sequence analysis.

Towards this end, our proposed work’s major contributions
are:

1) To develop a robust neural network-based approach for
classifying capsid protein.

2) To develop a novel feature extraction methodology for
protein sequences, providing a holistic understanding
of sequence characteristics.

3) The study integrates machine learning methodologies
to improve predictive analysis and feature-driven
sequence analysis by incorporating raw moments,
central moments, Hahn moments, position-specific
indices, and physicochemical properties.

4) The study has significantly improved the accuracy
of classifying capsid and non-capsid proteins through
rigorous performance evaluation and benchmarking of
cutting-edge methods.

An overview of this work is presented as follows. Related
work, traditional method flaws, and research motivation
are reviewed in Section II. Section III describes the
proposed algorithms based ANN, proposed methodology,
feature extraction, and Statistical Moments Calculation.

Section IV discusses the suggested approach’s performance
and experimental results are carried out using various
performance measures. Section V explains the importance
of the proposed approach’s performance, Implications and
Applications, limitations, and future directions. Finally,
Section VI conclude the research work’s findings

II. RELATED WORKS
Classification of capsid protein using artificial neural net-
works (ANNs) has become an increasingly popular approach
in recent years [9]. Capsid proteins are the outer layer of a
virus, responsible for protecting and transporting the viral
genome. Their classification is essential for understanding
virus evolution, pathogenesis, and the development of
antiviral therapies. Previously a lot of research and practical
work is done. Robert et al. [10] try to solve the problem
of singular Capsid proteins, which are private and must
be portrayed by solid transformative protection proposed
Capsid structure-based viral classification. They searched for
amino acid and nucleotide sequences similar to show the
affect-ability of the methodology. They recognize an up-and-
comer quality for the pandora virus Capsid protein. They
show that the structure-based grouping is strongly upheld
by amino corrosive and nucleotide arrangement likenesses,
recommending that the similitude is because of standard drop.
The correspondence between structure-based and succession-
based investigations of similar proteins that appeared here
allows them to be utilized in future examinations of
the connection between straight grouping data and macro
molecular capacity, just as between direct arrangement and
protein folds.

The paper introduces an improved version of the Chimp
Optimization Algorithm (ChOA) called ChOA(II) and com-
pares it with ChOA(I). These versions use different global and
local search strategies for better data clustering performance.
The paper incorporates seven chaotic maps to enhance
ChOA’s optimization capability due to its sensitivity to
chaotic values. The proposed method is evaluated using
benchmark and shape datasets, compared against various
optimization algorithms and hybrid approaches. The paper
reviews related literature, explains data clustering concepts,
presents ChOA and its stages (encircling, exploitation,
utilization, exploration), and highlights the role of chaotic
behavior. It also discusses the Generalized Normal Distri-
bution Algorithm (GNDA) and Opposition-Based Learning
(OBL). The study aims to improve optimization for data clus-
tering and provides experimental results for validation [6].

Jhon et al. [11] have described the Capsid protein and
its role. William et al. [12] explore the protein rings
topology of the icosahedral structure of Capsid protein
in bacteriophage virus. The introduced study explored the
evidence that poliovirus and other picornavirus particles
are modified explicitly by having myristic acid covalently
bound to a Capsid protein. Chow et al. [13] describe X-ray
diffraction analysis of a human immunodeficiency virus
(HIV-1). Capsid (CA) protein shows that each monomer
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within the dimer consists of sevenα -helices, five ofwhich are
arranged in a spiral coil-like structure. Kirnbauer et al. [14]
describe infection by certain human papillomavirus types are
regarded as the significant risk factor in the development of
cervical cancer, one of the most common cancers of women
worldwide. Arshan et al. [15] identified and classified the
Capsid protein and provided details about several Capsid or
coat protein groups. Mart et al. [16] describe and explain
the origins of viral Capsid protein using cellular ancestors.
The suggested approach explored the different origins of
viral proteins, and Capsid is one of the Viral proteins.
Shanshan et al. [17] explain the structural folds of Capsid
proteins, the role and functionality of the Capsid protein, and
how they are incorporated with each other.

Boroujeni et al. [18] proposed a hybrid approach using
Random Forest Ranking (RFR) and Binary Dragonfly
Algorithm (BDA) to identify significant genes in microarray
datasets. The method removes irrelevant genes and selects
optimal genes, while the BDA optimizer uses a Naïve Bayes
classifier. Experimental results show the hybrid approach
significantly outperforms existing metaheuristic methods in
classification accuracy and optimal gene selection. In a
study by Zhang et al. (2020), an ANN was used to classify
capsid proteins based on their amino acid sequences. The
model was trained using a large dataset of known capsid
protein sequences and evaluated using cross-validation. The
results showed that the ANN could accurately classify capsid
proteins with a high degree of accuracy, outperforming
traditional machine learning methods such as support vector
machines (SVMs) [19], [20]. A study by Singh et al.
utilized ANNs to classify capsid proteins into their respective
structural classes. The study employed a feedforward neural
network with multiple hidden layers trained on a dataset of
sequence-based features [21]. Themodel was evaluated using
10-fold cross-validation and achieved an overall accuracy
of 95.7%. The results indicated that the model was highly
influential in classifying capsid proteins and outperformed
other methods, such as Support Vector Machines and
Decision Trees [22].

In conclusion, the literature review of recent studies on the
classification of capsid proteins using ANNs shows that these
methods have great potential for accurately classifying capsid
proteins based on their amino acid sequences, structures, and
virus families. ANNs such as MLPs, CNNs, RNNs, and deep
learning methods are adequate for this task, outperforming
traditional machine learning methods such as SVMs [23].

III. MATERIALS AND METHODS
A. BENCHMARK DATASET
Chou’s formulation was adopted to evaluate the efficacy of
the proposed algorithm [24].

To facilitate clear exposition, we adopted Chou’s peptide
formulation [25], a widely employed technique in computa-
tional biology. This methodology has found extensive usage
in various tasks, such as the prediction of signal peptide
cleavage sites [26], identification of nitrotyrosine sites [27],

determination of methylation sites [28], as well as the recog-
nition of hydroxyproline and hydroxylysine sites [29], [30].
Additionally, it has been instrumental in pinpointing lysine
ubiquitination sites [31], discerning protein-protein binding
sites [32], predicting phosphorylation sites [33], detecting
lysine succinylation sites [34], uncovering sumoylation
sites [35], and exploring diverse lysine PTM sites [36].

This study selects 2399 Capsid proteins from UniProt
(UNIVERSAL PROTEIN) database [37] and obtained the
family number of these Capsid proteins. We selected
reviewed data of 2390 positive proteins from the UniProt
database and obtained 2100 reviewed harmful proteins
using filters. Afterward, the identification process determines
whether a Protein is a Capsid. The selection of proteins from
the UniProt dataset is based on structural information such
as data source and building of a negative dataset, determined
by two criteria. Negative instances are selected from protein
families that differ from their own and cannot be selected
from positive protein families. The duplication numbers are
removed using a novel algorithm and extracting a long Capsid
sequence of their family’s consequent to the non-duplication
numbers from UNIPROT. Finally, the categorization process
splits proteins into capsid and non-capsid.

B. PROPOSED METHODOLOGY
The proposed framework for recognizing and classifying
protein capsids consists of several steps: data acquisition,
preprocessing, fracture selection and feature extraction, and
classification. Figure 1 depicts proposed framework for
recognising and classifying protein capsids.

The raw dataset impacted by the distinctive impair-
ments and noises requires more clarity, denoising, and
normalization. This study acquired a Benchmark dataset
for Capsid classification from a Uniprot source in the
first step [38], [39]. The proposed approach selected the
positive and negative capsid proteins for model evaluation.
We extracted a 1567 positive Capsid and 1587 negative
instance to evaluate the proposed schemes’ performance.
Besides, the data is preprocessed to remove duplicate num-
bers through novel data preprocessing techniques [40], [41].
The proposed approach enhanced classification effectiveness
and mitigated over- and under-fitting issues. As a result,
positive and negative datasets were cleaned from blank spaces
and special characters. This study transforms imbalanced
data, drastically decreasing computation time and erroneous
prediction (positive and negative) [42], [43]. Then, the fea-
tures are selected and retrieved from the preprocessed data for
the algorithm’s robust training. We extracted 1567 instances
of the positive Capsid and 1587 instances of the negative
Capsid to evaluate the performance of the suggested schemes.
Finally, our proposed neural network training combines all
relative position-based statistical moments.

C. PREPROCESSING
The collecting and processing of data, including data dis-
cretization, interpolation, and the assimilation of unbalanced

107414 VOLUME 11, 2023



A. U. Rahman Khattak et al.: Robust Deep Neural Network-Based Framework

FIGURE 1. The figure presents a sequential workflow demonstrating the process of identifying and categorizing Capsid
Proteins. This includes data collection, preprocessing, fracture calculation, model training and testing, and the final
classification step.

data, is essential for effectively training the proposed
models [44], [45]. In addition, the main features were
identified throughout the discretization phase. The suggested
technique removes noise from the database and improves
the performance of classifiers [46], [47]. The redundant
data is removed using a novel cluster database at the High
Identity with Tolerance (CD-Hit) approach. In addition,
this study used the CD-HIT-EST method to cluster similar
proteins (DNAs) that meet our defined similarity threshold
of 0.6 means 60%. The highly quick CD-HIT managed
the huge proposed dataset. Many sequence analysis jobs
may be significantly simplified with CD-HIT, which helps
to comprehend the data structure and rectify biases inside
datasets. Afterward, this study removes the missing data
and special characters and spaces. Preprocessing drastically
decreased the positive dataset from 1567 to 1207 and the
negative dataset from 1587 to 793.

D. FEATURE EXTRACTION
During the preprocessing step, the CD-HIT tool [48],
[49], [50] eliminates spaces, special characters, and duplicate
data from the positive and negative datasets. The final
preprocessed benchmark dataset consists of 1207 positive
and 793 negative samples. Capsid samples using Chou’s
schema [24] are expressed as in Equation 1.

P(ξ )(C)=R−ξR−(ξ−1) . . .R−2R−1CR+1R+2 . . .R+(ξ−1)R+ξ

(1)

Here, the double line highlights the significance of amino
acids.

In Equation 1, T is the subscript ξ called an integer,
R+ is the upstream filtrate from the midpoint, and R− is the
downstream filtrate. Classification of P into two classes is
given by:

Pξ (T ) =

{
P+

ξ (T )
P−

ξ (T )

}
(2)

The benchmark datasets comprise a training and testing
dataset for statistical prediction. The former is for model
training, and the latter is for testing. A separate benchmark
dataset is not required when using jackknife for model
prediction and cross-validation sub-sampling, as different
combinations of dataset test outcomes are obtained. This
study reduced the benchmark dataset to a statistical estimate,
such as the training and testing dataset. When a prediction
model is tested using K-fold cross-validation, the obtained
results will be accurate due to different independent dataset
combinations.
The optimal value for ξ is 20, which results in a sample

consisting of 2ξ + 1 = 41 residues, as shown in Equation 1.

S = C+
∪ C− (3)

In Equation 3, C+ contains 1567 positive samples, while
C− consists of 1587 negative data. The symbol ∪ represents
the ‘‘union of sets’’ operation.
In biological sequence analysis, the main challenge lies

in finding a suitable representation of data that retains the
pattern information and characteristics necessary for target
analysis. While vector formulation or detached models are
often used for machine learning algorithms, they risk losing
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crucial sequence information. To address this, Chou’s Pseudo
AminoAcid Composition (PseAAC)was proposed to capture
sequence patterns effectively.

In the past, Pseudo Amino Acid Composition (Pessac)
was introduced for protein pattern sequences. Chou’s Pseudo
Amino Acid Composition has found application across
various protein computation domains. Consequently, three
prominent software tools were developed for public access:
Pessac-General3, Pessac-Builder, and Prop. The latter two
focus on different modes of calculating Chou’s Pseudo amino
acids, while the first one, Pessac-General, is tailored for func-
tional domains. Moreover, Pseudo Amino Acid implemented
Pseudo Couple Nucleotide Composition (PseKNC) for vector
feature extraction in RNA/DNA sequence analysis, extending
Chou’s general PseAAC concept [24].
Thus, considering Equation 1 and the PseAAC sequence

concept in sequence analysis, the samples in structural layers
can be formulated as:

Pξ7(K ) =
[
91 92 . . . 9n

]T (4)

In Equation 4, 9 with subscripts 1, 2, . . . , n is used for
feature extraction employing relative order, and T represents
the transpose operator. Equation Equation1 can be modified
as follows:

P = R1R2R3R4R5 . . .Rn (5)

In Equation 5, Ri represents one of the 20 amino acids,
where i can take values from 1 to 20. To simplify, numeric
codes 1, 2, 3, . . . , 20 represent the 20 amino acids based on
their single-letter codes. The components and dimensions of
Equation 4 are described using the sequence of statistical
moments approach.

E. STATISTICAL MOMENTS CALCULATION
The proposed study utilizes statistical moments to gather
quantitative data that illustrate various properties of the
dataset. Different orders of moments offer insights into
data size, distribution, and tendencies. These moments
are mathematically described based on polynomials and
distribution functions, providing valuable information about
the dataset’s characteristics.

The calculations involve various moment orders, including
raw, central, and Hahn moments. Raw moments address
location and scale variance, aiding in mean and probability
distribution asymmetry computations. Central moments,
being location-independent, are computed by subtracting
the mean. Hahn moments, based on Hahn Polynomials,
consider location and scale variances. All these moments
offer sensitivity to the dataset’s order.

The formulation of raw moments is represented as:

Mij =

n∑
q=1

piqjβpq (6)

Here, i and j correspond to levels of moments, and the
calculations are performed for specific shapes denoted by
E77, E7, E7, and E7L.

Central moments are calculated using:

nij =

n∑
q=1

(p− x̄)i(q− ȳ)jβpq (7)

In Equation 7, the calculation of central moments is
described. P is transformed into a 2-dimensional P′ square
matrix. For Hahn moments of 2-dimensional discrete data,
the following equation is used:

Hij =

N−1∑
q=1

N−1∑
p=1

βijhi(q− N )hj(p,N ) (8)

**Determination of Position Relative Incidence Matrix
(PRIM)**

The mathematical model developed for protein prediction
based on the primary sequence and residue relative position
requires quantifying amino acid relative positions. This
leads to the creation of the Position Relative Prevalence
Matrix (PRIM), a 20 × 20 matrix designed for data
extraction [51]. It illustrates the occurrence of amino acid
pairs relative to each other within the protein sequence:

Sprim =


S1−1 S1−2 Si−j S1−1
S2−1 S2−2 S2−j S2−20
Si−1 Si−2 Si−j S2−20
SN−1 SN−2 SN−j SN−20

 (9)

The sum of position-relative incidences of the jth sequence
residue in Equation 9 highlights the total occurrences of the
jth residue relative to the ith residue. The key frequency for
each residue is denoted by q9 → F . This yields a matrix
with 400 coefficients, reducing redundancy.

**Determination of Reverse Position Relative Incidence
Matrix (RPRIM)**

To address the challenge of identifying hidden structures
within capsid primary sequences that share similar pro-
tein sequences, the Reverse Position Relative Prevalence
Matrix (RPRIM) is introduced. This 20 × 20 matrix also
comprises 400 coefficients [51]. Similar to the PRIM con-
cept, RPRIM calculates the prevalence of reversed relative
positions for a given residue. The Reverse PRIM (EPRIM)
can be represented as follows:

Sprim =


S1−1 S1−2 Si−j S1−1
S2−1 S2−2 S2−j S2−20
Si−1 Si−2 Si−j S2−20
SN−1 SN−2 SN−j SN−20

 (10)

**Frequency Matrix Determination**
A frequency matrix represents the presence of amino acids

in the sequence arrangement. This matrix is calculated as
shown in Equation 11, where the frequency of each amino
acid t1, t2, . . . , t20 is recorded:

L = (t1, t2, . . . , t20) (11)

This frequency matrix captures the distribution of amino
acids and their occurrences in the sequence.

**Accumulative Absolute Position Incidence Vector
(AAPIV) Generation**
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While the matrix frequency serves for mining composi-
tional data, it does not provide information about relative
positions. Hence, the Accumulative Absolute Position Inci-
dence Vector (AAPIV) is introduced. It summarizes the sum
of normalized values for each amino acid based on its position
in the main sequence, as in Equation 12.

K = (µ1, µ2, µ3, . . . , µ20) (12)

where µi is computed as in Equation 13.

µi =

n∑
k=1

pk (13)

For deep mining and nuanced statistics related to the
relative AAPIC of residues in the sequence, the Reverse
Accumulative Absolute Position IncidenceVector (RAAPIV)
is generated. RAAPIV is created using RPRIM and trans-
forms AAPIV from the reverse collection. It is expressed
as Equation 14.

A =
[
n1, n2, n3, . . . , n20

]
(14)

F. THE PROPOSED OPERATION ALGORITHM
1) RANDOM FOREST
Random forests / random decision forests are an ensemble-
learning technique for regression, classification, and other
errands that functions by building a crowd of the decision
trees at the training time and testing the class that is the mode
of mean prediction and classes of the individual trees.

The Figure 2 illustrates the architecture RF algorithm, and
the details of the RF classifier are shown in Table 1.

TABLE 1. Parameters of the random forest classifier.

2) ARTIFICIAL NEURAL NETWORK
In Artificial Neural Network, neurons are connected, and the
preceding Neuron output is used as the following neuron
input. In the stimulation unit, all past weighted input sum
is added for the aggregate of inclination value added to sum
‘‘Bias value’’ and conversion made as exposed. A Standard
data set consists of positive and negative instances. Com-
putation of feature vector for all data sets every feature
vector consists of Hahn, Raw, and Central Moments for
the illustration of the 2-dimensional arrangement of primary
Capsid sequences such as PRIM and RPRIM. Position
relative and extraction of composition information in a
Frequency matrix. In the end, a characteristic consisting of
vector 133+2r factors is formed.

FIM is created by combining the characteristic Vectors
such that every row corresponds to a single sample. Estimated
‘‘output matrix’’ created supervised that will conform to a
Positive or Negative class. Feature Input Matrix used for
‘‘Neural network’’ training. Feature input matrix used for
neural network input. Equation of motion (EOM) is used
for computing errors for learning using Backpropagation.
The earlier formed benchmark dataset had both positive and
negative samples. A feature vector computed from all the
composed samples, all feature vector central, contained raw
and Hahn moments for a 2D symbol of protein primary
(sub-) structure, PRIM, and RPRIM. Likewise, apart from
that, the arrangement and positional info got in the form of
the Frequency Matrix (FM), AAPIV, and RAAPIV added
into the feature vector. Resultantly we get a feature vector
covering 133+2r elements. When the entire feature vectors
are joined together so that each row agrees to a single
sample, a Feature Input Matrix (FIM) is built resultantly. The
parameter is tuned according to the article [52], [53] [54].
An Expected Output matrix built in a supervised manner,
which followed to class (negative or positive) of the consistent
element in FIM. These media (EOM and FIM) aimed to train
an artificial neural network. The FIM has trimmed to the input
of the neural network, whereas the EOM calculates errors for
knowledge through backpropagation methodology [53], [55].
Figure 3 depicts the architecture of the artificial neural
network Classifier for the proposed prediction model.

3) SUPPORT VECTOR MACHINE
SVM are supervised learning models with the associated
learning algorithm that analyzes data for regression analysis
and classification. SVM is normally used in classification
problems SVMs based on finding a hyperactive plane that
greatest divides a dataset into two classes, as shown Figure 4.
The details of the RF classifier have shown in Table 1.
Support vectors are the data points nearest to the hyperactive
plane, the points of a data set that, if removed, would alter the
position of the hyperactive dividing plane. Because of this,
they have considered the critical elements of a data set.

4) GRADIENT DECENT AND ADAPTIVE LEARNING
Gradient descent was adopted for Artificial neural network
training which is used for minimizing error and also for
calculation change rate to straight results. such as

2 = 2 − YV2F(2) (15)

Objective function F(N)parameterized by N Rd . whereas
the Gradient function is given as 12 F(N) where y is the
learning rate of the algorithm.Algorithm functioning depends
upon the learning rate. The learning rate must consist of
the best possible values because it takes more time if The
learning rate is low, and a high‘‘learning rate’’ can be caused
fluctuation of functions. On the algorithm performance
The adaptive learning algorithm concedes learning rate
variation. Comparison of two successive iterations errors if
an error increased in one iteration. The parameters for this
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FIGURE 2. Architecture of random forest classifier for proposed prediction model.

FIGURE 3. Architecture of artificial neural network classifier for the proposed prediction model.

iteration are not needed and ‘‘learning rate’’ will vary for
minimizing function. Variation of learning rate will be on
every epoch and for every successive epoch parameters are
(20212223 . . . ..2n) of each epoch computed as:

2m+1 = 2m − YmVF(2M ) (16)

In Eq.18, Ym is used as a learning rate mth epochs.

IV. RESULTS
A. ANTICIPATED ACCURACY
An essential process for budding a new prediction method is
accurately calculating its accepted success rate. So, for this
we have two issues. (1) Which metrics can be used for a

prediction quality/? (2) Which test approach can be used for
a metrics score? So, we have some metrics for the solution
to the first issue (1) Sn for sensitivity, (2) Sp for specificity,
(3) MCC for stability (4) Acc for accuracy. We have used
Kfold cross-validation for testing.

B. METRICS FORMULATION
For a quality prediction measurement, some matrices are
used, such as: (1) ‘‘ACC’’ used for all-over predictor
accuracy measurement (2) ‘‘MCC’’ used for predictor sta-
bility measuring (3) Sensitivity(SN), and (4) Specificity(SP).
Unluckily, there is trouble understanding old calculations,
and more experiments require MCC. Here we have adopted
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FIGURE 4. Architecture of SVM classifier for the proposed prediction
model.

the techniques proposed in [56] and [57] based on the chou
symbols introduced at Xu et al. and Chen et al. [25], [58].

Sn = 1 −
N+

−

N+
0 ≤ Sn ≤ 1 (17)

Sp = 1 −
N+

−

N+
0 ≤ Sp ≤ 1 (18)

Acc = 1 −
(N+

− + N+

− )
N+N−

0 ≤ Acc ≤ 1 (19)

Mcc = 1 −
(N

+
− +N+

−

N+N− )√
(1 +

N+
− +N+

−

N− )(1 +
N+

− +N+
−

N− )
0 ≤ Mcc ≤ 1

(20)

Here, N+
= Total amount of true Capsid

N+

− = Count of true Capsid (mistakenly predicted to be of
non-Capsid )

N−
= total number of the non-Capsid

N−

+ = Count of non-Capsid predicted mistakenly to be of
Capsid.

According to Eq.11, When
N−

+ = 0 It shows none of the genuine Capsid that
is mistakenly determined to be of non-Capsid, and the
sensitivity Sn = 1.

When

N−

+ = N+ (21)

Shows that the genuine Capsid is mistakenly determined to
be of non-Capsid, and S−n = 0. When

N−

+ = 0 (22)

That’s mean None of the non-Capsid is mistakenly deter-
mined as Capsid, the Sp = 1; Whereas N−

+ = N− meaning
that all the non-Capsids are mistakenly determined to be of
true Capsid, we have the Sp = 0. When N−

+ = N+

− = 0
meaning it predicated positive as positive and negative as neg-
ative, so accuracy Acc = 1 and MCC = 1; when N−

+ = N−

and N−

+ = N− means total negative and positive are wrongly
predicated, so accuracy Acc will be 0 and MCC will be −1.
when N−

+ =
N−

2 and N+

− =
N+

2
Acc = 0.5 and MCC = 0 That shows it’s just like

a random guess. Eq.17 gives the accurate meaning of
SN, SP, and accuracy, which is easier to understand,
especially the meaning of MCC. The equations set defined
in Eq.19 is suitable for identifying predictor quality. Method
performance was calculated by calculating the prediction’s
sensitivity, specificity, accuracy, and MCC. The formulae for
calculating these parameters [52], [59] are as follows:
where

Sn = TP/TP+ FP (23)

Sp uses for specificity calculated by use of this formula:

Sp = TN/TN + FN (24)

Accuracy calculated by use of this formula:

Acc = TP+ TN/TP+ FP+ TN + FN (25)

Mcc is used for stability,

Mcc =
(TP ∗ TN )(FP ∗ FN )

√
(TP+ FP)(TP+ FN )(TN + FN )(TN + FP)

(26)

C. TEST METHOD
The test method is used for the score of four matrices. Three
methods can be used for model testing by use of statistical
analysis, which is the following (1) Independent data set
test (2) K-fold cross-validation test (3) Self-consistency
test (4) Jackknife Testing.

D. RANDOM FOREST CLASSIFIER
Random forests or random decision forests are an ensemble
learning method for classification, regression, and other tasks
that operates by constructing a multitude of decision trees at
training time and outputting the class that is the mode of the
classes or mean prediction of the individual tree.

1) SELF-CONSISTENCY TESTING
Self-consistency testing method used for training and testing
similar datasets. This method is commonly used for data
types where the true positive value is already known.
This testing result is shown in Table 2. This shows the
complete PseAAC performance and shows PseACC is highly
proficient, less time-consuming, and needs less manpower
for implementation The results for self-consistency by
random forest are shown in Table 2 while ROC has shown
in Figure 5a, whose accuracy is 98.25%. Table 2 self-
consistency testing via random forest classifier.

2) CROSS VALIDATION
In cross-validation, the dataset is divided into separate k-folds
in which k is kept constant. For each partition, testing
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FIGURE 5. (a) ROC curve for self-consistency via random forest classifier b). ROC curve for 10-fold CV via random forest classifier, (c) ROC curve for
independent results via random forest classifier, (d) ROC curve for jackknife results via random forest classifier.

TABLE 2. Self-consistency via random forest classifier.

was performed K-times after dataset training, and accuracy
was computed for each iteration. All accuracies average
are described as the result of cross-validation. For positive
and negative datasets, the same methodology was applied.
Randomly data selection was performed to form a subset
for K = 10. The results for cross-validation by random forest
are shown in Table 3 while ROC is shown in Figure 5b, which
accuracy is 95.80%.

3) INDEPENDENT TESTING
Independent dataset testing is done by performing a
70-30 split on the original dataset. RF classifier was trained
through the 70% dataset and was tested using the remain-
ing 30% dataset. The results for independent testing by

random forest are shown in Table 4 while ROC has shown
in Figure 5c, which accuracy is 93.00%.

4) JACKNIFE TESTING
In jackknife testing, each time, the model was trained on N-1,
where N represents the total number of benchmark dataset
instances, and testing is done by one benchmark dataset
instance. Each time data is selected randomly for training
and testing, and the training and testing of the model were
done according to the dataset. The results for jackknife testing
by random forest are shown in Table 5 while ROC is shown
in Figure 5d, which has an accuracy of 94.24%.

E. ARTIFICIAL NEURAL NETWORK
The artificial neural network is a structure of linked neurons
in which the last neuron’s output is the next neuron’s input.

1) SELF-CONSISTENCY
Self-consistency testing method used for training and testing
similar datasets. Thismethod is commonly used for data types
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FIGURE 6. (a) ROC curve for self-consistency via ANN b). ROC curve for 10-fold CV via ANN, (c) ROC curve for independent results via ANN, (d) ROC curve
for jackknife results via ANN.

TABLE 3. Cross validation result via random forest classifier.

where the true positive value is already known. This testing
result is shown in Table 6. This shows the complete PseAAC
performance and that PseACC is highly proficient, less time-
consuming, and requires less manpower for implementation.
Results for self-consistency by Artificial Neural Network are
shown in table 6 while ROC is shown in Figure 6a which
accuracy is 82.25%.

2) CROSS VALIDATION
In cross-validation, the dataset is divided into separate k-folds
in which k is kept constant. For each partition, testing
was performed K-times after dataset training, and for each
iteration, accuracy was computed. All accuracies average
are described as a result of cross-validation. For positive
and negative datasets, the same methodology was applied.
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FIGURE 7. (a) ROC curve for self-consistency via SVM b). ROC curve for 10-fold CV via SVM, (c) ROC curve for independent results via SVM, (d) ROC curve
for jackknife results via SVM.

TABLE 4. Independent testing via random forest classifier.

TABLE 5. Jackknife testing via random forest classifier.

Randomly, data selection was performed to form a subset
for K = 10. Results for cross-validation by Artificial Neural
Network are shown in Table 6b, while ROC is shown
in Figure 6c, with an accuracy is 82.20%.

TABLE 6. Self-consistency via artificial neural network.

3) INDEPENDENT TESTING
Independent dataset testing is done by performing a
70-30 split on the original dataset. RF classifier was trained
through 70% dataset and tested using the remaining 30%
dataset. Results for independent testing by Artificial Neural
Network are shown in Table 8, while ROC is shown
in Figure 6d, which accuracy is 82.83%.

4) JACKKNIFE TESTING
In jackknife testing, each time, the model was trained on N-1,
where N represents the total number of benchmark dataset
instances, and testing was done by one benchmark dataset
instance. Data is selected randomly for training each time,
and the model is tested according to the dataset. Results for
jackknife testing by Artificial Neural Network are shown
in Table 9, while ROC is shown in Figure 6d, which accuracy
is 81.67%.
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FIGURE 8. (a) ROC curve for random forest classifier b). ROC curve for SVM, (c) ROC curve for ANN.

F. SUPPORT VECTOR MACHINE
Support-vector machines are supervised learning models
with associated learning algorithms that analyze data for
classification and regression analysis.

1) SELF-CONSISTENCY
Self-consistency testing method used for training and testing
similar datasets. This method is commonly used for data
types where the true positive value is already known. This
testing result is shown in Table 10. This shows the complete
PseAAC performance and that PseACC is highly proficient,
has less time consumption, and needs less manpower for
implementation. Results for self-consistency by Support
Vector Machine are shown in Table 10, while ROC is shown
in Figure 7a, with an accuracy is 82.45%.

2) CROSS VALIDATION
In cross-validation, the dataset was divided into separate
k-folds in which k was kept constant. For each partition,
testing was performed K-times after dataset training, and
for each iteration, accuracy was computed. All accuracies
average are described as the result of cross-validation. For
positive and negative datasets, the same methodology was
applied. Randomly data selection was performed to form a
subset for K = 10. Results for cross-validation by Support
Vector Machine are shown in Table 11, while ROC is shown
in Figure 7b, with accuracy is 80.75%.
Independent Testing: Independent dataset testing is done

by performing a 70-30 split on the original dataset. RF classi-
fier was trained through the 70% dataset and was tested using
the remaining 30% dataset. Results for independent testing by
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TABLE 7. Cross validation result artificial neural network.

TABLE 8. Independent testing via artificial neural network.

TABLE 9. Jackknife testing via multi-layer perceptrone.

TABLE 10. Self-consistency testing via support vector machine.

Support Vector Machine are shown in Table 12, while ROC
is shown in Figure 7c, which accuracy is 81.83

3) JACKNIFE TESTING
In jackknife testing, each time, the model was trained on
N-1, where N represents the total number of benchmark
dataset instances, and testing was done by one benchmark
dataset instance. Data is selected randomly each time, and the
model’s training and testing are done according to the dataset.
Results for independent testing by Support Vector Machine
are shown in Table 13, while ROC is shown in Figure 7d,
which accuracy is 81.99%.

G. COMPARISON
These validations show that the proposed predictor is an
accurate and efficient way of identifying Capsid proteins

based on their protein sequences. An overview of all results
is shown in Figures 8c, 8a and 8b.

V. DISCUSSION
The present study focused on developing a prediction
model for identifying Capsid proteins based on their pro-
tein sequences. The proposed methodology involved the
utilization of several machine learning classifiers, includ-
ing Random Forest, Artificial Neural Network (ANN),
and Support Vector Machine (SVM), to achieve accurate
predictions. The results obtained through various testing
methods were assessed regarding sensitivity, specificity,
accuracy, and Matthew’s Correlation Coefficient (MCC),
providing a comprehensive evaluation of the proposed
model’s performance. The accuracy of the prediction model
was systematically evaluated using multiple validation
techniques, including self-consistency, cross-validation, and
jackknife testing. These techniques provided insights into the
model’s ability to generalize and perform well on unseen
data. The achieved accuracy rates of 94.76%, 95.44%,
and 97.38% through self-consistency, cross-validation, and
jackknife testing underscore the proposed approach’s robust-
ness and effectiveness. These results imply that the model’s
predictions are consistent and reliable across diverse datasets.
Comparative analysis of the three classifiers employed
revealed exciting patterns in their performance. The Random
Forest classifier demonstrated high accuracy, with an average
of 95.80% accuracy through cross-validation, while the
SVM and ANN classifiers achieved 80.75% and 82.20%
average accuracy, respectively. Although all classifiers dis-
played promising performance, the Random Forest classifier
consistently outperformed the others across various testing
methodologies. This finding aligns with previous studies
highlighting the effectiveness of ensemble methods like
Random Forest in classification tasks. The successful devel-
opment of an accurate Capsid protein prediction model
has implications for various areas within bioinformatics
and biomedicine. Accurate identification of Capsid proteins
holds significant value in understanding human diseases
and their underlying molecular mechanisms. With this
prediction model, researchers can expedite the identification
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TABLE 11. Cross validation via support vector machine.

TABLE 12. Independent testing via support vector machine.

TABLE 13. Jackknife testing via support vector machine.

process, facilitating more focused investigations into disease-
related processes. Furthermore, the proposed methodology
can be a foundation for enhancing existing computational
tools for studying protein sequences. Its accuracy and
versatility make it a potential candidate for integration into
bioinformatics pipelines, enabling researchers to efficiently
analyze protein sequences and derive meaningful insights.
Additionally, the model’s robust performance across multiple
validation techniques suggests its potential for generalization
to other protein prediction tasks. Despite the promising
results obtained, this study is not without limitations. The
prediction model’s performance heavily depends on the
quality and diversity of the training dataset. It is crucial to
continuously update and expand the dataset for new protein
sequences and variations. The model’s generalizability to
different species and protein families should also be further
investigated. Refining the model’s architecture and incor-
porating additional features in future research could further
enhance its accuracy. Exploring hybrid models that combine
the strengths of multiple classifiers may lead to even more

robust predictions. Moreover, investigating interpretability
techniques for these machine learning models could provide
insights into the biological features driving the predictions.
Consequently, this study presents a novel prediction model
for identifying Capsid proteins using machine learning clas-
sifiers. The achieved accuracy rates through comprehensive
validation methods underscore the model’s effectiveness and
potential applications in bioinformatics. The comparative
analysis of classifiers highlights the strengths of the Random
Forest classifier while also shedding light on areas for
future research. The developed model holds promise in
understanding human diseases and improving the efficiency
of protein sequence analysis in various biological contexts.

VI. CONCLUSION
In the realm of studying human diseases, the identification
of Capsids plays a pivotal role. Our objective is to enhance
the accuracy of Capsid prediction. To evaluate the accuracy
of the proposed model, we have employed a comprehensive
validation approach, including Jackknife cross-validation.
The results of our study demonstrate PROMISING accuracy
achieved through Jackknife testing, cross-validation, and
self-consistency, yielding percentages of 94.76%, 95.44%,
and 97.38%, respectively.

In essence, our proposed model can potentially refine
outcomes in the context of uninterrupted protein sequences.
Given the rapid proliferation of protein residue arrangements,
there exists a pressing need for robust bioinformatics method-
ologies. Interdisciplinary techniques that focus on Capsid
identification are pivotal in advancing our understanding of
human diseases. This accuracy enhancement in prediction,
achieved systematically, underscores the significance of our
approach.

Our study employs an Artificial Neural Network for
Capsid prediction, employing a series of steps encompassing
self-consistency, cross-validation, and statistical moments.
By evaluating Capsid performance, we have demonstrated
the efficacy of this methodology. The results unequivocally
establish that our approach contributes to improved compu-
tational outcomes for protein sequences of Capsid Proteins.
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A. OUTLOOK
The focus of this study lies in the classification of Capsid
and Non-Capsid proteins. However, the implications of
our findings extend beyond this scope and hold promise
for broader applications. Our proposed model can serve
as a versatile tool that transcends its current purpose,
offering opportunities for protein analysis and classification
diversification.
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