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ABSTRACT This paper presents an energy-efficient Hypertext Transfer Protocol (HTTP) adaptive streaming
system to maximize the overall quality of video streaming services for all clients in an energy-efficient
way over software-defined networking (SDN)-enabled Wi-Fi access points (APs). To achieve this goal, the
proposed system employs multi-path technology to overcome the limitations of a singleWi-Fi AP and adopts
the Luby transform (LT) code as forward error correction to support flexible and reliable data transmission
viamultiple APs. Furthermore, the SDN controller manages the segment bitrate, code rate of the LT code, and
video packet transmission via multiple APs based on a global view of the network status, buffer occupancy,
and energy consumption. The proposed system is implemented by using network simulator 3 (NS-3) to
verify on a large-scale simulation environment and fully implemented in a real testbed to demonstrate its
feasibility. The experimental results show that the proposed system can provide superior performance with
lower energy consumption than any other existing system.

INDEX TERMS Adaptive streaming, software-defined network, multi-path, bitrate adaptation, segment
scheduling, fountain code.

I. INTRODUCTION
Global mobile traffic has been growing rapidly due to the
popularity of video streaming services such as YouTube
[1], Netflix [2], and Disney+ [3]. According to the Inter-
national Telecommunication Union (ITU) report [4], overall
mobile traffic is expected to grow at a 55% annual rate
from 2020 to 2030. According to Ericsson [5], video data
traffic will account for 77% of all mobile data traffic by 2026.
Wi-Fi is one of the key solutions to meet the growing demand
for wireless network resources. According to the Cisco Visual
Network Index [6], there will be 628 million public Wi-Fi
hotspots available worldwide by 2023. However, it is still
difficult to provide high-quality and smooth video streaming
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services due to the limited and time-varying wireless network
conditions.

Recently, HTTP adaptive streaming (HAS) has been
widely used to provide seamless video streaming ser-
vices over time-varying wireless networks. In 2012, the
Moving Picture Experts Group (MPEG) standardized HAS
as dynamic adaptive streaming over HTTP (DASH) [7].
In DASH, a video is encoded at multiple bitrates and divided
into smaller segments in a time unit. The media presentation
description (MPD) includes a list of encoded bitrates and
uniform resource locators (URLs) of the segments. The video
segments andMPD are stored at the DASH server. TheDASH
client requests an MPD file to the DASH server in order to
initiate video streaming. After receiving the MPD file, the
DASH client parses the MPD file to obtain information about
the selectable segments, and then continuously determines
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the bitrate of the next segment by considering the current
network condition and playback buffer time.

So far, a considerable amount of research efforts has been
devoted to seamless video streaming over time-varying net-
works. Spiteri et al. [8] employed Lyapunov optimization to
segment bitrate adaptation to ensure seamless video stream-
ing. Liu et al. [9] defined a smoothedHTTP throughput based
on the segment fetch time to detect bandwidth fluctuations
using only application layer information. Additionally, they
proposed a novel rate adaptation algorithm based on the
smoothed HTTP throughput to ensure stable video streaming.
Jiang et al. [10] proposed FESTIVE, which performs rate
adaptation while considering the tradeoffs among fairness,
efficiency, and stability on the bottleneck link. Li et al. [11]
proposed PANDA that utilizes the Transmission Control Pro-
tocol (TCP) congestion control to maintain a stable playback
buffer state. However, in these studies, quality degrada-
tion may still occur when multiple DASH clients compete
for a shared bottleneck link. Generally, each DASH client
independently determines and requests the next segment
by considering only the local network condition estimated
by itself. This process may cause several issues, such as
instability, unfairness, and underutilization of limited wire-
less network bandwidth [12], [13]. If the segment download
intervals of two DASH clients do not overlap, each DASH
client overestimates the available bandwidth of the shared
bottleneck link. As a result, these clients choose a higher
segment bitrate than the current network conditions for the
next segment request. Subsequently, if the next segment trans-
missions of the two clients overlap, congestion may occur
because the sum of the segment bitrates exceeds the current
available bandwidth of the shared link. This is known as an
ON-OFF problem [12]. These problems must be addressed
in enterprise/private networks where numerous clients share
a common link.

Software-defined networking (SDN) [14] is a network
configuration technology, in which a network is easily pro-
grammable by separating the control and forwarding planes.
In an SDN, the entire network is managed by a centralized
controller with open interfaces. SDN provides application
programming interfaces (APIs) that enable the implementa-
tion of network applications. Network applications can be
implemented and deployed to satisfy the specific require-
ments. Thus, combining SDN and HAS is effective for enter-
prise/private networks. Recently, considerable efforts have
been dedicated to SDN-enabled HAS. In [15], Bhat et al. pro-
posed a network-assisted adaptive bitrate streaming system.
It employs SDN for data flow management to optimize
cache content utilization and improve the quality of expe-
rience for DASH clients. In [16], Bentaleb et al. proposed
an SDN-enabled HAS architecture to optimize user QoE by
using reinforcement learning. In [17], Noh et al. proposed
an SDN-assisted HAS system in which an SDN controller
manages HAS requests in a local Wi-Fi network to provide
high-quality video streaming services while supporting user

fairness over time-varying network conditions. However, it is
still difficult to provide high-quality video streaming services
without frozen video when tens and hundreds of mobile
devices attempt to associate with a single Wi-Fi access point
(AP) due to the limited wireless bandwidth.

Thus far, many studies have been devoted to methods for
effectively applying multiple wireless interface devices and
APs to overcome the limitations of wireless resources. Schep-
per et al. [18] analyzed that the overall network throughput
of a local area network (LAN) consisting of a variety of
APs, can be improved by dynamic flow redirection with
multiple network interface devices. Chen et al. [19] proposed
a smart AP architecture that seamlessly migrates devices
to connected APs by using multiple interfaces to balance
the network load. So et al. proposed an effective wireless
interface binding and a scheduling method to create a virtual
link between two nodes. However, these multiple connections
are vulnerable to the sudden degradation of wireless channels.
When the DASH client receives out-of-order packets owing
to the different channel statuses of multiple APs, goodput can
be seriously degraded because of the head-of-line blocking
(HOL) problem [20]. To handle this problem, a fountain code
can be employed. If a sender transfers source data after being
encoded with the fountain code to a receiver, the receiver can
obtain the source data regardless of packet loss or out-of-
order packets by decoding the fountain-encoded data. Thus,
the goodput can be improved significantly. Kwon et al. [21]
proposed a multi-path multimedia transport protocol that
controls fountain encoding parameters such as symbol size,
number of source symbols, and code rate by considering
the remaining playback buffer time and network conditions.
Pokhrel et al. [22] proposed a low-latency scheduling method
for vehicular Internet by combiningmulti-path TCPwith con-
gestion control and forward error correction (FEC). Another
issue with supporting multiple connections is energy con-
sumption. Activating multiple network interfaces incurs high
energy consumption. Thus, these issues must be addressed
to enable multiple network interfaces for DASH clients
successfully. Until now, considerable studies have been
devoted to methods for energy-efficient data transmission.
Hoque et al. [23] proposed EStreamer, which defines the
relationship between traffic shaping and energy consump-
tion for TCP. Based on the relationship, the traffic burst
size was determined to provide smooth video streaming ser-
vices with low energy consumption. Bui et al. [24] proposed
GreenBag for real-time data streaming with energy-efficient
bandwidth aggregation. Abou-Zeid et al. [25] proposed an
energy-efficient predictive green streaming framework that
leverages the data rates of a wireless network to minimize
the base station power consumption by reducing the trans-
mission time of video streams. However, these studies did
not consider segment bitrate adaptation to provide seamless
streaming services over time-varying wireless networks.

In this paper, we propose an energy-efficient HTTP adap-
tive streaming system for all DASH clients via SDN-enabled
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Wi-Fi APs to maximize the overall video streaming quality
while minimizing energy consumption. The proposed system
utilizes multi-path technology to overcome the limitations of
a single Wi-Fi AP wireless bandwidth. Furthermore, fountain
code is employed as a forward error correction to support
flexible and reliable data transmission via multiple APs.
Moreover, the SDN controller manages the segment bitrate,
code rate, and packet distribution vector among multiple APs
and DASH clients during streaming service by using the
overall network status, buffer occupancy, and energy con-
sumption. The key contributions of this paper are summarized
as follows:

• Proposing an energy-efficient HAS system overmultiple
SDN-enabled Wi-Fi APs, which employ the foun-
tain code, novel metafile, and energy-efficient packet
scheduling to provide high-quality streaming services
without frozen video.

• Employing multiple wireless network interfaces with
fountain code not only to overcome the limitation of
wireless bandwidth of a single AP but also to support
flexible and reliable data transmission via multiple APs.

• Designing the code rate of the LT code and packet
distribution determining process via multiple Wi-Fi APs
by considering the overall network status, remaining
playback buffer, and energy consumption.

• The proposed system is implemented by using network
simulator 3 (NS-3) [26] to validate its performance in
a large-scale environment. Additionally, a real Wi-Fi
testbed is implemented with ONOS and Raspberry PI
4s to verify the feasibility.

The rest of the paper is presented as follows. The basic idea
of fountain code and HAS is briefly introduced in Section II.
The details of the proposed energy-efficient HAS system
are described in Section III. The experimental results are
presented in Section IV, and finally, the concluding remarks
are provided in Section V.

II. PRELIMINARY BACKGROUND
In this section, we briefly review the basic ideas of the foun-
tain code and HAS in Sections II-A and II-B, respectively.

A. FOUNTAIN CODE
Fountain codes (e.g. Luby transform (LT) [27], Online code
[28], Raptor [29], and RaptorQ [30]) are a class of era-
sure codes with high coding efficiency, flexibility, and low
encoding/decoding processing times. The fountain code can
generate encoding symbols infinitely from a finite number of
source symbols. Due to this feature, it is also called rateless
code. In fountain codes, the code rate (c) plays an important
role as it determines the amount of redundant data used for
error protection. That is defined by

c = k/n,

where k is the number of source symbols and n is the number
of fountain encoding symbols. When a receiver receives a

sufficient number of encoded symbols, it can reconstruct
all source symbols, even if some packets are lost or out-of-
order. The overhead of the fountain code is negligible because
its average reception overhead of these fountain codes is
approximately 0.2 % when a source block consists of more
than 1,000 source symbols [31]. Due to these characteristics,
fountain codes have beenwidely employed to provide smooth
video streaming services over error-prone wireless networks.

B. HTTP ADAPTIVE STREAMING AND MPD
Has been widely used for commercial video streaming ser-
vices such as YouTube, Netflix, Disney, and Microsoft.
In HAS, a video is encoded at multiple bitrates, and then
divided into smaller segments within a certain time unit. The
segment information is contained in the MPD. The content
server stores both the video segments and the correspond-
ing MPD file. The MPD file is configured as an extensible
markup language (XML) that contains detailed segment
information and other metadata that is helpful to the client.
The MPD is organized hierarchically with Period, Adapta-
tionSet, Representation, and Segment. At the top layer, the
MPD contains an ordered list of one or more consecutive
non-overlapping periods. The Period layer represents the start
time or duration to provide a starting position of the video
stream. In each Period, there are several AdaptationSets.
The AdaptationSet layer specifies the media type, such as
video, audio, and caption. In the case of video, Adapta-
tionSet contains Representation layers. Each Representation
layer contains segment encoding features, such as resolu-
tion, encoding bitrate, frames per second (FPS), and video
codec). The Representation layer includes Segment layers
that provide the playback duration and URL of each segment.
To initiate HAS, the client requests and receives anMPD from
a content server. After receiving the MPD, the client analyzes
it to select an appropriate segment by considering the network
and remaining playback buffer status.

III. PROPOSED ENERGY-EFFICIENT COOPERATIVE HTTP
ADAPTIVE STREAMING SYSTEM
The goal of the proposed system is to maximize the
overall spatial video quality of all DASH clients in
an energy-efficient way without noticeable frozen video
instants, even if network congestion may occur at several
Wi-Fi APs. To achieve our research goal, the proposed system
utilizes multiple network interfaces to overcome the lim-
ited resources of a single Wi-Fi network. The LT-code is
employed as an FEC scheme to support flexible and reliable
data transmission via multiple APs. Additionally, an SDN is
employed to fulfill efficient segment packet scheduling with
a global view of the network.

The overall architecture of the proposed system is shown
in Fig. 1. The proposed system consists of a DASH server,
gateway server, SDN controller, SDN-enabled Wi-Fi APs,
and DASH clients. The DASH server stores video seg-
ments and extended MPD, including the segment bitrate,
URL, and video distortion information. Fig. 2 represents an
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FIGURE 1. Overall architecture of the proposed system.

FIGURE 2. Example of an extended MPD file structure.

example of an extended MPD. The SDN controller mon-
itors and manages enterprise/private network components
such as a Proxy/Gateway server, SDN-enabled APs, and
DASH clients. The Proxy/Gateway converts the segment into
fountain-encoded packets and forwards them to the SDN-
enabled APs. SDN-enabled APs contain an SDN switch (i.e.
Open vSwitch (OVS) [32]). The DASH client contains a
multi-path agent, HTTP client, and media player with multi-
ple Wi-Fi interfaces. It can be connected to multiple adjacent
Wi-Fi APs by using multiple Wi-Fi interfaces.

The overall working procedure is presented in Fig. 3. The
DASH client requests an extended MPD from the DASH
server, and then the DASH server transmits the extended
MPD to the DASH client. When the MPD is delivered to
the SDN controller and DASH client, the data collector on
the SDN controller can obtain video content characteris-
tics (e.g. video encoding bitrates and rate-distortion model
parameters) by parsing the MPD. Besides, DASH clients
and SDN-enabled APs periodically report the network status
information (e.g. available bandwidth, packet loss rate, and
received signal strength indicator, etc.) and current playback
buffer time. By using this information, the streamingmanager
on the SDN controller determines the operating parameters
such as the segment bitrate, code rate, and packet distri-
bution vector. These operating parameters are provided to
the Proxy/Gateway server, SDN-enabled APs, and DASH
clients. The multi-path agent on the DASH client requests

the video segment from the DASH server based on the
packet distribution vector. The DASH server then provides
the corresponding segment. The segment is fountain encoded
and packetized while passing the Proxy/Gateway server, and
the fountain encoded stream is split and forwarded to the
SDN-enabled APs by the SDN controller. The SDN-enabled
APmanages the transmission of segment data in the time-slot
unit to deal with the ON-OFF problem, as shown in Fig. 4.
After receiving sufficient encoded segment packets frommul-
tiple SDN-enabled APs, the multi-path agent on the DASH
client decodes the received packets to obtain the original seg-
ment data and stores it in a playback buffer. Then, the DASH
client requests the next segment. This process is repeated until
the entire streaming service is complete.

A. PROBLEM DESCRIPTION
In this section, we describe the problem formulation in detail.
Before presenting a detailed description, some symbols are
defined. First, the packet distribution vector is represented by

−→
pkt i =

(
pkti,1, . . . , pkti,j, . . . , pkti,|AP|

)
, (1)

where pkti,j represents the number of packets to be delivered
via the AP #j to the DASH client #i within the time slot
unit, and AP is the set of available APs. In the proposed
system, the video segment is fountain encoded with ci to
generate redundant packets. Thus, the segment bitrate that
can be transmitted to the DASH client #i via multiple APs
is represented by

rsegi
(
−→
pkt i, ci

)
=

∑
j∈AP

pkti,j · Spkt ·ci/T seg, (2)

where Spkt is the size of the packet payload and T seg is
segment playback duration. The rate-distortion model [33] is
used to estimate the objective video segment quality at the
DASH client. The distortion of the video segment transferred
to DASH client #i is modeled by

disti
(
−→
pkt i, ci

)
= αi · r

βi
i , (3)

where αi and βi are the coefficients of the rate-distortion
model of the video content provided to the DASH client
#i. In the proposed system, αi and βi are obtained from a
curve-fitting process by using the trust-region algorithm [34],
and the DASH client can obtain the coefficients from the
expanded MPD file, as shown in Fig. 2.

When multiple wireless network interfaces are enabled
on DASH clients, SDN controllers can dynamically manage
the wireless resources to enhance the overall video quality.
However, activating multiple network interfaces consumes
additional energy and computing power at Wi-Fi interfaces.
In the proposed system, the Wi-Fi interface energy consump-
tion model [35] is employed as follows (please refer to [35]
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FIGURE 3. Overall working procedure of the proposed system.

FIGURE 4. Example of synchronous control in the time slot unit.

for more details).

ei
(
−→
pkt i

)
=

N i
net∑
j=1

{
precvi,j · trecvi,j + ptaili,j · t taili,j + pidlei,j · t idlei,j

}

+ pbasei ·

{
T slot − min

1≤i≤N i
net

(
trtti,j
)}

, (4)

precvi,j = ρi · b̃wi,j + τi, (5)

where precvi,j is the consumed power of the DASH client #i to
receive pkti,j packets via AP #j, ptaili,j is the consumed power of
the Wi-Fi tail duration of the network interface of the DASH
client #i connected to the AP #j, pidlei,j is the consumed power
of Wi-Fi idle state of the DASH client #i connected to the
AP #j, pbasei is the base power of the DASH client #i, trecvi,j
is the consumed time of the DASH client #i to receive pkti,j
packets via the AP #j, t taili,j is the tail duration of the Wi-Fi
interface, t idlei,j is the idle time of the Wi-Fi interface, b̃wi,j is
the available bandwidth between the DASH client #iand the
AP #j, and ρi and τi are receiving power consumption model

parameters, respectively. Now, we can formulate the optimal
problem to achieve our goal as follows.
Problem formulation:Determine

−→
pkt i and ci with the given

nneti for ∀i ∈ C to minimize the following cost functions∑
i∈C

(
ω · disti

(
−→
pkt i, ci

)
+ (1 − ω) · eneti,j

(
−→
pkt i

))
(6)

subjectto
∥∥∥−→pkt i∥∥∥

o
≤ nneti for ∀i ∈ C, (7)

rsegi
(
−→
pkt i, ci

)
≤ rreqi for ∀i ∈ C, (8)

rsegi
(
−→
pkt i, ci

)
∈ RMPD

i for ∀i ∈ C, (9)

ϕdec
(
−→
pkt i, ci

)
≤

max∏
blk

for ∀i ∈ C, (10)

and
∑
i∈C

pkti,j · Spkt
b̃wi,j

≤ T slot + S
(
tbufavg − T bufth

)
for ∀j ∈ AP,

(11)

where ω is a weighting factor (0 ≤ ω ≤ 1), which is
a system parameter to pursue an effective tradeoff between
video quality and energy consumption,

∥∥∥−→pkt i∥∥∥
o
is the number

of non-zero entries of the
−→
pkt i, r

req
i is the segment bitrate

requested by the DASH client #i, RMPD
i is the set of segment

bitrates available in the MPD by the DASH client #i, C is the
set of DASH clients, tbufavg is the average remaining playback

buffer time of all DASH clients, ϕdec
(
−→
pkt i, ci

)
is the foun-

tain decoding failure rate,
∏max

blk is the tolerable maximum
fountain decoding failure rate, T slot is the time slot duration,
and S (·) is the penalty function to avoid the playback buffer
underflow caused by sudden network fluctuations. Eq. (7)
indicates the constraint of the available wireless network
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interfaces that the number of APs delivering segment data to
the DASH client should not exceed the number of enabled
Wi-Fi interfaces, Eq. (8) is the constraint that the segment
bitrate served to the DASH client must be less than or equal
to the bitrate requested by the DASH client, and Eq. (11)
means that all DASH clients must download a segment within
a time constraint. The time constraint is changed based on
the tbufavg to avoid playback buffer underflow and maintain
a stable playback buffer status. If tbufavg is larger than the
threshold T bufth , then S (x) should be increased to improve the
bitrate of new-coming segments while consuming redundant
playback buffer times. Otherwise, S (x) should be decreased
to fill the playback buffer rapidly by decreasing the segment
bitrate. Therefore, the third-degree polynomial function S (x)
is defined by

S (x)=

min
(
γ1x3 + γ2x2 + γ3x + γ4,T slot/2

)
x ≥ 0

max
(
γ1x3 + γ2x2+γ3x+γ4,T slot/2

)
otherwise,

where γ1, γ2, γ3, and γ4 are coefficients of S (x). The range of
S (x) is limited to [−T slot

/
2, T slot

/
2] to avoid sudden seg-

ment bitrate fluctuations, which may occur blinking artifacts
during video streaming services.

By the way, the above optimal problem is difficult to solve
in real time because of the high computational complexity.
In fact, ci and

−→
pkt i (for i ∈ ∀C) are tightly coupled. The

overall packet loss rate of the DASH client #i depends on the
number of packets transmitted via each APs with the wireless
channel condition. The code rate of the DASH client #i should
be determined based on the overall packet loss rate. The num-
ber of transmitted packets (source and redundant packets) via
each AP should be determined by the code rate. Thus, it is
hard to determine

−→
pkt i and ci at once. In the proposed system,

to achieve a practical and efficient near-optimal solution with
reasonable computational complexity,

−→
pkt i and ci are sequen-

tially and iteratively determined at each AP. This process is
repeated until the optimal cost function converges, as shown
in Fig. 5.

B. PROPOSED PARAMETER DETERMINING PROCESS
In this section, we describe the parameter determining pro-
cess. First, the code rate determining algorithm is presented,
and then the packet distribution vector deter-mining process
is described in detail.

1) CODE RATE DETERMINING PROCESS
In the code rate determining process, the value of the code rate
is determined based on

−→
pkt i and the overall packet loss rate.

When the packet distribution vector
−→
pkt i is given, the overall

PLR of the DASH client #i is calculated by

plroverallt

(
−→
pkt i

)
=

∑
j∈AP

pkti,j · plri,j

ntotpkt
(
−→
pkt i

) , (12)

FIGURE 5. Illustration of the parameter determining process.

where ntotpkt
(
−→
pkt i

)
is the total number of packets transferred

to DASH client #i via multiple APs (e.g.
∑

j∈AP pkti,j) and
plri,j is the packet loss rate between DASH client #i and
AP #j. plri,j can be achieved by the SDN controller. Then,
we can approximately calculate the fountain decoding failure
rate with given

−→
pkt i and ci based on a binomial distribution

(13) and (14), as shown at the bottom of the next page, where
nmin
pkt

(
−→
pkt i, ci

)
is the minimum number of received packets

for successful fountain decoding, and δ is the minimum sym-
bol overhead. Then, the optimal code rate satisfying Eq. (10)
can be calculated by

copti

(
−→
pkt i

)
= arg min

0<ci≤1

(
cdiff

(
−→
pkt i, ci

))
, (15)

cdiff
(
−→
pkt i, ci

)
=

{∏max
blk −πblk

(
−→
pkt i, ci

)
ifϕdec

(
−→
pkt i, ci

)
≤
∏max

blk

∞ otherwise.
(16)

2) PACKET DISTRIBUTION VECTOR DETERMINING PROCESS
In the packet distribution vector determining process, the
above optimal formulation is simplified for a single AP to
achieve a practical and efficient near-optimal solution with
low computational complexity.
Simplified Problem Formulation at the AP #k: Determine

pkti,k with given nneti , ci, and pkti,j for ∀i ∈ C and ∀j ∈

AP/{k} to minimize∑
i∈C

ω · 1disti
(
pkti,k , ci

)
+ (1 − ω) · 1ei

(
pkti,k

)∣∣
with given pkti,j
for∀j ∈ AP/{k}

(17)

subject to
∥∥∥−→pkt i∥∥∥

o
≤ nneti for ∀i ∈ C, (18)
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rsegi
(
−→
pkt i, ci

)
≤ rreqi for ∀i ∈ C, (19)

rsegi
(
−→
pkt i, ci

)
∈ RMPD

i for ∀i ∈ C, (20)

and
∑
i∈C

pkti,j · Spkt
b̃wi,j

≤ T slot + S
(
tbufavg − T bufth

)
, (21)

where 1disti
(
pkti,k , ci

)
and 1ei

(
pkti,k

)
are the amount of

video distortion and energy consumption change of the
DASH client #i when the number of packets transferred via
the AP #k is pkti,k , respectively.
The streaming manager in the SDN controller selects an

AP sequentially and iteratively and determines the number
of packets transferred via the selected AP until the cost value
(Eq. (6)) converges. For each iteration, the packet distribution
values for a single AP #k are determined based on the foun-
tain code rate by using the sliding window and greedymethod
to provide a near-optimal solution with relatively low com-
putational complexity and the code rate is updated based on
the determined packet distribution values. The details of the
packet distribution determining process are in the followings.

Step 1) Initialize
−→
pkt i to zeros, ci to one for ∀i ∈ C, and

sliding window size µwd .
Step 2) Set AP index k to 1.
Step 3) Set pkti,k for ∀i ∈ C to zeros.
Step 4) Select the DASH client #i (for ∀i ∈ C) with the

lowest value of

ω ·

(
1disti

(
pkti,k + µwd , ci

)
− 1disti

(
pkti,k , ci

))
+ (1 − ω) ·

(
1ei

(
pkti,k + µwd

)
− 1ei

(
pkti,k

))
,

Step 5) Set pkti,k to pkti,k + µwd .
Step 6) If

∑
i∈C

pkti,j·Spkt
b̃wi,j

is less T slot +S
(
tbufavg − T bufth

)
, go to

Step 4).
Step 7) Check the number of available network interfaces.

For ∀i ∈ C , if
∥∥∥−→pkt i∥∥∥

o
≥ nneti , then find the smallest packet

distribution values of the DASH client #i among all APs and
set to 0.

Step 8) Change pkti,j so that rsegi
(
−→
pkt i, ci

)
is the nearest

value less than or equal to the segment bitrate in the MPD
and rreqi .

Step 9) Update ci for ∀i ∈ C by calling the code rate
determining process with

−→
pkt i∀i ∈ C.

Step 10) Increase k by 1, and then, if k > |AP|, go to
Step 2), otherwise, go to Step 3) until the cost value (Eq. (6))
converge.

IV. EXPERIMENTAL RESULTS
The proposed system is implemented in a large-scale net-
work environment by using the NS-3 [26], and a relatively
small-scale real Wi-Fi network testbed is constructed with
Raspberry PI-4s, laptops, and Wi-Fi dongles for practical
reasons. In Section IV-A, we verify the performance of the
proposed system in a simulation environment with a large
number of DASH clients and APs. In Section IV-B, we eval-
uate the performance and feasibility of the proposed system
in a real Wi-Fi testbed.

A. PERFORMANCE VERIFICATION ON NS-3-BASED
LARGE-SCALE ENVIRONMENT
In this section, we demonstrate the performance of the
proposed system on NS-3-based large-scale environment.
During the experiments, the simulation environment is set up
as follows.

① Network: We configure a large-scale network topol-
ogy consisting of 18 DASH clients and three 802.11n
APs. The positions and mobilities of the entities are
shown in Fig. 6. The DASH clients are associated
with APs located within 50 m. We employ yet another
network simulator (YANS) [37] and Friis propagation
loss model [38] to emulate the Wi-Fi channel. 24 Mbps
background traffic is generated to each AP to take into
consideration real network conditions.

② Test video: We use three 2K videos, Big Buck Bunny,
Elephants Dream, and Sintel. The video stream is
encoded at 250, 500, 1000, 1500, 2000, 3000, 3500,
and 4000 Kbps using H.265 with 25 FPS and a group of
pictures (GOP) composed of 25 frames (IPPP..P). The
segment playback duration is set to 2 sec and the total
playback time is set to 300 sec, respectively.

③ DASH client and controller: DASH clients #1, 4, 7,
10, 13, and 16 request Big Buck Bunny, DASH clients
#2, 5, 8, 11, 14, and 17 request Elephants Dream, and
DASH clients #3, 6, 9, 12, 15, and 18 request Sintel.
DASH clients start video playback when the initial
playback buffer is larger than 2 sec, the maximum play-
back buffer time is set to 10 sec, T bufth is set to 6 sec, and
T slot is set to 2 sec. The penalty function parameters γ1,

ϕdec(
−→
pkt i, ci) = P

(
X < nmin

pkt

(
−→
pkt i, ci

)
|X ∼ B

(
ntotpkt

(
−→
pkt i

)
, 1 − plroverallt

(
−→
pkt i

)))

=

nmin
pkt

(
−→
pkt i,ci

)
−1∑

k=0


(
nmin
pkt

(
−→
pkti, ci

)
k

)

·

(
1 − plroveralli

(
−→
pkt i

))k (
plroveralli

(
−→
pkt i

))ntotpkt(−→pkt i)−k
, (13)

nmin
pkt

(
−→
pkt i, ci

)
=

⌈
(1 + δ) · ntotpkt

(
−→
pkt
)

· ci
⌉

(14)
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FIGURE 6. Simulation network topology.

FIGURE 7. Change in the cost value (Eq. (6)) with the iteration.

γ2, γ3, and γ4, are set to 0.0144, 0.0287, 0.0283, and
0.0059, respectively. The energy consumption model
parameters pbasei , ptaili,j , p

idle
i,j , ρi, and τi are set to 774.27,

310.44, 24.93, 210.67, and 374.91 mW, respectively,
which are measured on the Samsung Galaxy S4 in a
real Wi-Fi environment [35].

At first, we examine the proposed packet distribution vec-
tor and code rate determining algorithm. Figs. 7, 8, and 9 rep-
resent the cost value (including video distortion and energy
consumption), packet distribution vectors, and code rates
with the iteration, respectively. As shown in Figs. 8 and 9,
at each iteration, the packet distribution vector and code rate
of each DASH client are updated to minimize the cost value
while preventing buffer underflows. The proposed system
employs a greedymethod with a window unit (a fixed number
of packets) instead of byte units, which effectively reduces
the computational complexity to find a near-optimal solution.
Therefore, the cost value of distortion and energy consump-
tion converges quickly, as shown in Fig. 7.
Secondly, we investigate the tradeoff relationship between

video quality and energy according to ω. Table 1 represents

TABLE 1. Performance summary according to the ω.

the changes in the peak signal-to-noise ratio (PSNR), bitrate,
and energy consumption according to ω. When ω is set to
0.000, the proposed algorithm does not consider the energy
consumption. Thus, it provides the best video quality with
the smallest standard deviation at the cost of the highest
energy consumption as shown in Table 1. On the other hand,
when ω is increased to 0.020, the energy consumption signif-
icantly decreases by 6.1%, but PSNR decreases by only 2.9%
because energy consumption plays amore important role than
video quality during the optimization process as ω increases.

Thirdly, we compare our proposed system with the three
existing HAS systems.

• DASH.js [39]: Each DASH client independently mon-
itors the available network bandwidth while receiving
the previous segment data and then determines the next
segment bitrate based on the measured bandwidth.

• BOLA [8]: Each DASH client independently selects
the bitrate of the next request segment by using the
Lyapunov optimization-based rate control algorithm to
avoid buffer underflow.

• MP-HAS-SDN [36]: DASH clients support multiple
network interfaces. The SDN controller centrally deter-
mines the segment bitrate and the amount of resources
among APs and DASH clients. Based on the allocated
resources, a segment is split into fragments and delivered
to the DASH client via multiple APs.

The experimental results of all DASH clients are summa-
rized in Tables 2, 3, 4, and 5. The detailed results of the
bitrate adaptation, PSNR, and remaining playback buffer time
of the DASH client #7 are shown in Figs. 10, 11, 12, and 13.
As shown in Figs. 10 (a)-(c), DASH.js can provide a seam-
less streaming service when the network state is stable, but
it cannot respond quickly to sudden network fluctuations.
Additionally, DASH clients intermittently overestimate the
available bandwidth, which causes a sudden playback buffer
reduction due to incorrect segment bitrates at 80 sec and
100 sec. In the case of BOLA, it employs Lyapunov opti-
mization, considering only the playback buffer time. Thus,
it can rapidly fill the remaining playback buffer. As shown
in Figs. 11 (b) and (c), when the playback buffer occupancy
of the DASH client #7 becomes smaller, the segment bitrate
is rapidly decreased to fill the playback buffer. As a result,
buffer underflow occurs less thanDASH.js, but more segment
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TABLE 2. Performance evaluation Of Dash.Js On a large-scale
environment.

FIGURE 8. Change in number of transmitted packets with the iteration.
(a) iteration #1, (b) iteration #2, (c) iteration #3, (d) iteration #4.

bitrate changes are incurred, which may cause blink artifacts.
In the cases of the MP-HAS-SDN and the proposed system,

FIGURE 9. Change in partial segment bitrates with the iteration.
(a) iteration #1, (b) iteration #2, (c) iteration #3, (d) iteration #4.

they effectively perform bitrate adaptation and segment trans-
mission scheduling via multiple Wi-Fi APs by considering
the overall network and buffer statuses of all DASH clients.
Thus, they can provide better video quality than DASH.js
and BOLA without buffer underflow. However, as shown
in Figs 12 and 13, due to instantaneous buffer reduction,
the PSNR degradation occurs more frequently in MP-HAS-
SDN than the proposed system. MP-HAS-SDN divides a
segment into smaller fragments with determined sizes and
transmits them to the DASH client via multiple APs. While a
fragment is being transferred, if the wireless channel status is
degraded due to the movement of the DASH client, it causes
an additional transmission delay. It rapidly consumes play-
back buffer time because the DASH client must wait for all
fragments to arrive before reconstructing the segment and
storing it in the playback buffer. On the other hand, the
proposed system can recover the playback buffer quickly
because fountain-encoded packets can be decoded into a
segment when a sufficient number of encoded packets are
delivered to the DASH client regardless of the APs. Thus, the
proposed system decreases the PSNR changes, sustains more
playback buffer time of all DASH clients, and consumes less
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FIGURE 10. Performance evaluation of DASH.js at the DASH Client #7. (a) PSNR, (b) Bitrate, and (c) Playback buffer time.

FIGURE 11. Performance evaluation of BOLA at the DASH Client #7. (a) PSNR, (b) Bitrate, and (c) Playback buffer time.

FIGURE 12. Performance evaluation of MP-HAS-SDN at the DASH Client #7. (a) PSNR, (b) Bitrate, and (c) Playback buffer time.

energy thanMP-SDN-HAS owing to the energy consumption
model-based packet scheduling, as shown in Tables 4 and 5.
Consequently, the experimental results represent that the pro-
posed system provides a better PSNR than any other existing
system while providing seamless and stable video streaming
services.

B. PERFORMANCE VERIFICATION ON REAL WIRELESS
NETWORK TESTBED ENVIRONMENT
In this section, we present the performance of the proposed
system on a real Wi-Fi environment. The real Wi-Fi testbed

consists of a DASH server, SDN controller, SDN-enabled
APs, and DASH clients, as shown in Fig. 14. The SDN con-
troller is configured by using ONOS [40] on Ubuntu 18.04.
The SDN-enabled Wi-Fi APs are configured by using Rasp-
berry PI-4s installing the OVS and hostapd [41]. Five laptops
are used as DASH clients. DASH clients are implemented on
laptops andWi-Fi dongles due to the limited number ofWi-Fi
interfaces available on commercial smartphones (additional
Wi-Fi interfaces can be installed on the commercial smart-
phone by using USB adaptors andWi-Fi dongles. In this case,
jailbreaking or rooting may be required to simultaneously
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FIGURE 13. Performance evaluation of the proposed system at the DASH Client #7. (a) PSNR, (b) Bitrate, and (c) Playback buffer time.

TABLE 3. Performance evaluation Of Bola on a large-scale environment.

TABLE 4. Performance evaluation Of MP-SDN-HAS on a large-scale
environment.

activate multiple APs). Each laptop is equipped with two
Wi-Fi dongles connected to different SDN-enabled APs to
support multiple connections. Additionally, we emulate the
energy consumption of the DASH client as a mobile device

TABLE 5. Performance evaluation of the proposed system on a
large-scale environment.

FIGURE 14. Real Wi-Fi testbed for the proposed HAS system.

by using the energy consumption parameters measured on
real smartphones in Wi-Fi environments as presented in
Section IV-A. Big Buck Bunny is used as the test video. The
initial playback buffer time is set to 2 sec and the maximum
buffered playback time is set to 10 sec. Background traffics
between 35 and 45 Mbps are generated at the APs to emulate
time-varying network conditions.

During the experiments, the proposed system is com-
pared with MP-SDN-HAS to compare the PSNR, bitrate,
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TABLE 6. Summary of performance comparison on real-testbed
environment.

and energy consumption of multiple network interfaces. The
experimental results are summarized in Table 6. As shown
in the table, the proposed system can provide a higher
quality streaming service and stable buffered playback time
while consuming less energy than the MP-SDN-HAS. In the
proposed system, fountain encoded packets can be flexibly
transmitted via multiple APs according to time-varying net-
work conditions, and it is managed in an energy-efficient
way. On the other hand, MP-SDN-HAS cannot respond to
network fluctuations until the pre-separated partial segments
are fully transmitted. Moreover, it only focuses on increasing
the PSNR without considering energy consumption.

V. CONCLUSION
In this paper, we proposed an energy-efficient HTTP adaptive
streaming system to maximize the overall video streaming
service quality of all clients in an energy-efficient way over
SDN-enabled Wi-Fi APs. The proposed system employs
multi-path technology to overcome the limited wireless band-
width, and the LT code is adopted as an FEC scheme to
support flexible and reliable data transmission via multiple
APs. SDN technology is employed to effectively harmonize
multiple Wi-Fi APs and DASH clients in a time slot unit
as well as centrally control packet transmission by consid-
ering the global view of network status, buffer occupancy,
and energy consumption. Furthermore, the proposed system
can operate in real time by finding a near-optimal solution
with low computational complexity. The proposed system is
validated on a large-scale simulation environment as well as
a real Wi-Fi network environment. The experimental results
show that the proposed system can provide high quality video
streaming services while maintaining a stable playback buffer
time with low energy consumption.

REFERENCES
[1] YouTube. Accessed: Sep. 27, 2023. [Online]. Available: http://www.

youtube.com
[2] Netflix. Accessed: Sep. 27, 2023. [Online]. Available: http://www.

netflix.com
[3] Disney+. Accessed: Sep. 27, 2023. [Online]. Available: http://www.

disneyplus.com
[4] IMT Traffic Estimates for the Years 2020 to 2030, ITU, Geneva,

Switzerland, 2015.

[5] Ericsson. Ericsson Mobility Report Data and Forecast. Accessed:
Sep. 27, 2023. [Online]. Available: https://www.ericsson.com/en/reports-
and-papers/mobility-report/dataforecasts/mobile-traffic-forecast

[6] Cisco. Cisco Annual Internet Report (2018–2023). Accessed: Sep. 27,
2023. [Online]. Available: https://www.cisco.com/c/en/us/solutions/
collateral/executive-perspectives/annual-internet-report/white-paper-c11-
741490.html

[7] Information Technology—Dynamic Adaptive Streaming Over HTTP
(Dash)—Part 1: Media Presentation Description and Segment Formats,
Standard ISO/IEC 23009-1:2019, 2019.

[8] K. Spiteri, R. Urgaonkar, and R. K. Sitaraman, ‘‘BOLA: Near-optimal
bitrate adaptation for online videos,’’ in Proc. 35th Annu. IEEE Int. Conf.
Comput. Commun., Apr. 2016, pp. 1–9.

[9] C. Liu, I. Bouazizi, and M. Gabbouj, ‘‘Rate adaptation for adaptive HTTP
streaming,’’ in Proc. 2nd Annu. ACM Conf. Multimedia Syst., Feb. 2011,
pp. 169–174.

[10] J. Jiang, V. Sekar, and H. Zhang, ‘‘Improving fairness, efficiency, and
stability in HTTP-based adaptive video streaming with FESTIVE,’’ in
Proc. 8th Int. Conf. Emerg. Netw. Exp. Technol., Dec. 2012, pp. 97–108.

[11] Z. Li, X. Zhu, J. Gahm, R. Pan, H. Hu, A. C. Begen, and D. Oran, ‘‘Probe
and adapt: Rate adaptation for HTTP video streaming at scale,’’ IEEE
J. Sel. Areas Commun., vol. 32, no. 4, pp. 719–733, Apr. 2014.

[12] S. Akhshabi, L. Anantakrishnan, A. C. Begen, and C. Dovrolis, ‘‘What
happens when HTTP adaptive streaming players compete for bandwidth?’’
in Proc. 22nd Int. Workshop Netw. Operating Syst. Support Digit. Audio
Video, Jun. 2012, pp. 9–14.

[13] R. Houdaille and S. Gouache, ‘‘ShapingHTTP adaptive streams for a better
user experience,’’ in Proc. 3rd Multimedia Syst. Conf., Feb. 2012, pp. 1–9.

[14] K. Kirkpatrick, ‘‘Software-defined networking,’’ Commun. ACM, vol. 56,
no. 9, pp. 16–19, Sep. 2013.

[15] D. Bhat, A. Rizk, M. Zink, and R. Steinmetz, ‘‘Network assisted content
distribution for adaptive bitrate video streaming,’’ in Proc. 8th ACM Mul-
timedia Syst. Conf., Jun. 2017, pp. 62–75.

[16] A. Bentaleb, A. C. Begen, R. Zimmermann, and S. Harous, ‘‘SDNHAS:
An SDN-enabled architecture to optimize QoE in HTTP adaptive stream-
ing,’’ IEEE Trans. Multimedia, vol. 19, no. 10, pp. 2136–2151, Oct. 2017.

[17] H. Noh, H. Lee, Y. Go, H. Park, J. Lee, J. Kim, and H. Song,
‘‘Congestion-aware HTTP adaptive streaming system over SDN-enabled
Wi-Fi network,’’ Concurrency Comput., Pract. Exper., vol. 32, no. 21, pp.
1–14, Nov. 2020.

[18] T. De Schepper, S. Latré, and J. Famaey, ‘‘Flow management and load
balancing in dynamic heterogeneous LANs,’’ IEEE Trans. Netw. Service
Manage., vol. 15, no. 2, pp. 693–706, Jun. 2018.

[19] X. Chen, Y. Zhao, B. Peck, and D. Qiao, ‘‘SAP: Smart access point with
seamless load balancing multiple interfaces,’’ in Proc. IEEE INFOCOM,
Mar. 2012, pp. 1458–1466.

[20] D. Wischik, C. Raiciu, A. Greenhalgh, and M. Handley, ‘‘Design, imple-
mentation and evaluation of congestion control for multipath TCP,’’ in
Proc. 8th USENIX Conf. Netw. Syst. Design Implement., Apr. 2011,
pp. 99–112.

[21] O. C. Kwon, Y. Go, Y. Park, andH. Song, ‘‘MPMTP:Multipathmultimedia
transport protocol using systematic raptor codes over wireless networks,’’
IEEE Trans. Mobile Comput., vol. 14, no. 9, pp. 1903–1916, Sep. 2015.

[22] S. R. Pokhrel and J. Choi, ‘‘Low-delay scheduling for Internet of Vehicles:
Load-balanced multipath communication with FEC,’’ IEEE Trans. Com-
mun., vol. 67, no. 12, pp. 8489–8501, Dec. 2019.

[23] M. A. Hoque, M. Siekkinen, and J. K. Nurminen, ‘‘TCP receive buffer
aware wireless multimedia streaming: An energy efficient approach,’’ in
Proc. 23rd ACM Workshop Netw. Operating Syst. Support Digit. Audio
Video, Feb. 2013, pp. 13–18.

[24] D. H. Bui, K. Lee, S. Oh, I. Shin, H. Shin, H.Woo, andD. Ban, ‘‘GreenBag:
Energy-efficient bandwidth aggregation for real-time streaming in hetero-
geneous mobile wireless networks,’’ in Proc. IEEE 34th Real-Time Syst.
Symp., Dec. 2013, pp. 57–67.

[25] H. Abou-zeid, H. S. Hassanein, and S. Valentin, ‘‘Energy-efficient adaptive
video transmission: Exploiting rate predictions in wireless networks,’’
IEEE Trans. Veh. Technol., vol. 63, no. 5, pp. 2013–2026, Jun. 2014.

[26] The Network Simulator 3 (NS-3). Accessed: Sep. 27, 2023. [Online].
Available: http://www.nsnam.org

[27] M. Luby, ‘‘LT codes,’’ in Proc. IEEE Symp. Found. Comput. Sci.,
Nov. 2002, pp. 271–280.

[28] P. Maymounkov, ‘‘Online codes,’’ New York Univ., New York, NY, USA,
Tech. Rep., TR2002-833, Nov. 2002.

105438 VOLUME 11, 2023



H. Noh et al.: Energy-Efficient HTTP Adaptive Streaming System Over SDN-Enabled Wi-Fi APs

[29] A. Shokrollahi, ‘‘Raptor codes,’’ IEEE Trans. Inf. Theory, vol. 52, no. 6,
pp. 2551–2567, Jun. 2006.

[30] M. Luby, A. Shokrollahi, M. Watson, T. Stockhammer, and L. Minder,
‘‘RFC 6330: RaptorQ forward error correction scheme for object delivery,’’
IETF Request Comments, Fremont, CA, USA, Tech. Rep. RFC 6330,
2011.

[31] T. Stockhammer, A. Shokrollahi, M. Watson, M. Luby, and T. Gasiba,
‘‘Application layer forward error correction for mobile multimedia broad-
casting,’’ inHandbook ofMobile broadcasting: DVB-H, DMB, ISDB-T and
Media FLO. Boca Raton, FL, USA: CRC Press, 2008, pp. 239–280.

[32] Open vSwitch. Accessed: Sep. 27, 2023. [Online]. Available:
http://openvswitch.org

[33] D. Jurca and P. Frossard, ‘‘Media flow rate allocation in multipath net-
works,’’ IEEE Trans. Multimedia, vol. 9, no. 6, pp. 1227–1240, Oct. 2007.

[34] H.-P. Helfrich and D. Zwick, ‘‘A trust region algorithm for parametric
curve and surface fitting,’’ J. Comput. Appl. Math., vol. 73, nos. 1–2,
pp. 119–134, Oct. 1996.

[35] Y. Go, O. C. Kwon, and H. Song, ‘‘An energy-efficient HTTP adaptive
video streaming with networking cost constraint over heterogeneous wire-
less networks,’’ IEEE Trans. Multimedia, vol. 17, no. 9, pp. 1646–1657,
Sep. 2015.

[36] H. Noh, G. S. Park, Y. Go, and H. Song, ‘‘HTTP adaptive streaming sys-
tem maximizing overall video quality over SDN-enabled Wi-Fi APs,’’ in
Proc. 18th Int. Conf. Wireless Mobile Comput., Netw. Commun. (WiMob),
Oct. 2022, pp. 178–183.

[37] M. Lacage and T. R. Henderson, ‘‘Yet another network simulator,’’ in Proc.
Workshop ns-2: IP Netw. Simulator, 2006, pp. 1–10.

[38] H. T. Friis, ‘‘A note on a simple transmission formula,’’ Proc. IRE, vol. 34,
no. 5, pp. 254–256, May 1946.

[39] DASH-IF Dash.js Player. Accessed: Sep. 27, 2023. [Online]. Available:
https://github.com/DASH-Industry-Forum/dash.js/wiki

[40] P. Berdel, M. Gerola, J. Hart, Y. Higuchi, M. Kobayashi, T. Koide, and
B. Lantz, ‘‘ONOS: Towards an open, distributed SDN OS,’’ in Proc. ACM
SIGCOMM Workshop Hot Topics Softw. Defined Netw., 2014, pp. 1–6.

[41] Hostapd. Accessed: Sep. 27, 2023. [Online]. Available: https://w1.fi/
hostapd/

HYUNMIN NOH received the B.S. degree from
the School of Computer Science and Engineering,
Hanyang University, South Korea, in 2015, and the
Ph.D. degree in computer science and engineer-
ing from the Pohang University of Science and
Technology (POSTECH), South Korea, in 2022.
He is currently an Assistant Professor with Jeon-
buk National University, South Korea. Prior to
joining Jeonbuk National University, he was a
Postdoctoral Researcher with the Pohang Univer-

sity of Science and Technology (POSTECH), in 2022. His research interests
include AR/VR streaming, 5G/6G networks, and blockchain.

GI SEOK PARK received the degree (summa cum
laude) from the Department of Electrical Engi-
neering, Dongguk University, Seoul, South Korea,
in 2010, and the M.S. and Ph.D. degrees from
the Department of IT Convergence Engineering,
Pohang University of Science and Technology
(POSTECH), Pohang, South Korea, in 2013 and
2018, respectively. From 2018 to 2019, he was
a Senior Engineer with Samsung Electronics,
Suwon, South Korea. From 2019 to 2023, he was

an Assistant Professor with Dongguk University. He is currently an Assistant
Professor with Incheon National University (INU), Incheon, South Korea.
His research interests include web engineering and distributed systems.
He was a recipient of the Dongguk Academic Award, in 2022.

YUNMIN GO received the B.S. degree from
the School of Computer Science and Electrical
Engineering, Handong Global University, Pohang,
South Korea, in August 2010, and the Ph.D.
degree from the Division of IT Convergence
and Engineering, Pohang University of Science
and Technology (POSTECH), Pohang, in August
2018. From 2017 to 2018, he was a Postdoc-
toral Researcher with the BK 21+ POSTECH
Computer Science and Engineering Institute.

From 2018 to 2020, he was a Staff Engineer with Samsung Electronics,
Suwon, South Korea. He is currently an Assistant Professor with Handong
Global University. His research interests include HTTP adaptive streaming,
channel coding-based streaming, and energy-efficient wireless networks.

SANG-HEON SHIN received the B.S. degree in
electronic engineering and the M.S. and Ph.D.
degrees in information communication engineer-
ing from Yeungnam University, South Korea,
in 1998, 2000, and 2004, respectively. In 2009,
he joined the Communication Research andDevel-
opment La., Hanwha Systems, South Korea. He is
currently a Senior Engineer with the Intelligent
C4I Team,Hanwha Systems. His research interests
include VR/MR streaming, C4I systems, tactical

networks, satellite communication, network performance analysis, and net-
work M&S.

YOUNGCHAN JANG received the M.S. degree in
computer engineering from Chungnam National
University, South Korea, in 2012. From 2012 to
2016, he was a Researcher with the Agency for
Defense Development, South Korea. In 2023,
he joined the Communication Research andDevel-
opment La., Hanwha Systems, South Korea. He is
currently a Senior Engineer with the Intelligent
C4I Team,Hanwha Systems. His research interests
include VR/MR streaming, computer graphics,
and computer vision.

HWANGJUN SONG received the B.S. and M.S.
degrees from the Department of Control and
Instrumentation (EE), Seoul National Univer-
sity, Seoul, South Korea, in 1990 and 1992,
respectively, and the Ph.D. degree in electrical
engineering-systems from the University of South-
ern California (USC), Los Angeles, CA, USA,
in 1999. From 2000 to 2005, he was an Assis-
tant Professor/Vice Dean of Admission Affairs,
Hongik University, Seoul. Since February 2005,

he has been with the Department of Computer Science and Engineering,
Pohang University of Science and Technology (POSTECH), South Korea.
From 2011 to 2012, he was a Courtesy Associate Professor with the Uni-
versity of Florida on Sabbatical Leave. From 2016 to 2017, he was the Vice
President of the Korean Institute of Information Scientists and Engineers.
His research interests includemedia processing and communication, network
protocols necessary to implement functional rich media streaming, and
blockchain. He was a co-recipient of the Workshops Best Paper Award from
IEEE SDS and FMEC 2018 and the Best Paper Award from IEEE WiMob
2022. He was an Editorial Board Member of Journal of Visual Commu-
nication and Image Representation and an Associate Editor of Journal of
Communications and Networks. He served as a Guest Editor for a Special
Issue on ‘‘Network Technologies for Emerging Broadband Multimedia Ser-
vices’’ in the Journal of Visual Communication and Image Representation.
He was an APSIPA Distinguished Lecturer, from 2017 to 2018.

VOLUME 11, 2023 105439


