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ABSTRACT In the last years, many European countries have experienced the effects of climate change,
in the form of a scarcity of drinking water resources, prolonged periods of drought, and extremely heavy
rainfall, with unprecedented dramatic environmental, economic, and social costs. Therefore, understanding,
modeling, and predicting the movement and distribution of water on Earth, and effectively managing water
resources are problems of paramount importance. In this article, we discuss the fundamental role that sensing
technologies, data processing algorithms, and inference based on machine learning techniques can have in
modern hydrology and the many challenges that still need to be addressed to improve the accuracy and reduce
the complexity of current hydrology models. More specifically, we overview the main solutions proposed
in the literature to monitor, analyze and predict hydrological processes, and present a selection of results
obtained from empirical data sets to ground the main concepts and substantiate the dissertation. Finally,
we conclude our article by discussing open problems and possible avenues for future research.

INDEX TERMS Hydrology, sensor, machine learning, ICT, rainfall forecast, communications technology
-> wireless sensor networks -> event detection, geoscience and remote monitoring -> remote sensing ->
remote monitoring, instrumentation and measurement -> monitoring -> water monitoring, computational
and artificial intelligence -> artificial intelligence -> prediction methods -> predictive models.

I. INTRODUCTION

Hydrological systems are complex networks of interlinked
and highly variable processes, including precipitations,
water infiltration and evapotranspiration, and surface and
groundwater movement. Over the years, these processes
have been studied, yielding a plethora of robust physical
theories and models to represent and predict each process.
For example, physical theories based on non-linear partial
differential equations can be easily found for precipitation,
evapotranspiration [1], soil water flux [2], [3], [4], [5] or
open-channel flow [6]. Besides such theoretical models based
on physical properties, a number of widely used empirical
models have also been developed (e.g., [7], [8], [9]).
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These somewhat classic models have recently been
enriched by data-driven techniques. The machine-leaning
approach has become possible due to the increased avail-
ability of datasets, which, in turn, is due to developments in
measurement and monitoring technologies, including satel-
lites and unmanned aerial vehicles for geographic imagery,
radar, and advanced in-situ measurement devices to collect
not only meteorological data but also parameters related to
terrain composition and landscape shape. Taking advantage
of these technologies, hydrologists have made great efforts to
improve their understanding of physical processes and refine
theories using accurate experimentalmeasurements.

Despite the seemingly mature theories and advanced tools
available for data collection and processing, and for solving
complex non-linear systems of partial differential equations,
large-scale theoretical models are still prohibitively complex
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to handle with classical approaches. In addition, hydrological
models are often hyper-parameterized to account for the
many different factors that affect hydrological processes.
The accuracy of such models, therefore, depends heavily on
the ability to correctly characterize their parameters, which is
a daunting ask considering that these parameters can be very
sensitive to geographic and climatic conditions. In contrast,
empirical approaches seem easier to use, but they lack
generality and, despite their wide use in practical applications
due to their (relative) simplicity, they are not currently
considered as definitive solutions to the problem of modeling
hydrological processes. Therefore, a complete understanding
of the interactions among the physical processes underlying
the hydrological phenomena remains elusive [10].

Hydrologists are well aware of these difficulties. Recently,
a set of 230 authors, including well-known hydrologists
and scientists from other disciplines related to hydrology,
highlighted in [11] some relevant unsolved issues, including
the inability of existing hydrological laws to adequately
model processes at different scales, the need for innovative
technologies for data collection and modeling, the implica-
tions of using historical or synthetic data, the need to reduce
the uncertainty in the models’ structure, parameters, and
input in order to improve hydrological predictions. In fact,
most hydrologists believe that high-quality experimental data
are still lacking and suggest that a better understanding of
hydrology should be based on high-quality experimental data
rather than better modeling approaches [12].

Therefore, despite the recent advances in hydrology and
related disciplines, scientists have not yet reached a clear
understanding of the physical theories, nor have they found
sufficiently general empirical models.

To help improve the understanding of hydrological pro-
cesses and make a clear step forward, hydrologists emphasize
the importance of interdisciplinary approaches, calling for
greater integration within the subfields of hydrology and with
other water-related disciplines [12].

In this article, we argue that information and communi-
cation technologies (ICTs), together with machine learning
(ML) methodologies, are instrumental in developing more
accurate hydrological models and effective water manage-
ment strategies and interventions. In particular, the following
three crucial aspects can be vastly improved through the
proper use of ICT and ML.

1) Data collection. Today, data are generated by weather
stations or soil-moisture and water-level sensors scat-
tered throughout the territory, and data collection is
often too sparse in time and space to provide a
good picture of the correlations between the measured
processes. In addition, data are mostly produced at a
constant frequency, regardless of weather conditions,
meaning that most of the data have low (or no)
information content for modeling (critical) hydrolog-
ical phenomena. Proper planning of the measure-
ment stations in the territory, the use of satellite
images, and the development of adaptive sampling
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techniques can dramatically improve the quality of
collected data while reducing their size. In parallel,
numerical methods can be used to generate synthetic
data sets that, in turn, may be useful to pre-train
machine-learning models, thus reducing the need for
empirical measurements and, hence, for dense sensing
networks.

2) Data processing. Once collected (or generated synthet-
ically), data need to be processed to refine hydrological
models and develop accurate predictions of extreme
events. As mentioned above, however, the available
data are often unbalanced, noisy, and uneven, that is,
of low quality. Therefore, refinement techniques are
needed to reduce the size of data sets, remove outliers,
align time series generated from different sources, and
better balance the data to have more representative
sets before feeding them to ML algorithms. Although
these operations are actually common in data-driven
approaches, the specificity of the hydrological domain
requires particular care and dedicated solutions, which
have yet to be studied in depth.

3) Data visualization. Finally, once information has been
extracted from the available data, it is essential
to develop methodologies to facilitate the reading
and interpretation of patterns and related inferences.
Hyetographs, probability distributions, box plots, and
other common data visualization tools used in the
field are accessible only to experts with a technical
background, who have the skills to correctly read and
interpret the models’ outcomes. However, decision-
making in the water management domain involves
a number of stakeholders, not all equipped with
the background to correctly interpret the models,
or their outcomes, using such technical representations.
Therefore, it is necessary to develop new solutions
based on modern data visualization techniques such as,
e.g., augmented reality, 3D visual models, and dynamic
maps.

This article is intended as an introductory guide to the state
of the art and to the many open challenges that still need to be
addressed to improve current hydrology models. In particular,
we focus on two specific questions:

Is it possible to determine the level of water along
the main discharge river of a catchment based
on the data collected before, during, and after a
storm? And is it possible to predict the water level
well in advance?

These abilities are indeed critical to controlling water locks
before, during, and immediately after a storm to manage
tributaries and the main channel so as to avoid or, at least,
limit the risk of flooding. Note that, the problem is much more
complex than just precipitation estimation, which is only one
of the elements that determine the water level in the basins.
Currently, weather radars provide models with high-density
spatial information on precipitation. However, they involve
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high investment and operational costs and would provide only

a partial answer to estimating the variability of hydrological

processes, being unable to capture other aspects that impact

the time-space variability of the water levels, such as water
infiltration rate, runoff (i.e., surface water) percentage, and
flood routing over the ground.

In table Tab. 1 we provide a research comparison table with
the references used in this manuscript.

In summary, this paper provides the
contributions:

(1) ahigh-level introduction to the fundamentals of hydrol-
ogy to equip ICT practitioners with the basic knowledge
needed to understand (and appreciate) the challenges
offered by the hydrological domain;

(i) a review of the leading solutions proposed in the
literature regarding the problem of hydrological data
detection and processing;

(iii) a selection of results obtained in real-world scenarios to
ground the discussion and exemplify possible solutions;

(iv) a reasoned debate on open challenges and possible
approaches that can be adopted to tackle them.

This manuscript is mainly intended for scientists from
the computing and networking domains, with the aim
of raising awareness of hydrological issues seeking the
aforementioned interdisciplinary insight. With this ambition,
after a quick introduction to the basics of event-based
hydrological processes (Sec. II), we overview the state of
the art in monitoring and modeling event-based hydrology in
Sec. III and discuss the open challenges in Sec. IV. Finally,
Sec. V concludes the paper with a set of bullet points and lines
of action for sensing, modeling, and data processing to help
improve the understanding of hydrological processes.
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FIGURE 1. Example of hyetographs for two different storms in Madrid
catchment, with similar aggregate precipitation volume.

Il. BASICS ON EVENT-BASED HYDROLOGICAL
PROCESSES

The reference scenario considered in this work is a hydro-
logical catchment, i.e., a portion of land where water inputs
(basically, rainfalls) feed water outputs (rivers, evaporation,
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and evapotranspiration processes) and change the internal
variables (ground humidity, aquifers level). Given the physi-
cal contour of the catchment, the transfer function within it is
simply given by
ds() I 0 1
e (1) — 0@, ey
where S(¢) is the system’s internal state (i.e., the total amount
of under-surface water), while /(¢) and O(¢) are the aggregate
rate at which water enters and exits the system, respectively.
When focusing on event-based hydrology, it is customary
to identify the inputs with the intensity of precipitations and
the outputs with the water flow rate through the downstream
end-point of the catchment’s discharging channel. The period
of interest goes from the beginning of a storm (i.e., the
first instant fy for which I(fy) > 0) and the time when
the surface runoff has completely gone out through the
downstream endpoint of the catchment. (i.e., the minimum
time t.,q > to at which the output flow rate O(¢) stabilizes
at the value prior to the storm). Notice that, evaporation,
evapotranspiration, and aquifers’ recharge processes can be
neglected at this time scale. Therefore, the variation of the
system’s internal state is basically due to rainfall infiltration
processes. Forfy < t < t,,4, the variation of the internal state,
i.e., S'(t) = dS(t)/dt, is equal to the infiltration rate, and O(r)
is the difference between rainfall and infiltration rates delayed
by the transient time 7, i.e., the time the flow takes to reach
the downstream-end point: O(t) = I(t — t) — S'(r — 7).

A. STORM EVENTS

Storms trigger water input processes and represent our first
spatial and temporal variability source. Storm events often
appear and develop unevenly within a catchment. They can
start at different instants, and have variable duration and
intensity over time, thus delivering different precipitation
volumes in each area.

A typical way to represent a storm event is by means
of hyetographs, which are histograms of the precipitation
intensity over discrete time intervals. The rainfall intensity
is the amount of rain falling during a reference period of
time (e.g., 1 hour). The amount of rainfall is measured with
reference to the height that would be reached by rainwater
inside a cylindrical vessel with a unit base area placed on
the ground (rainfall depth) and is conventionally expressed
in mm. The rainfall intensity is hence expressed in terms of
depth units per unit of time, i.e., [mm/h].

Examples of the hyetographs obtained from Madrid’s
weather stations on two different days are shown in Fig. 1.
Notice that the aggregate volume of precipitation during the
whole day is roughly the same for the two storms, while the
hourly intensities are very different.

In Fig. 2 we report other examples of hyetographs obtained
in different conditions: the plot on the left-hand side reports
the recorded hyetographs of storm events collected by a
weather station located in Madrid. The middle plot reports
the hyetographs of only the storm events generating runoff
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TABLE 1. Summary of analyzed manuscripts sorted by year and grouped by themes.

Year | Use of | Review and | Use of | On-site Hydrological | Spatiotemporal Machine Optimal ML
remote analysis of | remote monitoring processes variability of | learning for | monitoring techniques
sensing modelling sensing of monitoring hydrological hydrological theories for  image
(satellite and and ML | hydrological aided by ICT | processes modelling processing
images, monitoring techniques processes tools
UAVs) for | techniques for
measuring for modelling
hydrological hydrology hydrological
processes processes.

1856 [2]

1911 [5]

1931 [4]

1932 [7]

1933 [8].19]

1939 [1]

1957 [3]

1976 [14]

1977 [108], [109]

1979 [77]

1980 [13]

1987 [110]

1988 [15]

1997 [46]

1998 [24]

2001 [119]

2002 [111]

2003 [89], [90] [113], [125]

2004 [105] [91] [66] [112]

2005 [93] [117], [123]

2006 [64], [68] [135] [124]

2007 [31] [107] [58] [65]

2008 [30] [49], [55] [128]

2009 [57] [122]

2010 [54]

2011 [23] [59], [60]

2012 [145], [140] [48] [71], [152], [96] [116]

[153], [154]

2013 [52], [61],

(78]

2014 [16] [51], [53] [70]

2015 [27] [37] [50], [76] [72] [45]

2016 [25], [26], [73] [114], [118]

(291, [35]
2017 [17], [18] [11], [12] [56] [151] [115]
2018 [10], [137] [87], [88],
[101], [103],
[150]
2019 [19], [20], [62] [74], [155] [102], [130], [126]
[28], [32], [133]
[34], [79],
[81]
2020 [36],[106] [142] [80], [147] [86], [92], [120], [121]
[94], [95],
(971, (98],
[99], [132],
[139], [138]
2021 [21], [41], [141], [63] [67], [69] [85], [144], [47]
[22],[33], [144] [149]
[129]
2022 [38] [39], [40] [82], [83], [42], [43],
[84], [100], [44]
[104], [132],
[136], [131],
[143], [149]
2023 [75] [130]

(which are a subset of the previous ones). Finally, the
right-hand side plot reports the runoff hyetographs obtained
by using theoretical models (namely, Green-Ampt model, see
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later) during storm events generating runoff. Comparing the
first and second plots, we can observe that the hyetographs
for storm events that result in runoff are typically skewed
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FIGURE 2. Example of hyetographs for synthetic (left-hand side and middle figures) and empirical (right-hand side figure) precipitation
intensities. Middle and right-hand side figures correspond to storm events that generate run off.

to the right, denoting a tendency for the storm to increase
in intensity after some time from the start of rainfall. The
graph on the right is similar, but much less defined because
the infiltrated rainfall has been removed.

In many practical cases, weather stations provide only
the aggregate value of precipitation over long time intervals
(hours or even a whole day). In this case, fine-grained
hyetographs can be estimated from the maximum rainfall
intensity (or from the aggregated precipitation volume) and
the storm duration, assuming a normal-type distribution of the
precipitation intensity over time. However, often the storm
duration is known only approximately. In addition, as can
be observed from the hyetographs of Fig. 1 and Fig. 2,
the hyetograph distributions can be quite far from normal,
particularly for thunderstorms that produce runoff. Therefore,
the hyetographs obtained with this technique are often quite
inaccurate.

The main issue with storm prediction is the spatial
variability within the catchment. As previously noted, pre-
cipitation is highly space-dependent and evolves differently
depending on site-specific factors. This is apparent from
Fig. 3, which shows the cumulative probability distribution
(CDF) of the maximum thunderstorm intensity (left-hand
side) and thunderstorm volume (right-hand side) obtained
from data collected in different months of the year from six
meteorological stations, located in Madrid, up to 20 km apart.
We can see that the CDFs for the different stations in each
graph do not perfectly overlap, denoting a difference both
in the maximum rain intensity and aggregate precipitation
volumes among the measurement locations.

B. INFILTRATION/RUNOFF AND WATER ABSTRACTIONS
The soil infiltration capacity across the catchment and along
the storm duration mainly determines the water discharging
rate at the downstream endpoint. At the catchment’s scale,
it mainly depends on the land use, which may vary
from completely impermeable areas (urban paved areas) to
permeable uses (e.g., open green spaces or meadows).

The specific infiltration at each (permeable) soil type can
be predicted with different models. Some notable models are
those proposed by Philip [3], based on Richards’ equation [4],
and by Green-Ampt [5]. Denoting by f(¢) the infiltration rate
at time ¢, and by F(¢) its integral (i.e., the aggregate volume
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of infiltrated water up to time #), Philip’s model gives:

So
f(t)ZKs'Fz—\/;, )

while the Green-Ampt model gives:

) =K, (ﬂ + 1) , 3)
\Fo

F(1) = Kyt + ¢ AOLn (m + 1) . @)
’ A0

The above equations are all parameterized: K; and A6
are soil-dependent parameters (including the initial soil
water content at t = fy), while S, and ¢ are soil-type
dependent non-linear functions. The most widely used forms
for such functions are those based on Van Genutchen,
[13] and Mualem’s models [14], which depend on seven
soil-type specific additional parameters (initial, saturated
and residual soil water content, the so-called soil fortuosity
and three additional fitting parameters). This means that,
to determine the infiltration rate at the catchment’s scale
with the most common physically-based models, we need to
tune at least seven parameters, which are highly dependent
on the soil’s physical properties. Though there are some
databases providing average values for those parameters for
a set of soil categories, soils are complex and highly variable
in space, and small differences in parameters’ estimates
can yield large errors due to the high sensitivity of the
models to such parameters. As an example, Tab. 2 shows the
parameters’ estimates (6 and 6, stand for the saturated and
residual soil moisture, two required parameters for solving
the aforementioned infiltration functions) based on both
field measurements and laboratory tests, for a sample of
64 points within a small land with homogeneous use in the
Madrid’s catchment (see Fig. 4), compared to the average
values retrieved from the most widely used database for those
parameters [15].

The data show that: 1) tabular parameter values differ
significantly from the experimental ones and 2) experimental
values show a large variability even if samples were collected
in a small catchment with homogeneous land use.

In conclusion, the estimation of infiltration rate during
thunderstorms is influenced by the spatial variability of rain-
fall intensity and land use. Infiltration increases spatial and
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TABLE 2. Comparison of mean, coefficient of variation (CV), maximum and minimum values of the infiltration model’s parameters obtained in the lab
(from the sampling points at the catchment presented in Fig. 4) and taken from the literature. The error is the normalized difference of the empirical

mean values with respect to those in the literature.

Metric Source

Mean CV Max Min

Carsel and Parrish (1988)

0.414 0.02 0.41 0.41
0.334 0.255 0.572 | 0.097
19% -1175% | -40% -76%

05 (cm3/cm3) | Laboratory

Error

Carsel and Parrish (1988)
0, (cm3/cm®) | Laboratory

Error

0.05 0.131 0.065 | 0.045
0.023 1.034 0.132 0.00
54% -689% | -103% | 100%

Carsel and Parrish (1988)

1.77 0.47 243 0.74
2.045 0.767 8.08 0.363

ks (cm/min) Laboratory
Error -16% 62% -231% 51%
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FIGURE 3. CDFs of the peak rain intensity (left-hand side graphs) and aggregate precipitation volume
(right-hand side graphs) for six weather stations in Madrid's catchment, in different periods of the year.

temporal variability of the process to be monitored/predicted
(water level in the river over time). Moreover, the theoretical
models are complex and highly sensitive to a number of soil-
dependent parameters, which are also difficult to estimate.

C. FLOOD TRANSIENT

The part of rainfall that does not infiltrate into the ground
flows downstream towards the channel courses. In the
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steady-state, when intermediate water storages are full,
this surface precipitation provides the so-called runoff
contribution to discharging channels. It starts at the same
time as the storm, or later (depending on the location
of the storm, its intensity, and the ground moisture), and
usually continues for a period after the end of the storm,
because of the time it takes for runoff to reach the channel
courses.
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FIGURE 4. Small (300.000 m2) catchment in Madrid.

This phenomenon is well described by means of hydro-
graphs, i.e., graphs showing the rate of water flow past
specific points in a river (discharge) versus time. Input
hydrographs are heterogeneously distributed across the main
course: there can be discrete discharging points where
tributary courses reach the main channel and continuous or
discrete contributions to tributary rivers.

The literature has traditionally addressed such problems
with either conceptual models, as that presented in (1),
or physical theories which often yield non-linear systems
of partial differential equations without general analytical
solutions. As an example, we report the 1D Saint-Venant
equations [6], which describe the velocity v along the spatial
coordinate x of a shallow-water discharged flow (Q) over a
cross-section of area w with depth y, driven by the available
energy head I, — I:

00 IJw
0x + at ©)
1dv  vaov dy
+_

-— —+ ==I0h—1. 6
g ot g8x+8x 0 ©

0

Such approaches either require rough simplifications
(for example assuming uniform flow) or imply complex
mathematical formulations and great computation efforts. In
any case, a number of simplifications are required to estimate
the transient of the hydrograph across the catchment since it
is highly affected by many physical (territorial) factors not
managed by these models, particularly in large and complex
catchments. Moreover, solving physical theories as those
expressed by Saint-Venant’s equations faces a number of
computational issues that, together with the complexity of
parametrization at the catchment scale, or the inability to deal
with stochastic processes, hinder the use of physically-based
models in practical applications. On the other hand, there is
also a great variety of empirical models that, however, lack
generality, so their solutions are often very imprecise.

IIl. STATE OF THE ART IN MONITORING AND MODELING
EVENT-BASED HYDROLOGY

In this section, we focus on event-based hydrology and,
more specifically, on the fundamental phenomena that are
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typically considered in this context, namely precipitation,
infiltration, and flood routing. The problem of measuring,
monitoring, and modeling these processes has been addressed
by a number of studies. In the following, we outline the most
relevant approaches presented in the literature to provide a
broad and general view of the subject.

A. SENSING TECHNOLOGIES, MEASUREMENT AND
MONITORING

In recent years, hydrology has greatly benefited from
developments in the fields of wireless communications,
unmanned vehicles, satellite imagery, and computational
techniques. In the literature, however, these technologies
have been used for the analysis of individual processes
involved in event-based hydrology, rather than the system as a
whole. A detailed study with an interesting discussion can be
found in [10], which presents the main conclusions from the
Measurements and Observations in the XXI century Working
Group of the International Association of Hydrological
Sciences (MOXXI) involving the majority of the most
relevant hydrologists around the world.

Satellite images have provided accurate measurement of
many variables of great interest for hydrology as soil water
content [16], [17], [18], [19], [20], [21], [22], evapotran-
spiration [23], [24], [25], streamflow [26], [27], [28], [29],
[30], [31] or precipitation [32], [33], [34], [35], [36], [37].
In fact, satellites can deliver images with high spatial and
temporal resolution. From them, precious information about
hydrological processes can be extracted by image processing
techniques, often based on ML. A comprehensive review of
such techniques with application to remote sensing can be
found in [38], and some examples are given in [39] and [40].
In addition to satellites, unmanned aerial vehicles can also
provide images from a lower altitude than the satellite, thus
with higher spatial and temporal resolution. Image processing
techniques have been developed also for these images as
discussed, e.g., in [41].

Although these techniques have contributed to advance
remote sensing for hydrological modeling, there is still a large
space for improvement. Deep learning shows great promise
in this direction [42], [43], [44] and can potentially provide
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hydrologists with powerful tools for patterns recognition in
hydrological processes [45], and image understanding [46],
among others. The suitability of computer vision algorithms
for hydrological modeling has been recently discussed in
[47], but the algorithms have not yet been extensively tested
on hydrological processes.

While the larger availability and accuracy of aerial sensing
has certainly paved the way to new measurements and
data processing techniques, on-ground measurement tech-
nologies have also experienced significant advances. These
advancements are also due to the improved performance
and efficiency of communication technologies. In fact, the
possibility of transmitting data over long distances with
little energy expenditure, or the use of optical fibers as
distributed sensors, have allowed hydrologists to collect data
from remote areas, e.g., to accurately determine the soil water
content [48], [49], [50], [51], [52], [53], [54], the streamflow
[551, [56], [571, [58], [59], [60], or the precipitation [61].

Some such devices make it possible to overcome the
limits of point measurement devices, such as the classical
rain gauges, and collect information on wider areas around
the actual location of the devices. For example, cosmic-ray
neutron sensing [62] makes it possible to estimate the soil
water content in large volumes of soil, while radar systems
[63] allow for precipitation measurement over wide areas.

Technologies designed and developed for other purposes
may also prove useful in hydrology. For example, [64],
[65] investigated how the wireless cellular systems used
for communication can be exploited as a widely distributed
sensing network for atmospheric phenomena by correlating
the received signal level with surface rainfall.

Though on-ground isolated devices can provide great
accuracy in measuring some processes, they can hardly deal
with hydrological spatial variability, so the ability to install
and manage monitor networks and develop effective data
processing techniques has become of paramount importance.
The development of wireless sensor technologies has allowed
hydrologists to deploy dense monitoring networks [66], [67],
[68], [69]. In particular, wireless sensors networks have been
used to monitor different hydrological processes in isolation
as for example spatiotemporal variability in soil moisture
[70], [71], catchments [72], or preferential flows in forested
catchments [73]. Some applications for wireless hydrological
modeling fall within the so-called Internet of Underground
Things [74].

Despite the possibilities offered by the existing wireless
technologies, some issues related to maintenance (mainly,
energy-related issues) still limit the possibility of deploying
dense-enough networks to reach the desired spatial accuracy,
as discussed in [75].

Weather radars have also emerged to provide hydrologists
with highly valuable information on precipitation. Radars
can be used for retrieving highly detailed spatial information
(for example portable X-band weather radars). Many studies
have addressed the use of precipitation radar information for
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hydrological modeling and prediction. Some comprehensive
studies can be found in [76] or [77], while an interesting
discussion on the real feasibility of radars in practical
applications is presented in [78].

Finally, is worth mentioning that different types of sensors
can be combined in a synergistic way. For instance, the
combination of ground sensors and satellite data has driven
better modeling tools [29], [79], [80]. However, merging
information from different sources can also raise data-related
issues, as discussed, e.g., in [81].

B. DATA-DRIVEN APPROACHES

In recent times, hydrological modeling has benefited from
the enhanced performance of data-driven models and the
wider availability of data to train such models. Data-
driven models open up interesting opportunities to deal
with most unsolved modeling issues related to hydrology.
Scientists from different disciplines have applied data-driven
algorithms to the different processes involved in hydrology.
In addition, some initial attempts have been made to develop
simplified models for the entire hydrological system.

The amount of papers on this topic is enormous and con-
stantly increasing. Some recent surveys are [82], [83], [84],
and [85], but the research in this area is flourishing and the
state of the art is evolving rapidly. In this section, we attempt
an introductory overview of the different problems that have
been addressed with data-driven approaches.

1) RAINFALL PREDICTION

As previously mentioned, the reliability of weather records
used to feed hydrological models is an open issue and
data-driven algorithms have been used to improve the quality
of precipitation records. A certain effort has been dedicated to
modeling precipitation events in general, while the prediction
of specific storm events (e.g., those generating runoff) has not
received as much attention.

Many works have applied a wide range of data-driven algo-
rithms combined or not with different data pre-processing
techniques for rainfall forecasting. For example, [86] devel-
oped a complex ensemble model hybridized with both
random forest and kernel ridge regression for monthly rainfall
forecasting. Their approach required first to factorize rainfall
time series into their respective intrinsic mode functions using
an empirical model decomposition. Once the significant
lags of each intrinsic mode function and the residual were
identified, forecasting techniques aided by random forest
were defined for both and, finally, the kernel ridge regression
model was adopted, combining the forecast intrinsic mode
functions and the residuals to generate the rainfall estimates.

Following a similar stage-based strategy, the work [87]
proposed a mixed method combining the Seasonal Auto-
Regressive Integrated Moving Average with eXogenous
factors (SARIMAX) method with the least squares support
vector machine (SVM). They first decomposed the rainfall
time series by means of a wavelet transformation, then used a
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SARIMAX model to fit the linear components of the rainfall
time series, and applied a least square SVM (LSSVM) to
model the residuals, supposedly containing the nonlinear
relationships. Finally, they used both predictions (sub-series
from SARIMAX and residuals from LSSVM) to rebuild the
original rainfall time series.

Others sought to go further in short-term prediction, devel-
oping algorithms for sub-daily precipitation estimation from
daily data from a dense monitoring network [88]. Seeking
to overcome the discrepancy between (daily) precipitation
and (hourly) streamflow data, they split up the first to
hourly scale using a multivariate approach to feed a physical
model. The results however were not impressive and they
highlighted the importance of dense monitoring networks for
improving the accuracy of the proposed multivariate method
for daily rainfall disaggregation.

The short-term prediction of rainfall evolution is of
paramount importance in event-based hydrology and, though
accurate techniques based on now-casting are currently
available [89], [90], [91], [92], they need real-time dense
spatial information gathered from radars, which is not
always available in locations visited sporadically by satel-
lites. Radars can provide high-quality data with detailed
spatiotemporal information, but the now-casting techniques
used for data processing are not exempt from methodological
issues. To quantify the uncertainty of predictions, [93] used a
Bayesian joint probability nowcasting scheme providing not
only forecasts but also a measurement of their uncertainty.

2) RUNOFF PREDICTION

As explained in Sec. II-B, accurately modeling rainfall-runoff
processes is a problem of particular complexity because of the
several different processes that are involved and their spatial
heterogeneity. This topic has attracted great attention, and a
number of data-driven algorithms have been proposed in the
literature, either focusing on particular processes or on the
whole system. These approaches can be grouped into several
classes, as explained next.

a: PURE AUTOREGRESSIVE MODELS FOR FORECASTING
STREAMFLOWS AT DIFFERENT TEMPORAL SCALES

In [94], the authors used artificial neural networks (ANNSs),
support vector regression (SVR), and Multiple Linear Regres-
sion (MLR) methods coupled with the Grey Wolf Optimizer
algorithm (GWO), with the intent of predicting monthly
streamflow in the Nile river. The input vector consisted of
K consecutive samples of the different observable variables,
where K was selected so as to maximize the autocorrelation
functions of the variables, in order to capture the time
dependencies. They found that the best performance of
the model was obtained with streamflow records lagged
apart by 3 samples. In [95], instead, they used a two-stage
decomposition combining variational mode decomposition
and SVR to efficiently predict monthly streamflow. In [96]
the authors also defined an autoregressive approach checking
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different algorithms (least square SVM, SVM, ANN, and
ARIMA) for predicting monthly streamflow in two Chinese
catchments, defining models from 1 to 11-month lags. They
found the models fed with either 7 or 8 monthly lagged
records showed better performance.

b: DATA-DRIVEN MODELS BUILT UPON

APPARENT (PHYSICAL) CAUSALITY CRITERIA

Several works depart from autoregressive models and develop
data-driven models shaped by physical relationships, given
there is physical causality between the dependent variable (y)
and a set of independent variables (x;) as expressed in (7):

ye=f (veid ) 0si<r )

For example, [97] and [98] used neural networks for
predicting flood susceptibility areas using a set of different
input variables (topography, vegetation-related, rainfall, land
use, slope, lithology, etc.) that are undoubtedly related with
the outputs (though the authors do not explain the physical
causality with flood susceptibility). As expected, they achieve
good performance in the selected case studies.

In [99] the authors built a complex ML structure based on
assembling neural networks and fuzzy inference combined
with different techniques for selecting the input variables
(genetic algorithms, simulated annealing, imperialist com-
petitive algorithm, and differential evolution). They found
that the meta-heuristic approach using differential evolution
technique provided the best Root Mean Squared Error
(RMSE) when feeding the model with variables related to
land use, vegetation, land morphology, and lithology, among
others.

Similarly, [100] investigated the capacity of a Random
Forest algorithm to predict the daily discharge using the
meteorological and hydrology features. They compared
the output from the data-driven algorithm with a partial,
physical approach. . The two methods provided results with
comparable accuracy, which led the authors to conclude that
the use of the data-driven model is advisable because the
random forest was fed only with precipitation records, while
the physical model required a range of inputs and parameters.

Selecting the correct set of physically related inputs and
outputs is the key point for properly defining data-driven
algorithms with physical criteria. Some works point to a
strategy for the optimal selection of inputs. The authors in
[101] presented a complex method that combined physical
criteria with a genetic algorithm for selecting the input
variables and decomposition technique for preprocessing the
data of the selected variables. The output of the previous
process was used to feed both neural networks and extreme
ML. The method suggested precipitation, rainfall, and lagged
streamflow should provide the best performance in predicting
future monthly streamflow. Extreme ML was revealed as
the most accurate. The work [102] proved that using a
simple long short-term memory (LSTM) network for the
ensemble modeling of 531 basins with a mass conservation
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law approach achieved better performance than hydrological
models that were calibrated individually. They used a simple
physical relationship feeding the model with meteorological
and land-related variables (aridity, elevation, forests) to
predict streamflow, even presenting the features’ importance
in different catchments.

c: DATA-DRIVEN MODELS BASED ON CONCEPTUAL
APPROACHES

In this case, researchers use data-driven models based not
on pure physical relationships, but rather on conceptual
theories and models as presented in (1), similar to what
is done in hydrological distributed models. Most authors
define conceptual approaches on a mass conservation law
relating the recorded flow discharge in several tributaries to
predict the observed flow in the main river. Following this
line [103] achieved reasonable performance for predicting
daily streamflow in a river basin in Illinois using artificial
neural networks aided by a wavelet transformation. Similarly,
[104] used monotone composite quantile regression neural
network coupled with a (local scope) conceptual model called
Xinanjiang hydrological model for short-term (three hours)
flood forecasting. They feed the model with both rainfall
information and runoff from tributary catchments, which
suggests an intermediate approach between conceptual and
physically based. The developed model performed well when
predicting extreme events which, given the time scale of three
hours, is a result of interest for hydrologists.

IV. DISCUSSION AND OPEN CHALLENGES

Based on the dissertation of the previous sections, we can
conclude that hydrology is a holistic discipline, where the
combination of individual processes, analyzed in isolation,
does not offer a reliable picture of the whole system,
as interactions cannot be neglected [105]. Hydrologists
recognize that to advance in the hydrological sciences, rather
than new modeling approaches there is a need for new
measurement techniques and equipment, as well as more
field measurements [11]. In the following of this section,
we discuss the many open challenges that call for novel
modeling approaches built upon high-quality data.

A. MONITORING OF EVENT-BASED HYDROLOGICAL
PROCESSES

Though highly accurate experimental techniques are nowa-
days available, hydrologists still claim high-quality data
as the best alternative for improving the understanding of
hydrological processes [12]. However, high-quality exper-
imental data do not necessarily yield highly detailed
process measurement or characterization, since complex
and interlinked processes as those involved in hydrological
systems require not only accurate measurements, but also
appropriate methodologies to place the sensors, tune their
parameters, and analyze their readings. In certain cases,
a detailed measurement of a given process does not provide
better results than other inaccurate but correctly distributed
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measurements. Examples of this issue are given in [106] and
[107] for rainfall estimation.

In this respect, hydrologists can benefit from the broad
literature on monitoring strategies, including theoretical
studies [108], [109], [110], [111], [112] as well solutions
developed in various disciplines [113], [114], [115], [116],
[117], [118], [119]. With regard to hydrology specifically,
the problem of defining optimal monitoring networks has
been studied in relation to certain hydrological processes in
isolation [120], [121], while the whole hydrological system
has not yet been considered.

It is worth noting that the monitoring problem does not end
with the design of the monitoring network, but also involves
the sampling strategy, which must adapt to the dynamics of
the hydrological processes. The system is indeed complex,
with extreme spatial and temporal variability, so the swift
detection of trends can help accurately track the system’s
evolution.

To achieve this goal, strategies for hydrology’s processes
monitoring must shift into novel approaches based on the
optimal combination of different measurement techniques
(remote, on-site, unmanned) and capable of dynamically
(spatially and temporally) adapting measurement strategies
in view of the evolution of the processes involved. This
approach must be based on a comprehensive theoretical
model with a clear target (i.e., forecasting water depth in a
course during and after a storm event, forecasting aquifers
recharge as a result of increasing water reservoirs capacity,
etc.) to decide what has to be measured, where and with
what latency the data from what sensor must be collected and
processed to obtain the best information and, thus, the optimal
input for modeling and forecasting hydrology.

The problem hence consists of selecting the combination
of (mobile and/or fixed) sensors providing the most accurate
information on the process evolution at each time. This
problem has been previously addressed in the literature
from different perspectives, not directly applied to hydrol-
ogy as, for example, in [122], [123], [124], [125], and
[126]. Although the specificity of the hydrological context
makes standard monitoring solutions ineffective or under-
performing, yet the state-of-the-art methodologies developed
for designing and managing mobile sensor networks can
inspire solutions for operating hydrological monitoring
networks. Some works (e.g., [127]) focus on the adaptive
sensor placement in view of the system evolution, which
could be of interest for the hydrological problem since they
define a recursive algorithm for adaptive sensor location
based on real-time observation of environmental variables.

Mobile sensors (mainly unmanned aerial vehicles) have
recently gained traction as a valuable complement for
on-ground sensors for hydrological applications [41]. How-
ever, they are not sufficient to fill the gap towards
practical real-time remote monitoring of hydrological pro-
cesses because of their high investment and operation
costs, and logistics issues, such as the practicality (or
even feasibility) of rapidly deploying large fleets of
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UAVs to remote locations to monitor short-term storm
events.

Therefore, the problem of which, where, and when sensing
measurements shall be taken is still largely unsolved in
the hydrological sector, and methodologies are needed to
dynamically adjust the sampling frequency and even the
location of detection nodes to better predict the occurrence
of extreme events.
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FIGURE 5. CDF of the atmospheric pressure before (blue line) and after
(red dotted line) rainfall. Upper graph: all rainfalls. Lower graph: only
rainfalls with overall precipitation volume larger than 5 mm.

B. MODELING EVENT-BASED HYDROLOGICAL
PROCESSES

In spite of the amount and variety of algorithms used to model
and predict hydrology events, there are still challenges that
have not been successfully addressed by previous studies. In
particular, adequate monitoring of event-based hydrological
processes requires accurate prediction of the time evolution
of both rainfall and runoff and flood transients, which are still
open problems as better explained in the following.

1) MODELING STORMS

For what concerns the modeling of storm events, the focus
should be on hyetographs (i.e., the intensity of rainfall
over time) rather than the cumulative precipitation in
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long-time intervals, as is mostly done today. In fact, monthly
or daily precipitation forecasts are important but inadequate
for forecasting the evolution of hydrological systems under
storms. Event-based hydrology needs finer temporal detail.

Despite its apparent obviousness, this requirement is often
disregarded in practice. Up to hourly precipitation time
steps might be enough for large catchments, though they
are not suitable to capture heavy shower events that might
be critical in certain cases. Some works have previously
attacked this question using neural networks [128], [129],
[130], logistic regression [131], long-short term memory or
support vector regression [132]. Yet, large databases with
sub-hourly rainfall measurements are not common, which
hinders the development of algorithms that can exploit such
finer-grained time series.

However, short-term rainfall prediction is of paramount
importance, and efficient algorithms with this aim must
be prioritized. Physical relationships for precipitation sug-
gest that autoregressive models could work properly for
short-term prediction of storms’ evolution since the amount
of water available to rain at any time depends on the
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previously rained water. Therefore, shaping data-driven
algorithms with physical criteria, and feeding the models
with variables triggering precipitation (atmospheric pressure,
relative humidity for example), will likely help improve
forecasting accuracy. While autoregressive approaches often
use ARIMA [133], the methods presented in works exploiting
physical causality use a wider range of techniques, as high-
lighted by the references included in the previous paragraph.

Although the previous discussion argues for more in-depth
physical relationships, the correlation of different environ-
mental and atmospheric variables with the intensity and
duration of precipitation events is also sometimes elusive.
For example, Fig. 5 shows the cumulative distribution
function (CDF) of the atmospheric pressure immediately
before (blue line) and after (red line with dot markers) a
rainfall. The upper graph is obtained by considering all
rainfall events from January 1%, 2019, to September 30th,
2022, collected in Madrid’s catchment. The lower graph,
instead, was acquired by considering only storm events
with an aggregate volume of precipitation during the storm
larger than 5 mm, which is equal to the mean volume of
water dropped during the storms in the considered period,
augmented by one standard deviation of the precipitation
volume per storm (in other words, we focused on storms
that delivered more water than the average). Fig. 6 reports
similar results for the humidity registered immediately before
and after rainfall. In both cases, we can notice that the
CDF curves are almost perfectly overlapping when we
consider all the rainfall events, including those with very
light rain, which are the majority. In this case, atmospheric
pressure and humidity are basically unaffected by the rainfall
event. However, if we limit our attention to events with
relatively large precipitation volumes we can clearly see that
the curves separate, indicating that pressure and humidity
typically increase as a consequence of an intense rainfall
event. This means that there is no clear pattern to guide the
modeling strategy and the relationship between storm-related
metrics of interest (rained volume, storm duration, and
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either maximum or average rainfall intensity) and the set
of variables apparently triggering storms (relative humidity,
temperature, atmospheric pressure, or wind velocity) remains
rather elusive.

Evidence of this problem is provided by Fig. 7, which
displays the linear correlation coefficients between the
aforementioned storm-related metrics and the relative humid-
ity, temperature, atmospheric pressure, and wind velocity
recorded one, two, three, four, and five hours before the storm
starts (and during the first hour of the storm, as well) with
data from six different weather stations located in Madrid
(hourly data between January 1%, 2019, to September 30th,
2022). For the heat map, we can see that no strong linear
relationship is observed in any of the cases. In addition, from
the scatterplots shown in Fig. 8 there is no clear trace of even
non-linear relationships between the processes. therefore,
the physical causality between the previously mentioned
variables remains hidden behind the records. It implies
that data-driven approaches must be shaped to capture the
hidden patterns so hydrology can leverage the prediction of
the potential evolution of storm events from the previous
measurements of atmospheric variables.

2) MODELING RAINFALL-RUNOFF PROCESSES

The particular nature of the rainfall-runoff process makes any
data-driven algorithm (particularly black-box approaches)
apparently well suited for modeling them. As a matter of
fact, the problem has been addressed by researchers using
neural networks with different architectures [104], [134],
[135], [136], [137], random forest [100], [138], SVMs [95],
[96] among many others. However, previous attempts at
addressing hydrological processes with data-driven models
either completely neglect or consider rough and sim-
plified versions of the underlying hydrological models.
They mostly exploit existing datasets to build predictive
models upon scarcely connected variables without structured
physically-based causal relationships. Similarly, input data
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FIGURE 8. Scatterplots of both rained volume and relative humidity -HR-, temperature -T-, atmospheric
pressure -PB- and wind velocity -VV- one hour before the storm starts.

are frequently pre-processed following data-driven require-
ments but ignoring potential physical relationships among
variables recommending specific input data structures. In this
frame, the statistical significance becomes the main target,
leading to the selection of the model with the best significance
metrics that, however, does not necessarily provide the
most useful output. For example, a model systematically
predicting the absence of runoff will surely provide high-
performance metrics, considering that the vast majority of
storm events do not generate runoff. However, if the model
fails when predicting (very rare) extreme events, it cannot
be a useful tool. Similarly, to improve the understanding
of hydrological processes, we should deviate from the
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classical approach based on picking physically-based models
for the selected hydrological processes, setting the optimal
data-driven algorithm (type and architecture) accordingly,
and gathering the data to feed that specific algorithm.
Instead, we should merge physically-based and data-driven
approaches, so that the second can learn from the outputs
of the first one, which in turn can be improved based on
the insights provided by the data-driven model. For example,
using Philip’s model we can estimate the occurrence of runoff
for a certain catchment, given a set of input (measurable)
variables (e.g., pressure, relative humidity, temperature).
From this (synthetic, but theoretically grounded) output
data, we can extract the events generating runoff, thus
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retrospectively filtering the input data to focus only on those
that are actually related to the occurrence of the event of
interest (i.e., runoff). Then, we can feed these selected data
to ML algorithms that are trained to predict the runoff
occurrence from the set of variables triggering the storms.

This approach can be adopted not only to predict the
evolution of a given target variable but also to shed light
on many complex parameters involved in physical models.
For example, the theoretical model can be re-applied with
the same input data, but different choices of other system
parameters (e.g., soil hydraulic properties), and the ML
approach can be used to infer the importance and impact
of the single parameters. Models’ parametrization is indeed
an open problem [139] addressed by many authors with
different approaches [140], [141]. Physical models are often
overparametrized to better fit observations (see for example
soil conductivity or water retention curves). On many
occasions, the accurate determination of all the parameters
involved represents a very challenging task, and reducing
the number of parameters would be extremely advantageous.
While physical approaches for models’ parametrization
seek to advance by improving the comprehension of the
underlying physical principles, data-driven approaches have
also been used to determine the parameters, mostly based on
optimization models [142]. Addressing the parametrization
through data-driven models can also shed light on several
blurred hydrological concepts, for example, the time of
concentration (discussed in [143]), the transit time (also
analyzed in [144]) or even the flood routing.

Previous attempts in using ML algorithm for parameters’
calibration simply seek to provide efficient tools for finding
the values of the model’s parameters in their actual config-
uration. With this aim, researchers have leveraged the ML
algorithms as optimization tools using mainly deep learning
[145], [146], [147] and other algorithms as regression trees
[148]. However, ML algorithms should pave the way for
streamlining models, and shaping supervised data-driven
models in view of physical ones can help deduce a better
parameters’ structure identifying self-correlations, redundant
information, or patterns between dependent and independent
variables that were previously unknown. Reference [149]
tangentially discussed the ability of deep learning for
addressing such tasks but it will undoubtedly be worth
delving into this research line.

3) DEALING WITH SPATIAL VARIABILITY

The literature has widely recognized the limitations that
extreme spatial and temporal variability of precipitation
poses to gathering high-quality data. For dealing with spatial
variability, hydrology has traditionally used deterministic
approaches based on, for example, Kriging techniques or
Thiessen polygons (as, for example, that presented by [150]).
However, those deterministic techniques are far from being
accurate, since the results depend on the interpolation method
that is used, the density and location of the measurement
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stations, and the sampling frequency of the rainfall. To
exemplify the concept, we report in Fig. 9 the results given
by three different interpolation techniques used to obtain a
continuous map of precipitation from the same set of records,
collected by six weather stations located in Madrid. As can
be noticed, the estimate of precipitation intensity over the
catchment is very different for the three cases, as is the
estimate of the total amount of rainfall over the drainage area.
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FIGURE 9. Example of the spatial distribution of rainfall intensity over
Madrid catchment obtained through Thiessen polygons, barycentric, and
Clough-Tocher interpolation of a discrete number of measurement
stations.

Moreover, deterministic approaches are clearly unsuitable
for dealing with the stochastic evolution of storms across a
complex catchment. Catchments are often larger than that
presented in Fig. 4 (and its spatial variability drafted in Tab. 2)
with a greater variety of land uses and morphology. As an
example, Fig. 10 shows some images of the morphology
and land uses of a medium-sized river basin located at the
South-est of Madrid city. Spatial variability must therefore be
considered together with temporal variability, as advocated
when discussing the need for adaptive monitoring strategies.
Some attempts in this direction have been made for certain
hydrological processes, such as precipitation and others,
in [120] and [151]. As usual, authors spread over a wide
range of ML algorithms from SVMs to convolutional
neural networks through long-short memory networks, multi-
layer perceptrons, extreme ML, or combinations of those
and other architectures. For example, [152] defined an
integrated extreme learning method predicting the observed
streamflow from observations from 15 tributary measurement
stations and compared the results with those obtained with
a geomorphology-based extreme learning method. They
observed that the integrated learning method is capable of
exploring the spatial variation of the rainfall-runoff process
without requiring the physical characteristics of sub-basins.
The paper [151] compared the ability of different ML
algorithms for efficient merging of satellite and on-site
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FIGURE 11. Clustering of meteorological stations in the Veneto region (IT) using as features different combinations of environmental variables
(precipitation, relative humidity, air temperature, solar radiation) and sampling periods (24 h and 15'). Clusters are identified by different colors.

precipitation records considering spatiotemporal variability.
They found an ensemble approach using convolutional neural
networks with long-short memory networks provided better
performance.

Scientists are deeply concerned about the issues the spa-
tiotemporal variability poses to hydrological modeling. From
rainfall spatial variability and its effect on runoff generation
[152] to soil water content estimation [153], the literature has
mainly addressed spatial variability focusing on individual
processes instead of the whole hydrological system. Hence,
there is a clear gap in addressing such variability for the
hydrological system as a whole and merging data-driven
approaches and conceptual models. Defining homogeneous
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areas in terms of hydrological behavior could also help
address the spatial variability and define optimal monitoring
strategies. This line has been explored, using criteria based
on either physical models (see for example [154] that used
the coefficient of variation of a sort of normalized discharged
flow for different return periods) or ML ones (see [155]
using hierarchical clustering of principal components for
grouping watershed using climate, geological, topographical,
and land-cover data). However, as discussed when reporting
about the relationship between the storm-related metrics
and the variables apparently triggering the storms, the
clustering strategy may suffer from the a priori choice of the
measured variables and sampling frequency. As an example,
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we clusterized meteorological stations in the Veneto region,
in the north of Italy, based on the similarities between time
series of certain variables collected at a given sampling
rate. We used data gathered by the weather stations in year
2017, with the purpose of identifying stations with similar
measurements and, in turn, areas having homogeneous
weather characteristics. Fig. 11 shows the results for different
choices of the input variables, fixing the number of clusters
to 3 and using the K-medoids clustering algorithm. The
inputs to the clustering algorithm were vectors containing
the timeseries of precipitation (figures (a)), relative humidity
(figures (b)), and all variables (figures (c)), aggregated over
a time period of 1 day (top row) or only 15 minutes (lower
row), as indicated in the corresponding captions. The dots in
the figures represent the geographical location of the weather
stations, and the color indicates the cluster to which they
belong. Comparing the figures it is apparent that, although
the clusters roughly correspond to the three geographical
regions (mountain, plain, Venetian lagoon/coast), the actual
cluster members differ depending on the choice of the
input variables. For example, while the clusters obtained
considering only the precipitation (Figs. 1la, 11d) are
geographically compact, those obtained with the relative
humidity (Figs. 11b, 11e) are more spread. However, certain
stations are always clustered together, indicating a stronger
correlation between their measurements and, consequently,
possibly lower mutual information. In contrast, the stations
that are associated with different clusters depending on the
input variables are potentially more informative.

Comparing the upper and lower rows of graphs, we can
notice that also the sampling frequency plays a role in the
cluster determination. Interestingly, finer temporal sampling
produces clusters that tend to be more horizontally distributed
(and more spread) than those obtained from daily aggregate
measurements. It is unclear whether this result has physical
significance or derives from numerical artifacts (e.g., the
temporal shifting of the measurements due to the time
variability of the hydrological processes), but it clearly
exemplifies the importance of proper data selection when
applying data-drive inspection methods.

V. CONCLUSION AND OPEN QUESTIONS

Current ICT solutions, such as sensor networks and artificial
intelligence, can be useful in modeling and adjusting param-
eters based on measured data. However, as explained in this
article, modeling and predicting water flows and distribution
means considering a complex system that is influenced
by many interrelated variables and elements (e.g., land
characteristics and use, and weather conditions). Therefore,
to address these problems, it is necessary to better understand
several aspects related to the observation, processing, and
interpretation of hydrological processes. Scientists from the
ICT and computing disciplines are then required to propose
novel approaches, addressing the following open research
questions.
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A. MONITORING AND SENSING

efficient and adaptive monitoring strategies for event-based
hydrological processes have to be provided. The optimal
strategy will have to efficiently exploit on-site and remote
technologies. Information collected by in sifu sensors can
be complemented with satellite maps and aerial images
taken by drones to obtain more precise geographical and
topographical information, which can be used to fine-tune
the parameters of hydrologic models. The extreme spatial
and temporal variability will have to be addressed in the
search for the optimal monitoring strategy. A number of
different challenges should be addressed by the scientist:
How many gauging stations are needed to correctly estimate
the amount of rained water in catchments? Which type of
sensors should be provided to such stations? What should
be the sampling period for the different environmental
variables? How the monitoring strategy can be timely adapted
in view of the system’s evolution? How can we monitor
large and remote geographical areas with energy-harvesting
technologies, combined with energy-efficient data collection
and transmission protocols?

B. MODELING AND PREDICTING

Data-driven models shaped by physical and conceptual
criteria are expected to provide important insights for
modeling and predicting event-based hydrological processes.
Suitable data-driven algorithms can be used to extract infor-
mation from the sensing data and improve the accuracy of
process-based hydrology models, thus offering more reliable
predictions of the water fluxes. Methodologies coming
from the complex networks domain can be exploited to
model the interactions of the different water subsystems and
determine the spatiotemporal dynamics of water flows across
large areas. Similarly, models for refining and streamlining
physical theories reducing the current over-parametrization
are needed to help hydrologists gain a better understanding of
complex physical theories. In conclusion, a novel paradigm
emerging from a radical shift in event-based hydrology
modeling is required to take a step forward in hydrological
systems, and sensing, data processing and inference tech-
niques are instrumental in fulfilling this ambitious objective.
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