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ABSTRACT Sound event localization and detection (SELD) is a combined task that classifies acoustic events
from audio signals, estimates temporal boundaries, and identifies event locations. With the advancement of
industries utilizing audio signals, SELD has been applied in various fields, and deep-learning-based research
is being conducted for its effective application. However, current deep-learning-based SELD research
focuses mainly on performance improvement in noise-free environments, which leads to performance
degradation issues in noisy environments. To address this problem, this study proposes a robust SELDU-Net
model that performs SELD in noisy environments. The proposed model combines a U-Net to remove noise
and a SELDnet to perform SELD. The proposed model was trained and evaluated using noisy environmental
data with various sizes. Consequently, it was confirmed that the proposed model has superior performance
compared with existing deep learning-based SELD models in environments with high levels of noise.

INDEX TERMS Audio signal, deep learning, noisy environment, sound detection, sound localization.

I. INTRODUCTION
Sound event localization and detection (SELD) is used in
various audio applications, such as surveillance systems [1],
robotics engineering [2], and voice recognition [3]. SELD
comprises two main tasks: sound event detection (SED) and
sound source localization (SSL). SED aims to classify acous-
tic events within an audio signal and identify their onset
and offset. In real-life scenarios, acoustic events can occur
simultaneously; therefore, overlapping events must be rec-
ognized accurately. This task is referred to as polyphonic
SED [4], [5]. SED is primarily performed using supervised
learning methods that predict the framewise activity of
acoustic event classes. Gaussian mixture models [6] and
hidden Markov models [7] were initially used. Following
the advancement of deep learning algorithms, SED methods
utilizing convolutional neural networks (CNNs) and recurrent
neural networks (RNNs) were introduced [8], [9], [10], [11].
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SED performs the functions of the human auditory system
in several industries, including audio surveillance [12] and
social welfare [13]. SSL aims to estimate the direction or
location of a sound source using microphones or sensors
by leveraging the configuration of microphone arrays and
the time difference of arrival (TDOA) of acoustic signals to
determine the location of acoustic events. SSL is performed
using various techniques and algorithms, such as TDOA [14],
angle of arrival [15], steered response power [16], and mul-
tiple signal classification [17]. Recently, various structures
(like CNNs) that apply deep learning technologies have been
proposed [18], [19]. SSL is used in various fields that employ
acoustics, such as source separation [20] and acoustic anal-
ysis [21]. SELD combines SED and SSL, classifies acoustic
events from audio signals, detects their activity, and estimates
the location of the activated events.

One SELD approach involves independently performing
SED and SSL and subsequently combining the results of
each task. However, this approach encounters a tracking prob-
lem when multiple overlapping events occur simultaneously
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because it requires the correct mapping of the estimated
results from each task to their respective events [22].
This tracking problem can be resolved using a second method
that simultaneously performs SED and SSL to execute SELD.
Methods developed to perform SED and SSL simultane-
ously include the combination of the traditional SED and
direction of arrival (DOA) execution methods [23] or their
implementation using deep learning models [24]. Among
these, deep-learning-basedmethods have shown superior per-
formance compared with traditional methods because they
can learn various acoustic features in complex acoustic
environments. Furthermore, the advancement of deep learn-
ing technologies has improved the performance of SELD,
thereby accelerating research on the application of these
technologies.

However, most deep-learning-based SELD methods cur-
rently being researched are based on the assumption that
the studied environments are associated with minimal noise.
In other words, because most studies have performed SELD
in noise-free or low-level-noise environments, the perfor-
mance of these deep-learning-based SELD methods can
deteriorate in real-world environments when considerable
noise exists. In real-life scenarios, various types of noise
exist. If a model performing SELD is not robust to noise,
its application becomes challenging. Thus, a method that
can achieve robust performance (even in noisy environments)
is required. Typically, when tasks are performed using audio
data from noisy environments, speech enhancement is per-
formed as a preprocessing step for the audio data. Speech
enhancement refers to the technology used to restore or
enhance a target speech signal from audio data mixed with
noise. While past methods were predominantly based on
statistical models [25], these statistical model-based meth-
ods can undergo performance degradation when the noise
characteristics change. Following the advancement of deep
learning, research has been conducted on speech enhance-
ment by applying these technologies to compensate for the
shortcomings of statistical model-basedmethods. A represen-
tative deep-learning-based speech enhancement technology
uses an autoencoder, an unsupervised learning neural network
that compresses input data to encode them, and then decodes
them to generate an output similar to the original input [26].
Additionally, various speech enhancement methods using
U-Net, which is composed of an encoder and a decoder, are
being researched. Performing SELD after speech enhance-
ment preprocessing can resolve the performance degradation
issues caused by noise. However, the disadvantage of this
method is that it requires an additional speech enhancement
step before performing SELD; this leads to a decrease in
temporal efficiency and makes real-time processing diffi-
cult. Therefore, deep learning models that can exhibit robust
performance in noisy environments without additional tasks
must be studied.

This study aimed to develop a SELD model that exhibits
robust performance in noisy environments, thereby over-
coming the identified limitations. The proposed model

has a structure that connects a U-Net, which performs speech
enhancement on the input features extracted from noisy data,
and a SELDnet, which performs SELD. The input features
of the model utilize the input features of SELDnet extracted
from audio data in a noisy environment. In this model, the
encoder part of the U-Net serves to remove noisy elements
from the input features, and some feature maps generated in
the decoder part of the U-Net are used as inputs to SELDnet
to perform SELD. Unlike existing methods, the proposed
model simultaneously performs noise removal and SELD in
an end-to-end manner. Owing to the application of the end-
to-end method, the proposed model demonstrated improved
temporal efficiency compared with existing methods.

The remainder of this paper is organized as follows:
Section II introduces related studies, and Section III describes
the proposed SELD U-Net. Section IV presents the execution
and results of the experiments. Finally, the conclusions are
listed in Section V.

FIGURE 1. Schematic of deep-learning-based sound event localization
and detection (SELD) method.

II. RELATED WORKS
A. SELD
SELD uses multichannel audio to classify acoustic events,
determine their activities, and identify their locations. A deep-
learning-based SELD is depicted in Fig. 1. Given the
advancements of deep learning, various research efforts
are underway to apply these technologies to solve the
SELD problem. Research on SELD has been accelerated
considerably by the Detection and Classification of Acous-
tic Scenes and Events (DCASE) Challenge for artificial-
intelligence-based acoustic events and scene recognition
technologies.

The deep-learning-based SELD methods proposed in the
first DCASE Challenge held in 2019 included two-stage [27]
and two-branch [28] methods. The two-stage method uses
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separate networks to perform SED and SSL, whereas the
two-branch method divides tasks using fully connected (FC)
layers within a single model. However, the two-stage method
has a higher model size owing to the use of separate networks,
whereas it is difficult for the two-branch method to adjust
weights appropriately, as it performs two objectives simul-
taneously in one model. To address the issues of these two
methods, Kazuki et al. proposed in 2020 the activity-coupled
Cartesian direction of arrival (ACCDOA) output format [29].
The ACCDOA is an output format that assigns the location of
acoustic events based on their activity, thus providing simul-
taneously both the location information and active status of
the event, thus enabling the performance of SELD with-
out any weight-adjustment difficulties using a single model.
However, the ACCDOA output format has the disadvantage
of not detecting the occurrence of acoustic events of the same
class simultaneously because it assigns one location to one
class. To address this disadvantage, Kazuki et al. proposed
a multi-ACCDOA output format [30], which extended the
ACCDOA to a track format and enabled the detection of
multiple acoustic events of the same class. Based on the
proposed output format, a SELDmodel that detected acoustic
events of the same class (that appeared simultaneously) could
be constructed using a single model.

Furthermore, to enhance the performance of SELD,
research has been conducted on the input features dur-
ing the DCASE Challenge. In the first challenge, held
in 2019, phase and magnitude spectrograms were primar-
ily used as input features, regardless of the type of audio
data and whether first-order ambisonic (FOA) or MIC were
used [28], [31]. Additional features, such as log-mel spec-
trograms and intensity vectors (IVs), were also used [32].
Performance differences occur even when using the same
input features depending on the audio type. Therefore,
a method was proposed during the 2020 competition to use
appropriate input features according to the audio format.
Regarding the MIC format, mel spectrograms and general-
ized cross-correlation (GCC) were used as input features;
regarding the FOA format, mel spectrograms and IVs were
used as input features [33]. However, even when different
input features were used according to the audio format, the
SELD performance was relatively low when the MIC for-
mat data were used compared with the FOA format. As an
improvement measure, Nguyen et al. proposed input fea-
tures that could achieve high performance for both the FOA
and MIC formats. They proposed a spatial cue-augmented
log-spectrogram (SALSA) input feature using a log-linear
spectrogram and principal eigenvector [34]. When using a
SALSA as an input feature, a performance improvement
was confirmed compared with the results obtained using the
log-mel spectrogram and GCC in the MIC format. Nguyen
et al. proposed a lightweight SALSA-Lite, which changes
the SALSA using eigenvector-based spatial features for poly-
phonic SELD and uses the normalized interchannel phase
difference as a spatial feature [35].

B. SPEECH ENHANCEMENT
Speech enhancement improves the quality of voice signals
by amplifying the speaker’s voice or eliminating background
noise, thereby enabling the extraction of the desired signal
from the audio. In other words, when a signal y[n] is com-
posed of the sum of the noise-free audio signal x[n] and noise
signal n[n], the goal is to restore y[n] to a form similar to x[n].
Methods such as the Wiener [36], matched [37], and Kalman
filters [38] have been applied to achieve speech enhance-
ment. Recently, with the advancement of deep learning
technologies, various deep-learning-based speech enhance-
ment techniques have received attention. Deep learning
technologies, which demonstrate superior performance, have
facilitated continuous research efforts into various speech
enhancement applications.

One of the most common approaches for deep-learning-
based speech enhancement is noise removal. This method
identifies and removes the noise part from an audio sig-
nal while preserving and restoring only the desired signal.
A denoising autoencoder (DAE) is typically used for this
purpose [39]. The DAE takes a noisy audio signal as input,
encodes it, and then decodes the encoded feature map to
restore it to a noise-free signal. The model is trained to mini-
mize the difference between the noise-free signal and restored
output. Through this process, the model automatically learns
the noise filtering process.

A representative model structure used to perform this
process is U-Net [40]. U-Net is a model with encoder and
decoder structures, wherein skip connections are applied to
combine the intermediate feature maps of the encoder and
decoder. Originally developed for segmentation tasks, the
U-Net structure, composed of an encoder and decoder, can
also be applied to speech enhancement tasks. Various models
based on U-Net have been studied, including the Nested
U-Net [41] and Wave-U-Net [42], and studies on speech
enhancement using these modified models have been con-
ducted. Xiang et al. applied self-attention to the Nested U-Net
structure, which contains skip connections at each stage of
the encoder and decoder, to perform speech enhancement
using contextual information at various scales [43]. Macart-
ney and Weyde used Wave-U-Net, which applies U-Net
to a one-dimensional time domain, to separate vocals and
accompaniments in music for speech enhancement [44]. Fur-
thermore, various deep-learning-based speech enhancement
studies continue to be conducted using various methods.

III. PROPOSED METHOD
Conventional approaches to perform SELD involve separate
noise removal and SELD. However, this leads to the repe-
tition of the feature extraction and model training steps for
each task, thus resulting in a decrease in temporal efficiency.
To address this issue, this study proposes a model structure
that combines speech enhancement and SELDmodels to per-
form noise removal and SELD simultaneously. In this study,
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FIGURE 2. Proposed SELD U-Net architecture.

we combine U-Net for speech enhancement and SELDnet
for SELD, and we refer to this model as SELD U-Net. The
structure of SELD U-Net is shown in Figure 2. The process
can be divided into two phases. Phase 1 corresponds to the
speech enhancement process, and Phase 2 corresponds to the
SELD process. The proposed model was trained separately
during each phase. Training for Phase 1was completed before
proceeding to Phase 2. During the training process of Phase 2,
the weights learned in Phase 1 were fixed, and only the model
specific to that phase was trained.

In SELD U-Net, some of the feature maps were extracted
from theU-Net decoder and used as input features. TheU-Net
encoder removes noise from the extracted input features of
the audio signal in a noisy environment and extracts essential
audio information. During the decoding process, the input
features extracted from the denoised signal are reconstructed
and the denoised input features are inferred. In this process,
the feature maps in the decoder contain crucial information
when the noise is removed, and they are used as input fea-
tures for SELDnet. In this case, the feature maps from the
decoder (used as input features for SELDnet) have different
data shapes. Therefore, convolutional operations are applied
to adjust the shapes of the feature maps, which are then
combined into the input features.

A. U-Net
The proposed model incorporates three types of U-Net to
construct the SELD U-Net, and the performances of all
the models are evaluated and compared. The U-Net models
used in this study include U-Net [40], Nested U-Net [41],
and ResU-Net [45], as depicted in Figures 3, 4, and 5,

respectively. All three U-Nets use a 7-channel input feature
(obtained by combining 4-channel mel spectrograms and 3-
channel IVs) extracted from noisy audio data. This input
feature is the same as that used in the existing SELDnet.
In U-Net, training is conducted to infer the denoised input
features from the input features. The feature maps from the
decoder part of the trained U-Net are combined and used as
input features for SELDnet. The feature maps from the U-Net
decoder contain essential information without noise, which is
expected to improve the SELD performance.

As shown in Figure 3, U-Net consists of five layers in
depth. In the encoder, the input feature passes through blocks
composed of convolution layers (kernel size = 3 × 3), batch
normalization, and a rectified linear unit (ReLU). During
this process, the number of channels of the input feature
increases to 64, 128, 256, 512, and 1024. Subsequently, in the
decoder, restoration is performed using skip connections by
using feature maps from the encoder.

The structure of the Nested U-Net, which consists of five
layers, is shown in Figure 4. In the encoder, downsampling
is performed using convolution layers (kernel size = 3 × 3),
batch normalization, and ReLU. In the decoder, deconvolu-
tion layers are applied to the encoder features to upsample
them back to their original input size. The difference between
Nested U-Net and U-Net is the addition of an additional
encoder–decoder block between the encoder and decoder
to implement nesting in the former. Based on this nesting
structure, the model achieves higher levels of abstraction and
better restoration of detailed information.

The structure of ResU-Net consists of four layers, as shown
in Figure 5. Before going through the convolution layer
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FIGURE 3. U-Net model architecture used in SELD U-Net.

for downsampling, the input features pass through a convolu-
tion layer that changes their shapes for residual connection.
Subsequently, residual connections are performed in both the
encoder process (for downsampling) and decoder process
(for upsampling). These residual connections enable the con-
struction of a deep network while addressing the problem of
gradient vanishing, thus resulting in more accurate inference
results.

To compare the performance based on the number of
parameters, we evaluated the parameter counts of the three
models. The model utilizing U-Net has 8.836M parameters,
the Nested U-Net has 10.061M parameters, and the Res
U-Net has 9.121M parameters.

The U-Net model employs the L1 loss function, and the
losses for the mel spectrograms and IVs are calculated sepa-
rately and combined for training. Based on the training results
of U-Net, the restoration of IVs was less successful than that
of the mel spectrograms. To address this issue, a weighting
factor was assigned to IV loss during the training process.

The loss function used for U-Net training is given by (1),

Loss = (
∑S

i=1
|Speci − Ŝpeci|) + (

∑S

i=1
|IV i − ÎV i|) ∗ λ,

(1)

where Speci and IV i represent the mel spectrogram and IV
of the noise-free audio, respectively, whereas Ŝpeci and ÎV i
refer to the mel spectrogram and IV obtained after perform-
ing speech enhancement on the noisy audio. S denotes the
number of samples, and λ represents the weighting factor
for the loss associated with the IV. In this study, a value
of 10 was applied to λ during the training process. In this
study, the speech enhancement was conducted using a learn-
ing approach commonly applied in 2D image enhancement.
Specifically, the loss was calculated by measuring the dif-
ferences between two images. Since the noise in the audio
samples used in the experiments was evenly distributed with-
out any specific outliers, we opted for the L1 loss function,
which is less sensitive to outliers, for our calculations.
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FIGURE 4. Nested U-Net model architecture used in SELD U-Net.

B. SELDnet
SELDnet, which performs SELD in the proposed SELD
U-Net, is shown in Figure 6. SELDnet uses a part of
the feature maps from the U-Net decoder as input fea-
tures. To prepare feature maps for use as input features
for SELDnet, a convolution operation is applied to each
feature map to ensure that they have the same shape after
being extracted and combined. SELDnet is designed based
on a convolutional recurrent neural network (CRNN) struc-
ture [28]. The CRNN-based SELDnet has CNN and RNN
layers, where the CNN extracts audio signal features and the
RNN models the temporal information flow. In the proposed
model, the CNN layers of SELDnet are replaced with residual
convolutional blocks (RCB), and the RNN layers are replaced
with transformer encoders.

The RCB is a structure derived from the residual network
(ResNet) [46] that uses residual blocks that add input val-
ues to the output values. In the proposed model, the RCB
consists of two convolution layers followed by batch normal-
ization and an activation function. The output values from
these layers are added to the input values of the block. The
final output is then obtained by passing the result through

the average pooling and dropout layers. This structure can
address the vanishing gradient problem, thereby enabling the
construction of deep neural network models. Furthermore,
because the input values are directly carried over and only
the remaining information is learned, convergence becomes
easier and faster during training compared with the training of
the entire input. Three RCB are used in the proposed model.

The transformer encoder is a sequence model that pre-
serves the positional information of the input data and simul-
taneously learns the relationships among all the positions in
the input sequence [47]. The transformer encoder consists of
three main components: positional encoding, multihead self-
attention, and feedforward blocks. In the positional encoding
block, each element of the input sequence is assigned posi-
tional information, which is typically implemented using
periodic functions (e.g., sine or cosine functions). The mul-
tihead self-attention block then performs multiple rounds
of attention operations on the input data to capture vari-
ous representations of the input. Each attention head has an
independent attention mechanism that enables it to perform
attention operations on each input using different sets of
weights. The outputs generated by each head are combined

105384 VOLUME 11, 2023



Y. Shin et al.: SELD U-Net: Joint Optimization of SELD With Noise Reduction

FIGURE 5. ResU-Net model architecture used in SELD U-Net.

to produce the final output. Through these operations, the
transformer encoder can focus on the same data from different
perspectives, thereby capturing complex and diverse mean-
ings. Because the output of the multihead self-attention block
is a combination of outputs from each head, an information
fusion process is required. For this purpose, the feedforward
block receives the output of themultihead self-attention block
and performs a linear transformation. By performing linear
transformations, the model can integrate individual output
values and learn the patterns in the data. Compared with
the RNN, the transformer encoder has the advantage of being
able to process input sequences in parallel as it handles
them simultaneously. In addition, by using the self-attention
mechanism to learn the relationships among all elements
of the input sequence, the transformer encoder can address
the issue of long-term dependences. In the proposed model,
a single layer of the transformer encoder was used with four
attention heads and a feed-forward layer (dimension = 512).

Finally, an FC layer was used to generate the final pre-
diction values. The proposed model performed both SED
and SSL tasks using a single model and adopted a multi-
ACCDOA output format to detect multiple events in the same
class [30]. The multi-ACCDOA is an extended output format
of the ACCDOA, which assigns the location of acoustic
events based on their activity status. Each track corresponding
to a class has a target vector representing the activity and

location of an acoustic event. The empty tracks of each class
are assigned to one of the duplicated target vectors from
the other tracks; in this way, all possible permutations are
considered to determine the best permutation. Subsequently,
all possible combinations of permutations are generated, and
the loss is computed for each permutation to determine the
optimal permutation. This output format enabled the model to
consider various permutations and compute the loss for each
permutation. Because the dataset used in this study allowed
a maximum of three overlapping sound sources, the number
of tracks was set to three. Matrix P, which represents this
configuration, is defined by (2),

P ∈ R3×N×C×T , (2)

where N , C , and T represent the number of tracks, number
of classes, and frame index, respectively, and the num-
ber 3 denotes the x-, y-, and z-axes.

In the multi-ACCDOA format, the proposed auxiliary
duplicating permutation invariant training (ADPIT)method is
applied, and the mean-squared error (MSE) loss is computed
according to (3) and (4).

LPIT =
1
CT

∑C

c

∑T

t
min
α∈Perm(ct)l

ACCDOA
α,ct , (3)

lACCDOAα,ct =
1
N

∑N

n
MSE(P∗

α,nct , P̂nct ), (4)
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FIGURE 6. SELDnet model architecture used in SELD U-Net.

where C represents the class, and T represents the frame.
Perm denotes the set of all possible permutations owing to
the permutations of classes, and α ∈ Perm(ct) refers to one
of the permutations for class c at frame t . The class-wise
ADPIT is performed according to (3) to calculate the loss
for each permutation. The permutation with the lowest loss
is used as the output of the model. The formula for calcu-
lating the loss between the predicted permutation from the
model and the target permutation is given in (4). P∗

α,nct rep-
resents the ACCDOA target for permutation α, and P̂nct
represents the ACCDOA prediction for track n, class c, and
frame t . The model training results in the output of the shape
(batch, sequence length, class × 3 × 3), thus indicating that
the information for the x, y, and z coordinates of each class is
the output for the three tracks.

C. FEATURE EXTRACTION AND EXPERIMENTAL SETUP
To use the data effectively, extracting the appropriate features
is important. In this study, the input features were extracted
from a 4-channel FOA B-format. A total of 7-channel input
features were used (which consisted of 4-channel mel spec-
trograms and 3-channel IVs stacked together). The hop and
window lengths were set to 512 and 1024, respectively, and
a Hanning window was used. The short-time Fourier trans-
form (STFT) size was set to 1024 to extract the spectrograms,

and a mel filter bank was applied to obtain 4-channel mel
spectrograms. The IV was calculated from the 4-channel
spectrogram obtained by applying the STFT, as described
in (5) [48],

It,f ,ch =

 ℜ(W ∗
f ,t ◦ Xf ,t )

ℜ(W ∗
f ,t ◦ Yf ,t )

ℜ(W ∗
f ,t ◦ Zf ,t )

 , (5)

where W ,X ,Y , and Z represent the ambisonic channels,
W denotes the omnidirectional channel, and X ,Y , and Z
represent the channels corresponding to the x-, y-, and z-axes,
respectively. f denotes the frequency bin index, ch represents
the channel index, ∗ denotes complex conjugation, R denotes
the real part, and ◦ denotes element-wise multiplication.

Overfitting during model training can lead to the degra-
dation of model performance. A data-frequency masking
augmentation technique was applied to prevent overfitting.
As shown in Figure 7, frequency masking involves masking
certain frequency channels of the spectrogram by completely
removing the frequency information within random regions.
During model training, frequency masking was applied to
the entire sequence, and 8 of the 64 mel bins were masked.
Additionally, in Phase 1 of training the U-Net, the L1 loss
function was used, while in Phase 2, where the SLEDnet was
trained, the MSE loss function was employed for training.
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FIGURE 7. Example of frequency masking application.

All other training parameters were set identically. The model
was trained using the Nesterov momentum Adam opti-
mizer [49] with a learning rate of 0.001, and the batch size
was set to 128. Both models were trained for a total of
1000 epochs.

In addition, the model was trained using the MSE loss
function and the Nesterov momentum Adam optimizer [49]
with a learning rate of 0.001. Training was conducted for
1000 epochs.

IV. EXPERIMENTS AND RESULTS
Objective evaluations were conducted to validate the per-
formance of the proposed model. For this purpose, in the
same manner as in the DCASE 2022 Challenge, the data
used for model training were generated using synthetic data.
The synthetic data comprised pairs of noisy data at vari-
ous signal-to-noise ratios (SNRs) and noise-free data. The
Freesound dataset 50 k (FSD50K) was used for the synthetic
process [50]. In this study, approximately 300 sound events
were used for each class to generate the training data. In addi-
tion, 100 separate sound events were used to construct the
evaluation dataset. The audio data in the generated dataset
were in the FOA format with four channels, eachwith a length
of 1 min and a sampling rate of 24 kHz. To evaluate perfor-
mance at various noise levels, noise data were generated using
different SNR values. To verify robust performance in noisy
environments, training and evaluation are conducted using
datasets that include audio with lower SNR values than those
typically used for standard SELD performance evaluation.
The SNR values were set to +30, +20, +10, −10, −20,
and −30. Each dataset, categorized by SNR, consisted of
1200 samples for training and 300 samples for evaluation.

To evaluate the performance of the proposed model,
an objective performance evaluation was conducted using
evaluation metrics for speech enhancement and SELD. The
speech-enhancement module of the proposed SELD U-Net
yields two-dimensional images representing the mel spectro-
grams and IVs. Thus, evaluation metrics commonly used for
image quality assessment, such as MSE, structural similarity
index (SSIM) [51], and peak SNR (PSNR), were applied to
assess the performance of the model.

The MSE is an evaluation metric used in regression anal-
ysis, image processing, and signal processing. It measures
the average squared difference between the predicted and
actual values. Because the MSE squares the differences, it is
sensitive to outliers, and larger errors result in higher MSE
values. A lowerMSE value indicates that the predicted values

are closer to the original values. The MSE was calculated
using (6),

MSE =
1
S

∑S

i=1
(Yi − Ŷi)

2
, (6)

where S represents the number of elements in Y and Ŷ , Yi
represents the actual values, and Ŷi represents the predicted
values. SSIM is a method used to quantify digital image
quality by quantitatively evaluating the structural similar-
ity between two images. It considers three components—
luminance, contrast, and structure—to measure the structural
changes between the two images. The SSIM was calculated
using (7),

SSIM
(
Y , Ŷ

)
=

(2µYµŶ + c1)(2σY Ŷ + c2)

(2µ2
Y + µ2

Ŷ
+ c1)(σ 2

Y + σ 2
Ŷ

+ c2)
, (7)

where Y represents the mel spectrogram and IV of the
noise-free audio data, whereas Ŷ represents the mel spectro-
gram and IV after speech enhancement. µY and σY denote
the mean and variance of Y , respectively, whereas µŶ and
σŶ denote the mean and variance of Ŷ , respectively. σY Ŷ
represents the covariance between Y and Ŷ , c1 = (K1L)2

and c2= (K2L)2 are constants used for stability, where L
represents the maximum range of energy values. Typically,
K1 = 0.01 and K2 = 0.03.
PSNR is an evaluation metric used to quantify the recon-

struction error in two-dimensional signals, such as images
or videos. It is commonly used to assess the quality of
the original signal and its noisy counterpart; higher PSNR
values indicate higher quality. The PSNR was calculated
using (8),

PSNR = 10log10

(
R2

MSE

)
, (8)

where MSE represents the mean squared error between Y
and Ŷ , and R represents the maximum value of the magnitude
of the mel spectrogram and IV. The PSNR was measured
in decibels (dB), and the pixel values of the mel spec-
trogram and IV represent the energy values of the audio
signal.

The proposed SELD U-Net SELDnet performs the SED
and DOA estimations. To evaluate the performance of the
SELD, the SELD evaluation metrics proposed by DCASE
were used [52]. To assess the SED performance, the error
rate and F1-score were employed as evaluation metrics. The
localization error and localization recall were used as evalu-
ation metrics to quantify the SSL performance. Furthermore,
the SELD score, which considers all four evaluation metrics,
was used for comprehensive evaluations.

The error ratewas computed bymeasuring the total number
of substitutions (Sub), insertions (Ins), and deletions (Del)
relative to the number of activated events (EN ) in the ref-
erence. Sub represents the cases in which the system output
incorrectly labels an event as active, Ins represents false
positives (excluding Sub), and Del represents false negatives
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(excluding Sub). Sub, Ins, and Del are defined as follows:

Sub (t) = min (FN (t),FP(t)) , (9)

Del (t) = max (0,FN (t) − FP(t)) , (10)

Ins (t) = max (0,FP(t) − FN (t)) , (11)

where t denotes a frame. The error rate was calculated by
summing all segments and dividing the sum by the total
number of frames T . This was computed as follows:

Error rate =

∑T
t=1 Sub (t) +

∑T
t=1Del (t) +

∑T
t=1 Ins (t)∑T

t=1 EN (t)
.

(12)

The F-score was calculated using precision (P) and recall (R),
and the F1-score was calculated as follows:

P =

∑T
t=1 TP (t)∑T

t=1 TP (t) +
∑T

t=1 FP (t)
, (13)

R =

∑T
t=1 TP(t)∑T

t=1 TP(t) +
∑T

t=1 FP(t)
, (14)

F =
2P · R
P+ R

, (15)

where TP(t), FP(t), and FN (t) represent true positives, false
positives, and false negatives, respectively, in the t-th frame.
For the location-dependent SED evaluation, if the angle dif-
ference between the predicted location of the system and the
ground truth location was within 20◦, it was considered a TP.
Otherwise, it was considered as a FN .
The localization error and localization recall are class-

dependent localization metrics. Class-aware localization
error (LEc) and class-aware localization recall (LRc) were
calculated for all predicted and reference events. LEc and LRc
were calculated as follows:

LEc =
||Ac ⊙ Dc||1

||Ac||1
, (16)

LRc =

∑
l ||A

(l)
c ||1∑

l N
(l)
c

, (17)

where c ∈ [1, · · · ,C] represents the class index, and t =

1, · · · ,T refers to each temporal partition of the data if
data are divided over time. Dc represents the Mc×N c dis-
tance matrix, where Mc denotes the number of predictions
for class c, and Nc denotes the number of reference events.
Ac is the association matrix for matrix Dc, denoted asH(Dc),
where H (·) represents the Hungarian algorithm. Based on
the consideration of all predicted events, LEc and LRc,
we can calculate LECD and LRCD, which consider only events
belonging to the same class. LECD and LRCD are expressed
by (18) and (19), respectively.

LECD =
1

C · T

∑
c

∑
l
LE (t)

c , (18)

LRCD =
1
C

∑
c
LRc. (19)

Finally, to represent the overall performance of the neural
network model, we used the SELD score, which combines
the evaluation metrics for SED (error rate, F1-score) and SSL
(localization error, localization recall). The SELD score was
calculated using (20),

SELD score =
ER+ (1 − F) + (LE/180) + (1 − LR)

4
,

(20)

where ER is the error rate, F is the F1-score, LE is the
localization error, and LR is the localization recall.

Two comparative models were used to evaluate the per-
formance of the proposed SELD U-Net. The first is the
baseline model of the DCASE 2022 Challenge, which is
based on the CRNN architecture. The second model cor-
responds to the SELDnet of the proposed SELD U-Net.
Both models use the multi-ACCDOA output format, similar
to the proposed model, and use 7-channel input data (con-
sisting of 4-channel mel spectrograms and 3-channel IVs)
extracted from noisy audio data. By comparing these two
models, we could assess the performance of the proposed
model, compare it with a general SELD model, and exam-
ine the impact of the noise-reduction process on the SELD
performance.

FIGURE 8. Speech enhancement results (mel spectrograms).

FIGURE 9. Speech enhancement results (intensity vectors).

Figure 8 shows the results of speech enhancement on mel
spectrograms using U-Net, Nested U-Net, and ResU-Net,
whereas Figure 9 shows the results of speech enhancement
on the IV. A visual comparison of the inference results of
the models indicates that the restoration results of U-Net,
Nested U-Net, and ResU-Net were similar. A comparison of
the restored mel spectrograms and IVs with the noise-free
state reveals that restoration was performed effectively for
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SNR values equal to+30,+20, and+10. However, for SNRs
of −20 and −30, the mel spectrograms successfully detected
features in high-magnitude regions but could not capture
details in low-magnitude regions. These findings indicate
that speech enhancement was achieved to some extent in
noisy environments but the restoration of fine-grained details
was not effectively achieved. Similarly, the IV performs an
approximate restoration in noisy environments but lacks fine-
grained detail.

TABLE 1. Evaluation results for speech enhancement (SNR = +30,
+20, +10).

Quantitative performance comparisons using MSE, SSIM,
and PSNR are presented in Tables 1 and 2. Table 1 lists the
results for the SNR levels of +30, +20, and +10, whereas
Table 2 presents the results for SNR levels of −10, −20,
and −30. The results in Tables 1 and 2 indicate that the
ResU-Netmodel exhibited the best performance in enhancing
speech in various noisy environments.

In the case of SNR+30, the ResU-Netmodel demonstrated
the best performance in six metrics, whereas the Nested
U-Net model achieved high performance, with an SSIM score
of 0.999 for the IV. When SNR = +20, the Nested U-Net
model exhibited the best performance in terms of the SSIM
metric for the IV, whereas the ResU-Net model outperformed
other metrics. In the case of SNR = +10, the Nested U-Net
model achieved the best performance in the SSIM metric
for both the mel spectrogram and IV, whereas the ResU-Net
model yielded the best performance for the other metrics.

TABLE 2. Evaluation results for speech enhancement (SNR = −10,
−20, −30).

For the cases where SNR was equal to −10, −20, and −30,
the ResU-Net model yielded the best performance for all
six metrics, whereas the Nested U-Net and U-Net models
exhibited similar performance levels.

From these experiments, we observed that the ResU-Net
model achieved the best performance in environments
with minimal noise and noisy environments. The Nested
U-Net and U-Net models exhibited relatively lower
performance than the ResU-Net model. The proposed
U-Net model exhibited a better performance overall
when noise data and numerical values in noisy envi-
ronments were compared. This confirms that the struc-
ture of the proposed SELD U-Net model can enhance
speech. These findings suggest that the proposed SELD
U-Net model with its U-Net structure can effectively
reduce noise, thus leading to improved performance in
SELD tasks.

Tables 3, 4, and 5 present a performance comparison of the
SELD models in environments with different SNRs (equal
to +30, +20, and +10). In low-noise environments, the pro-
posed models exhibited superior performance compared with
the CRNNmodel. However, they fell short of the performance
achieved by the models that incorporated residual blocks and
transformer encoders.

When comparing the performances of the proposed mod-
els, the Nested U-Net model yielded the best performance
for SNR = +30 and +20, whereas the ResU-Net model per-
formed the best for SNR = +10. In noise-free environments,
the models demonstrated good performance even without
separate speech enhancement. Therefore, the proposed mod-
els that involve additional noise removal processes exhibit
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TABLE 3. Sound event localization and detection results for SNR = +30.

TABLE 4. Sound event localization and detection results for SNR = +20.

higher complexity and may have a higher risk of overfit-
ting owing to excessive data modification. For these reasons,
the proposed SELD U-Net model may result in a lower
performance than the SELDnet model without noise removal
in noise-free environments.

Tables 6, 7, and 8 present performance comparison out-
comes at the SNR levels of −10, −20, and −30, respectively.

TABLE 5. Sound event localization and detection results for SNR = +10.

TABLE 6. Sound event localization and detection results for SNR = −10.

In the relatively low-noise environment of SNR −10, the
models incorporating ResU-Net with the residual block and
Transformer encoder demonstrated the best performance. For
the case where SNR = −20, the models employing U-Net
and Nested U-Net yielded the best performance, whereas
for the case where SNR = −30, the models using U-Net
and ResU-Net performed the best. In contrast to noise-free
environments, the proposed models generally outperformed
existing SELD models. These findings indicate that the pro-
posed models are more robust to noisy environments, and
demonstrate significant results in terms of robustness under
high-noise conditions.
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TABLE 7. Sound event localization and detection results for SNR = −20.

TABLE 8. Sound event localization and detection results for SNR = −30.

V. CONCLUSION
In this study, we proposed a SELD U-Net model that
combined a U-Net model for speech enhancement with a
SELDnet model to construct a robust SELD model in noisy
environments. Various U-Net model architectures, such as
U-Net, Nested U-Net, and ResU-Net have been applied for
speech enhancement. Additionally, we used feature maps
from the U-Net decoder as input features for SELDnet to
perform SELD. The performance of the proposed model
was analyzed by comparing speech enhancement and SELD
results using the respective evaluation metrics. The evalua-
tion metrics demonstrated that the proposed model exhibited
relatively lower restoration performance in highly noisy
environments but generally performed well in restoration.

In SELD, the proposed model achieved a lower performance
than the identically structured model without noise removal
in almost-noise-free environments. However, in highly noisy
environments, the proposed model outperformed the compar-
ativemodels. In future research, we aim to enhance the overall
performance by investigating more effective speech enhance-
ment techniques and achieving superior performance, even
in noise-free environments. Additionally, we aim to further
enhance the performance of SELDnet and conduct eval-
uations through comparisons with the latest technologies,
with the goal of improving the performance of SELDnet
itself.
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