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ABSTRACT Quantum annealing has the potential to outperform classical transistor-based computer
technologies in tackling intricate combinatorial optimization problems. However, ongoing scientific
debates cast doubts on whether quantum annealing devices (or quantum annealers) can genuinely provide
better problem-solving capabilities than classical computers. The question of whether quantum annealing
algorithms (QAAs) running on quantum annealers have computational advantages over classical algorithms
(CAs) running on classical computers still remains unclear. This paper aims to clarify the question by
classifying and benchmarking QAAs that utilize quadratic unconstrained binary optimization (QUBO)
formulas to solve NP-hard problems. It proposes a four-class classification of QUBO formulas and
exemplifies each class by QUBO formulas used by QAAs for solving specific NP-hard problems, such
as the subset sum, maximum cut, vertex cover, 0/1 knapsack, graph coloring, Hamiltonian cycle, traveling
salesperson, and job shop scheduling problems. The classification is based on the following two criteria:
(i) Does the number of QUBO variables scale linearly with the problem input size? (ii) Does the QUBO
formula have both the constraint term and the optimization term? QAAs are implemented and run on a
D-Wave quantum annealer for benchmarking. They are benchmarked against related CAs in terms of the
quality of the solution and the time to the solution. The benchmarking results reveal which classes of QUBO
formulas are likely to provide advantages to QAAs over CAs. Furthermore, based on the benchmarking
results, observations and suggestions are given for each class of QUBO formulas, facilitating the adoption
of appropriate actions to improve the performance of QAAs.

INDEX TERMS Noisy intermediate-scale quantum, NP-hard problem, quantum annealing, quantum
computer, quadratic unconstrained binary optimization.

I. INTRODUCTION
Quantum computers perform computation based on quantum
bits or qubits with the phenomena of quantum superposition,
quantum entanglement, quantum tunneling, and so on.
A qubit exists in a superposition of both 0 and 1, and
definitely reveals 0 or 1 when measured. In contrast, classical
computers perform computation based on bits, each of which
is either 0 or 1. Quantum computers have been attracting
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much research attention because they can offer computing
power that classical computers can never offer, which is
called quantum supremacy [1].

Some quantum computers, such as IBM Q [2] Google
Sycamore [3], are universal, whereas some others, such as
D-Wave Advantage [4], are non-universal. On the one hand,
universal quantum computers rely on quantum gates to form
quantum circuits to perform computation to solve general
problems. On the other hand, other mechanisms rather than
quantum gates are employed to perform computation for solv-
ing special problems on non-universal quantum computers.
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For example, the quantum annealing mechanism is used by
D-WaveAdvantage, a quantum annealer, to leverage quantum
tunneling to traverse the energy landscape to find the globally
lowest energy [5] for solving optimization problems.
Quantum annealers hold the promise of outperforming

classical computers in solving intricate combinatorial
optimization problems arising in different application areas,
such as quantum chemistry [6], quantum machine learning
[7], [8], [9], quantum deep learning [10], [11], quantum
variational autoencoders [12], [13], fault detection and
diagnosis [14], [15], online fraud detection [16], financial
portfolio optimization [17], [18], operational planning [19],
[20], data processing in high energy physics [21], [22],
material microstructure equilibration [23], [24] and Monte
Carlo sampling [25]. However, as mentioned in [26], there
are ongoing scientific debates [27], [28], [29], [30] arguing
whether quantum annealers can provide better problem
solving capabilities than classical computers. The question
still remains unclear regarding whether quantum annealing
algorithms (QAAs) running on quantum annealers have
computational advantages over classical algorithms (CAs)
running on classical computers. We are thus motivated to
write this paper aiming to clarify the question by classifying
and benchmarking QAAs that use quadratic unconstrained
binary optimization (QUBO) formulas to solve NP-hard
problems.

This paper classifies QUBO formulas into four classes,
as previously demonstrated in [31]. It also exemplifies each
class with two QUBO formulas used by two QAAs for
solving specific NP-hard problems. The solved problems
are the subset sum problem (SSP), maximum cut problem
(MCP), vertex cover problem (VCP), 0/1 knapsack problem
(0/1 KP), graph coloring problem (GCP), Hamiltonian cycle
problem (HCP), traveling salesperson problem (TSP), and
job shop scheduling problem (JSP). It is believed that no CA
can solve an NP-hard problem efficiently with a polynomial
time complexity in the worst case. That is to say, for an
NP-hard problem, the best CA to solve it needs a super-
polynomial (e.g., exponential) time complexity in the worst
case. The QAAs based on QUBO to solve the above-
mentioned NP-hard problems are implemented and run on a
D-Wave quantum annealer. They are compared with related
CAs for benchmarking in terms of the quality of the solution
and the time to the solution. The benchmarking results reveal
which classes of QUBOs are likely to provide advantages
to QAAs over CAs. Based on the benchmarking results,
observations and suggestions are given for each QUBO
formula class, so that proper actions can be adopted to
improve the performance of QAAs. Compared with CAs,
QAAs using QUBO formulas are competitive in the current
NISQ era [32], in which quantum computers have only a
moderate number of error-prone qubits with low-fidelity. It is
believed many QAAs will have superior performance to CAs
in the future when we go beyond the NISQ era to have
quantum computers owning thousands or more qubits with
high fidelity.

The contribution of this paper is fourfold. First, it proposes
a four-class classification of QUBO formulas used by QAAs
for solving NP-hard problems. It also exemplifies each class
by QUBO formulas solving specific NP-hard problems.
Second, QAAs are implemented and run on a D-Wave
quantum annealer to solve the specific NP-hard problems.
They are compared with related CAs for benchmarking in
terms of the quality of the solution and the time to the
solution. Third, this paper identifies which classes of QUBO
formulas are likely to provide advantages to QAAs over
CAs. Fourth, observations and suggestions are given for each
QUBO formula class, so that appropriate actions can be
taken to improve the performance of QAAs. Generally, the
significance of this paper is (i) for people to determine if
a QAA using a QUBO formula to solve a certain NP-hard
problem is likely to outperform related CAs by checking
the QUBO formula class, and (ii) for people to take proper
actions to further improve the QAA performance.

The remainder of this paper is organized as follows.
Section II introduces some preliminaries. TheQUBO formula
classification is described in Section III. QUBO formulas
used by QAAs solving specific NP-hard problems are shown
as examples of classification classes in Section IV. For the
purpose of benchmarking, the QAAs are also compared with
related CAs in terms of different performance metrics in
Section V. Observations and suggestions based on QAA
benchmarks are given in Section VI. Finally, Section VII
concludes this paper.

II. PRELIMINARIES
A. NP-HARD PROBLEMS
In this subsection, we introduce the concept of NP-hard
problems. As mentioned earlier, it is well believed that
no CAs can solve NP-hard problems efficiently with a
polynomial time complexity for any problem instances.
Below, we first introduce the concepts of deterministic
algorithms and nondeterministic algorithms [33] for realizing
NP-hard problems.

The deterministic algorithm is the normal CA that can
run on current classical general-purpose computers to find
solutions to problems. On the contrary, according to [34],
the nondeterministic algorithm cannot run on any current
computers; it is conceptual and intended only for theoretical
discussions. A nondeterministic algorithm to solve a given
problem has two phases: choosing and checking. The
choosing phase is to select one out of given options. The
checking phase is to check whether the selected option leads
to a correct solution to the problem or not. If so, it returns
‘‘success’’, which means that a correct solution can be found;
otherwise, it returns ‘‘failure’’, which means that no correct
solution can be found. The nondeterministic algorithm has a
strong assumption that if there exist proper options leading
to correct solutions, then the choosing phase is assumed to
always select one of the proper options for the algorithm to
return ‘‘success’’.
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On the one hand, problems that can be solved by the
deterministic algorithm with a polynomial time complexity
constitute a problem set called P; they are called P
problems. On the other hand, problems that can be solved
by the nondeterministic algorithm with a polynomial time
complexity constitute a problem set called NP; they are called
NP problems. It is believed, but has not yet been proven, that
P is a proper subset of NP.

Cook proved that every NP problem can be ‘‘polynomially
reducible to’’ the satisfiability (SAT) problem [34]. A prob-
lem X is said to be ‘‘polynomially reducible to’’ a problem
Y if and only if X can be solved by (i) converting X’s
input instance into Y’s input instance with a polynomial time
complexity, (ii) getting an algorithm to solve the problem
Y with the converted input instance to output Y’s solution,
and (iii) converting Y’s solution into X’s solution with a
polynomial time complexity. According to Cook’s proof,
if the SAT problem belongs to P, then all NP problems also
belong to P. A problem is called an NP-hard problem if every
NP problem is polynomially reducible to it. Therefore, the
SAT problem is an NP-hard problem. Many problems have
been shown to be NP-hard problems. For example, Karp
introduced 21 NP-hard problems, such as the SSP, MCP,
VCP, 0/1 KP, HCP, and TSP [35]. Up to now, no NP-hard
problem has been solved by any deterministic algorithm with
a polynomial time complexity in the worst case. And it is
believed that there will be no such algorithm. Thus, we may
well say that NP-hard problems are very hard problems to
solve.

B. QUANTUM ANNEALING AND QUBO FORMULAS
Quantum annealing (QA) is a mechanism [36] leveraging
quantum tunneling to solve optimization problems that
optimize objective functions of very large solution spaces.
Quantum tunneling [37] is a quantum mechanics phe-
nomenon about energy levels. When a quantum particle
encounters an energy barrier, it may pass through the barrier
even if its momentum is less than the barrier potential.

For an objective function, QA first prepares states
associated with the function. It then initiates an adiabatic
process starting from a quantum superposition of all possible
candidate states of the solution space with equal probability
amplitudes. Afterwards, the amplitudes of all states keep
changing at the same time, which is like traversing all states
in parallel. If the changing rate is slow enough, then the
adiabatic process stops with a state close to the ground
state of the lowest Hamiltonian (or total system energy)
associated with the objective function, which corresponds to
the optimal solution. In summary, with the quantum tunneling
phenomenon, the QA mechanism behaves as traversing the
whole solution space in parallel to find the globally optimal
solution to the objective function. The solution found does not
get stuck in the local optimization (or minimum), but reaches
the global optimization (or minimum), as shown in Figure 1.
Based on the QA mechanism, a QAA formulates an

optimization problem as an objective function of a quadratic

FIGURE 1. Illustration of quantum annealing that leverages quantum
tunneling to find the global minimum in the solution space.

unconstrained binary optimization (QUBO) formula f of
binary variables, as described in the following Equation (1).

f (x) = xTQx =

∑
i

Qi,ix2i +

∑
i<j

Qi,jxixj, (1)

whereQ is an n×n upper triangular matrix with real-number
coefficients, and x = (x1 x2 . . . xn)T is a column vector of n
binary variables of either value 0 or 1. The minimum value
of the objective function corresponds to the optimal solution
to the problem. Note that xi is either 0 or 1, so Equation (1)
can be rewritten as Equation (2) shown below. Also note that
Equation (1) and Equation (2) are true for the Ising formula
of variables of either value -1 or 1, which is a well-known
model equivalent to the QUBO formula.

f (x) =

∑
i

Qi,ixi +
∑
i<j

Qi,jxixj, (2)

A QUBO formula should have no constraint term, as sug-
gested by its name. However, some optimization problems
have constraints of feasible solutions. Any equality constraint
Rx = t can be transformed into a constraint term or penalty
term of the form α(Rx − t)2, where R is a 1 × n matrix
(or row vector) with real-number coefficients, x is a column
vector of variables with binary values, t is a constant, and
α is called a constraint weight or penalty weight of a real-
number value. By integrating the penalty term α(Rx− t)2 and
the optimization term xTQx, the objective function f (x) is
extended to be the formula shown in Equation (3) below.

f (x) = α(Rx − t)2 + xTQx (3)

Equation (3) sometimes is extended to be a more general
formula, as shown in Equation (4) below.

f (x) = α(Rx − t)2 + βxTQx, (4)

where β is called the optimization weight of a real-number
value associated with the optimization term xTQx.
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The value of weights α and β should be set properly so
that the whole QUBO objective function can be minimized
to return an optimal and feasible solution to the problem.
Some weight setting methods are proposed to set the weights
properly. They are elaborated in the next subsection.

C. SETTING QUBO PENALTY WEIGHTS
In this subsection, we elaborate weight setting methods
(WSMs) [38], [39] to properly set the penalty weight α of
the QUBO formula shown in the following Equation (5).

f (x) = α(Rx − t)2 + xTQx = αg(x) + c(x), (5)

where α is the penalty weight with a real-number value, R is a
row vector with real-number coefficients, x is a column vector
of binary variables with either value 0 or 1, t is a constant,Q is
an upper triangular matrix with real-number coefficients, g(x)
is the constraint function, and c(x) is the cost function or the
optimization function.

In Equation (5), g(x) > 0 if x represents an infeasible
solution, whereas g(x) = 0 if x represents a feasible solution.
Let y be the optimal solution that makes f (y) have theminimal
value, and S be the space of all infeasible solutions. We have
the following inequality:

c(y) < αg(x) + c(x), for every x ∈ S. (6)

According to Equation (6), a valid penalty weight α must
satisfy the following inequality:

α > max
x∈S

(
c(y) − c(x)

g(x)

)
. (7)

Based on Equation (7), different WSMs [38], [39] are
proposed to set α as various values. The methods are
Verma and Lewis Method (VLM), Upper Bound (UB),
Maximum QUBO Coefficient (MQC), Maximum change in
Objective function divided by Minimum Constraint function
of infeasible solutions (MOMC), and Maximum value
derived from dividing each change in Objective function with
the corresponding change in Constraint function (MOC).

Table 1 shows the penalty weights associated with the
above-mentioned WSMs. In the table, G and C are n × n
matrices representing g(x) and c(x), respectively. Moreover,
z is a column vector with all 1’s, so αUB is an upper
bound of the objective function with all positive QUBO
formula coefficients. αMQC is the maximum QUBO formula
coefficient. αVLM is a good estimation of the numerator
(i.e., c(y) − c(x)) of Equation (7) without considering the
denominator (i.e., g(x)). αMOMC considers g(x) to improve
αVLM by estimating g(x) as γ , the minimum change in the
constraint function that is larger than 0. αMOC tries to further
improve αVLM by considering a possible increase in the
constraint function as a result of a change in the objective
function which can be achieved by flipping any bit from 0 to
1 or vice versa. The readers are referred to [38] and [39] for
details of setting the penalty weight α.

D. RUNNING A QAA ON A QUANTUM ANNEALER
Figure 2 shows the five major steps to design and run a QAA
for solving an optimization problem on a quantum annealer,
such as the D-Wave Advantage quantum computer. The five
steps are elaborated below.

Step 1. Problem formulation (or definition): The optimiza-
tion problem is formulated as the QUBO formula of a QAA.
Note that some studies formulate the problem as the Ising
model [40]. For example, the paper [41] formulates 21 NP-
hard problems as Ising models. It has been shown in [42]
that the QUBO formula and the Ising model are equivalent,
and can be transformed to each other easily. Since this paper
focuses on the QUBO formula, an optimization problem is
formulated as a QUBO formula in the following context. The
formula is in turn transformed into a graph in which a node (or
vertex) stands for a binary variable, and the weight of an edge
between two nodes represents the coupling strength between
the two variables associated with the two nodes.

Step 2. Minor embedding: The graph corresponding to the
QUBO formula is embedded in the quantum processor or
quantum processing unit (QPU) of the quantum annealer,
with qubits and couplers representing graph nodes and
edges, respectively, as shown in Figure 2. Ideally, a qubit
should be directly connected to every qubit that has a
coupling relationship with it. However, due to the hardware
limitation of qubit connectivities, a qubit can only be directly
connected to a certain number of qubits. For example,
a qubit can be directly connected to 6 and 15 other qubits
in the D-wave quantum annealer Chimera and Pegasus
architectures, respectively.

In order to maintain the coupling relationships of nodes in
the graph, multiple qubits are used to represent a node, and
couplers (or chains) of strong strength are set between each
other of these qubits to make them maintain the same value.
Note that a doubled line between two nodes of some graphs
in Figure 2 represents a chain.
When the required number of qubits exceeds the upper

limit of the device, the graph corresponding to the original
problem should be decomposed into subgraphs to be
properly embedded into the QPU. Currently known graph
decomposition (or problem decomposition) methods include
the iterative centrality halo method [43], which prioritizes
nodes that have significant impacts on the global solution,
and the DBK (Decomposition, Bounds, K-core) method,
which recursively decomposes a graph into subgraphs of
specific sizes [44]. Certainly, the performance of quan-
tum annealing is greatly affected by graph decomposition
methods [43], [44].

Step 3. Initialization: This step sets the initial Hamiltonian
Hi and the final Hamiltonian Hf of the entire system. For
a particular state of the system, the Hamiltonian represents
the total energy of the system in that state. The initial
Hamiltonian Hi is set to make every qubit stay in a
superposition state. The final HamiltonianHf is set according
to the QUBO formula, so that the minimum final Hamil-
tonian corresponds to the optimal solution to the problem.
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TABLE 1. Different weight setting methods (WSMs) and their associated penalty weights.

FIGURE 2. The workflow of running a QAA on a D-Wave quantum annealer (adapted from [36]).

The system HamiltonianH (t) at time t of a quantum annealer
can be expressed as the following Equation (8).

H (t) = A(t)Hi + B(t)Hf , (8)

where A(t) and B(t) are Hamiltonian scaling functions that
evolve with the annealing time t . On the one hand, A(t)
gradually goes from 1 to close to 0; on the other hand, B(t)
gradually goes from 0 to close to 1.

Step 4. Annealing: In this step, the annealing process is
performed to obtain the optimal (or minimum) value of the
objective function. The system starts from the lowest initial
Hamiltonian, where every qubit is in a superposition state.
Then during annealing, the initial Hamiltonian decreases
gradually, whereas the final Hamiltonian increases gradually.
Finally, at the end of the annealing, the effect of the
initial Hamiltonian drops to zero, and the system is in the
lowest energy state of the final Hamiltonian associated with
the QUBO formula of the objective function. Each qubit

collapses from the superposition state to the state of 0 or 1,
which corresponds to the binary variable value achieving the
final global optimal objective function value.

The lower right part of Figure 2 shows the change in
the energy scaling functions A(t) and B(t) in Equation (8).
During the annealing process, the energy scaling function
A(t) and B(t) gradually grow smaller and larger with time t ,
respectively. Thus, the influence of the initial HamiltonianHi
becomes more significant, whereas the influence of the final
Hamiltonian Hf becomes less significant. And at the end of
annealing, the system Hamiltonian is mostly reflected by the
final Hamiltonian Hf .

Step 5. Reading: After the annealing process, the value
(0 or 1) of each qubit is read out for post-processing.
According to the corresponding relationship between the
qubit and the graph node, a solution to the original problem
can be derived. If the values of qubits representing the same
node are inconsistent, post-processing mechanisms, such as
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the majority vote, are employed to determine what the value
of the node is. Note that Steps 4 and 5 are repeatedmany times
(shots), which is called the resampling process, to ensure that
the optimal solution to the problem can be found with high
probability.

III. QAAS SOLVING NP-HARD PROBLEMS
This section presents QAAs using QUBO formulas to solve
specific NP-hard problems, including the SSP, MCP, VCP,
0/1 KP, GCP, HCP, TSP, and JSP. The QAAs are elaborated
one by one in the following subsections.

A. THE QAA SOLVING THE SSP
The subset sum problem (SSP) is defined as follows:

Given a set S = {s1, s2, . . . , sn}with n integers, and a target
integer T , the SSP is to find a subset S ′ of S such that the sum
of the integers in the subset S ′ is exactly T .

The QAA solving the SSP utilizes the following QUBO
formula:

H (x) =

(
n∑
i=1

sixi − T

)2

(9)

In Equation (9), si is an integer in S, xi = 1 represents
that si is in S ′, and xi = 0 represents that si is not in S ′,
where 1 ≤ i ≤ n. The number of QUBO variables is of O(n),
which scales linearly with the problem size n, and the QUBO
formula has only the constraint term.

B. THE QAA SOLVING THE MCP
The maximum cut problem (MCP) is defined as follows:

Given an undirected graph G = (V ,E) with the vertex set
V and the edge set E , a cut in G is a subset S ∈ V . The MCP
is to find a cut S such that EWS(S, S ′) is maximized, where
S ′

= V − S, and EWS(S, S ′) stands for the edge weight sum
of edges between S and S ′.

The QAA solving the MCP utilizes the following QUBO
formula:

H (x) =

∑
(u,v)∈E

wuv(−xu − xv + 2xuxv) (10)

In Equation (10), xu = 1 (resp., xu = 0) indicates that u
is (resp., is not) in S, xv = 1 (resp., xv = 0) indicates that v
is (resp., is not) in S, and wuv is the weight associated with
the edge (u, v). The number of QUBO variables is of O(n),
which scales linearly with the problem size n, and the QUBO
formula has only the optimization term.

C. THE QAA SOLVING THE VCP
The vertex cover problem (VCP) is defined as follows:

Given an undirected graph G = (V ,E) with the vertex
set V and the edge set E , the VCP is to find a minimum-sized
subset V ′ of V , such that for every edge (u, v) in E , either u
or v is in V ′.

The QAA solving the VCP utilizes the following QUBO
formula:

H (x) = A
∑

(u,v)∈E

(1 − xu)(1 − xv) + B
∑
v∈V

xv (11)

In Equation (11), xu = 1 (resp., xu = 0) indicates that u
is (resp., is not) in V ′, and xv = 1 (resp., xv = 0) indicates
that v is (resp., is not) in V ′. The first term is the constraint
term whose weight is A, whereas the second term is the
optimization term whose weight is B. The number of QUBO
variables is of O(n), which scales linearly with the problem
size n, and the QUBO formula has both the constraint term
and the optimization term.

D. THE QAA SOLVING THE 0/1 KP
The 0/1 knapsack problem (0/1 KP) is defined as follows:

Consider a knapsack with capacity W and n objects
o1, . . . , on whose weights are w1, . . . ,wn and whose costs
are c1, . . . , cn. The 0/1 KP is to select objects to form a
set S such that

∑
oi∈S ci is maximized under the constraint∑

oi∈S wi ≤ W (i.e., selected objects can be accommodated
by the knapsack and have the maximum total cost).

The QAA solving the 0/1 KP utilizes the following QUBO
formula:

H (x) = A

1 −

W∑
j

yj

2

+ A

 W∑
j=1

jyj −
n∑
i=1

wixi

2

− B
n∑
i=1

cixi (12)

In Equation (12), xi = 1 if oi ∈ S (i.e., if oi is selected
to be put in the knapsack), where 1 ≤ i ≤ n. Furthermore,
yj = 1 if the total weight of the selected objects in S to be
put in the knapsack is j, where 1 ≤ j ≤ W . The number of
QUBO variables is of O(n + W ), which scales linearly with
the problem size n plus W , and the QUBO formula has both
the constraint term and the optimization term. Note that if
we consider the number b = logW of bits representing W
as the input size, then the number of QUBO variables is
of O(n + 2b), which is no longer scales linearly with the
problem size. This situation is like that 0/1 KP is regarded as
a pseudo polynomial time-complexity problem, as a dynamic
programming algorithm can solve the 0/1 KP with the time
complexity of O(n×W ) [45]. However, we still take the value
ofW as the problem input size and assume that the number of
QUBO variables is of O(n + W ), which scales linearly with
the problem size n andW .

E. THE QAA SOLVING THE GCP
The graph coloring problem (GCP) is defined as follows:

Given a chromatic number n, and an undirected graphG =

(V ,E) with the vertex set V and the edge set E ofm edges, the
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GCP is to decide if it is possible to color all vertices in V such
that for every edge (u, v) in E , vertices u and v have different
colors.

The QAA solving the GCP utilizes the following QUBO
formula:

H (x) =

∑
v∈V

(
1 −

n∑
i=1

xv,i

)2

+

∑
(u,v)∈E

n∑
i=1

xu,ixv,i (13)

In Equation (13), xv,i = 1 indicates that vertex v is colored
with color i, 1 ≤ i ≤ n. The first term and the second term
are both constraint terms. The first constraint term means
that every vertex should be colored with only one color. The
second constraint termmeans that adjacent vertices should be
colored with different colors. The number of QUBO variables
is of O(m×n), which does not scale linearly with the problem
size m and n, and the QUBO formula has only the constraint
term.

F. THE QAA SOLVING THE HCP
The Hamiltonian cycle problem (HCP) is defined as follows:

Given an undirected graph G = (V ,E) with the vertex set
V of n vertices denoted by numbers 1, . . . , n and the edge
set E , the HCP is to decide if there exists a Hamiltonian cycle
starting at an arbitrary vertex s, visiting very other vertex
exactly once, and going back to vertex s.
The QAA solving the HCP utilizes the following QUBO

formula:

H (x) =

n∑
v=1

1 −

n∑
j=1

xv,j

2

+

n∑
j=1

(
1 −

n∑
v=1

xv,j

)2

+

∑
(u,v)/∈E

n∑
j=1

xu,jxv,j+1 (14)

In Equation (14), xv,j = 1 represents that vertex v is the
jth vertex visited, where 1 ≤ v, j ≤ n. There are three terms
in the QUBO formula. They are all constraint terms. The first
term restricts that every vertex can be visited only once. The
second term restricts that only one vertex can be visited at a
time. The third term restricts that if vertex v is visited after
vertex u is visited, then there must be an edge (u, v) ∈ E . The
number of QUBO variables is of O(n2), which does not scale
linearly with the problem size n, and the QUBO formula has
only the constraint term.

G. THE QAA SOLVING THE TSP
The travelling salesman problem (TSP) is defined as follows:

Given a directed graph G = (V ,E) with the vertex set V
of n vertices denoted by numbers 1, . . . , n and the edge set E ,

the TSP is to find a cycle that first visits an arbitrary vertex s,
then sequentially visits every other vertex exactly once, and
at last visits vertex s, such that the sum of weights of edges
included in the cycle is minimized.

The QAA solving the TSP utilizes the following QUBO
formula:

H (x) = A
n∑
v=1

1 −

n∑
j=1

xv,j

2

+ A
n∑
j=1

(
1 −

n∑
v=1

xv,j

)2

+ A
∑

(u,v)/∈E

n∑
j=1

xu,jxv,j+1

+ B
∑

(u,v)∈E

Wu,v

n∑
j=1

xu,jxv,j+1 (15)

In Equation (15), xv,j = 1 represents that vertex v is the
jth vertex to be visited, where 1 ≤ v, j ≤ n. There are
four terms in the QUBO formula. The first three terms are
constraint terms whose weights are A. The first constraint
term indicates that each vertex should be visited only once,
the second term means that only one vertex should be visited
at a time, and the third term means that if the visit of vertex
u is followed by the visit of vertex v, then there should exist
an edge (u, v) ∈ E . The fourth term is an optimization term,
in which Wu,v is the weight associated with the edge (u, v).
The number of QUBO variables is of O(n2), which does
not scale linearly with the problem size n, and the QUBO
formula has both the constraint term and the optimization
term.

H. THE QAA SOLVING THE JSP
The job shop scheduling problem (JSP) is defined as follows:

Consider a set M = {M1, . . . ,Mm} of m machines and
a set J = {J1, . . . , Jn} of n jobs, where job Jc consists
of a sequence JOc of operations for 1 ≤ c ≤ n. Let
JO1 = (o1, . . . , ok1 ), JO2 = (ok1+1, . . . , ok2 ), . . . , JOn =

(okn−1+1, . . . , okn ), where kn is the total number of operations.
Note that k0 is set as 0 to be used later. Each operation is
associated with an index i, 1 ≤ i ≤ kn, and its processing
time is denoted as pi. An operation needs to be processed on
a specific machine, operations of a job should be processed
sequentially, and only one operation of a job can be processed
at a given time. The JSP is to find a schedule to assign
operations to machines for minimizing the makespan, that is,
the total length of the schedule, or the latest finish time of
operations.

The QAA solving the JSP utilizes the following QUBO
formula:

H (x) = A h1(x) + B h2(x) + C h3(x) + Dho(x),where
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h1(x) =

n∑
c=1

 ∑
kc−1<i<kc
t+pi>t ′

xi,txi+1,t ′


h2(x) =

m∑
d=1

 ∑
(i,t,i′,t ′)∈Rd

xi,txi′,t ′


h3(x) =

kn∑
i=0

(
T∑
t=1

xi,t − 1

)2

ho(x) =

kn∑
i=0

T∑
t=0

(
xi,t (kn + 1)

)t+pi (16)

In Equation (16), xi,t = 1 represents that operation oi starts
at time t ≤ T , where T is the maximum time. Furthermore,
Rd = Ad ∪ Bd ,Ad = {(i, t, i′, t ′) : (i, i′) ∈ Id × Id , i ̸=

i′, 0 ≤ t, t ′ ≤ T , 0 < t ′−t < pi},Bd = {(i, t, i′, t ′) : (i, i′) ∈

Id × Id , i < i′, t = t ′, pi > 0, pi′ > 0}, and Id is the set of
indices of all operations that are restricted to be executed on
machineMd , 1 ≤ d ≤ m.
The terms h1(x), h2(x), and h3(x) are constraint terms.

The term h1(x) restricts that all operations of a job should
be processed sequentially. The term h2(x) restricts that a
machine can process only one operation at a time. The
term h3(x) restricts that every operation should be processed
exactly once. The term ho(x) is the optimization term for
minimizing the makespan, since ho(y) < ho(z), where y is
the optimal solution, and z is any non-optimal (but feasible)
solution.

The number of QUBO formula variables is of O(kn × T ),
which does not scale linearly with the problem size kn and T ,
and the QUBO formula has both the constraint term and the
optimization term.

IV. THE QUBO FORMULA CLASSIFICATION
As just shown in the last section, QUBO formulas are used
by QAAs to solve the SSP, MCP, VCP, 0/1 KP, GCP, HCP,
TSP, and JSP. The QUBO formulas can be classified into four
classes according to the following two classification criteria.

• Classification criterion 1 (CC1): Does the number of
QUBO variables have a linear relationship with the
problem input size?

Some QUBO formulas meet CC1 and maintain
a linear relationship between the number of QUBO
variables and the problem input size, whereas some
QUBO formulas do not. For example, the QUBO
formulas used by the QAAs to solve the SSP, MCP,
VCP, and 0/1 KP meet CC1. On the contrary, the QUBO
formulas used by the QAAs to solve the GCP, HCP, TSP,
and JSP do not meet CC1.

• Classification criterion 2 (CC2): Does the QUBO for-
mula have both the constraint term and the optimization
term?

Some QUBO formulas do not meet CC2 and have
either the constraint term or the optimization term.
However, some QUBO formulas meet CC2 and have

both the constraint term and the optimization term. For
example, theQUBO formulas used by theQAAs to solve
the SSP, MCP, GCP, and HCP have either the constraint
term or the optimization term. On the contrary, the
QUBO formulas used by the QAAs to solve the VCP,
0/1 KP, TSP, and JSP have both the constraint term and
the optimization term.

As shown in Table 2, QUBO formulas can be classified
into four classes according to the two criteria CC1 and CC2.
Table 2 also shows examples for each class. Specifically,
QUBO formulas used byQAAs to solve the SSP and theMCP
belong to Class-1. QUBO formulas used by QAAs to solve
the VCP and the 0/1 KP belong to Class-2. QUBO formulas
used by QAAs to solve the GCP and the HCP belong to
Class-3. QUBO formulas used by QAAs to solve the TSP and
the JSP belong to Class-4.

V. BENCHMARKS OF QAAS SOLVING NP-HARD
PROBLEMS
This section benchmarks the above-mentioned QAAs against
the CAs with the best solutions ever known (i.e., the best
quality of the solution). It presents the performance compar-
isons of the QAAs and related CAs for solving the SSP, MCP,
VCP, 0/1 KP, GCP, HCP, TSP, and JSP. The performance
comparison experiments are conducted by accessing the
D-Wave Advantage quantum annealer through the Amazon
Braket service for running the QAAs. The performance
information of the CAs solving the same problems is derived
from research papers in the literature. Certainly, the QAAs
and the CAs are applied to the same problem instances for
the sake of fair comparisons. The hardware and software
specifications that significantly influence the CA execution
time are not the same for different problems, though. We still
include the CA execution time derived from existing papers
for reference in benchmarking.

A. BENCHMARKING THE QAA SOLVING THE SSP
The public problem instances, p01, p02, p03, p04, p05,
p06, and p07, derived from [46] are used for benchmarking
algorithms solving the SSP. Every integer element in set S of
the SSP instance is between 5 and 30, and the target integer T
is between 20 and 200. The comparative CA is a dynamic
programming algorithm [46].

As shown in Table 3, the CA can find correct solutions
(indicated by ‘‘Y’’) to all problem instances. However, the
QAA cannot find the correct solution to the problem instance
p03, in which set S contains many large integers. In other
words, the CA can find solutions to all problem instances,
so does the QAA except for one problem instance. Thus, the
QAA is almost as good as the CA in terms of the quality to
solutions, but the CA is a little better. However, the QAA usu-
ally consumes less time, either in terms of the total execution
time (ET) or the QPU time (QT). For problem instances p02
and p03, the QAA is faster than the CA by a factor around
30, and 130, respectively. Note that below a result in blue
with a superscript =, a result in red with a superscript +, and
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TABLE 2. The four-class classification of QUBO formulas.

TABLE 3. Benchmarks of algorithms solving the SSP.

a result in green with a superscript - are used to indicate that
the QAAs’ solutions (Sol.) are equal to, better than, andworse
than those of CAs, respectively. Also note that the time unit
is ‘‘second’’ in the tables of benchmarks.

B. BENCHMARKING THE QAA SOLVING THE MCP
The problem instances, g22, g23, g24, g25, g27, g32,
g33, g35, g36, and g37, derived from a publicly available
database [47] are used for benchmarking algorithms solving
the MCP. The instances include cyclic graphs, planar graphs,
and random graphs with edge weights of 1, 0, and -1.
The number of graph nodes in the instances ranges
from 800 to 3000. The CA to be compared is the optimization
software provided by Meta-Analytics [48].
As shown in Table 4, both the QA and the CA can

find good solutions to the MCP instances, and the QA
can even find better solutions to problem instances g33
and g36, improving the maximum cut solution of the
weight sum from 1380 to 1382, and from 7674 to 7675,
respectively. Due to the limited number of qubits, when
faced with large-sized problem instances, it is necessary to
first decompose the problem instance by a tool running on
a classical computer before embedding it in the QPU for
quantum annealing. Therefore, the QAA has longer execution
time than the CA, as shown in Table 4. However, the QPU
time of the QAA is shorter than the execution time of
the CA. Note that EnergyImpactDecomposer, which is a
problem decomposition tool provided in the D-Wave Ocean
library [49], is used to decompose the problem into smaller
subproblems based on the energy contributions of variables
to the problem.

C. BENCHMARKING THE QAA SOLVING THE VCP
The public problem instances, p-hat300-1, keller4,
brock400-2, keller5, DSJC500.5, C1000.9, and keller6,
derived from the DIMACS (Discrete Mathematics and
Theoretical Computer Science) challenge [50] are used for
benchmarking algorithms solving the VCP. The number of
vertices in vertex set V of the VCP instances is between

300 and 1000. The comparative CA is a branch-and-bound
algorithm [51].
There are two QAAs, QAA1 and QAA2, for benchmark-

ing. The QAA1 sets the optimization weight B as 1 and then
sets the penalty weight A by employing applicable WSMs in
the following order: MOC, MOMC, VLM, MQC, and UB,
to make the penalty weight larger and larger until feasible
solutions are found. With our experiences, small penalty
weights usually lead to infeasible solutions, whereas large
penalty weights tend to cause feasible solutions. However,
too large penalty weights may lead to feasible solutions with
low qualities. This is the reason why QAA1 sets the penalty
weight by employing applicable WSMs according to the
order of MOC, MOMC, VLM, MQC, and UB. Note that
a WSM may not be applicable to a QUBO formula. For
example, the MOC cannot be applied to the QUBO formula
using matrices of different dimensions.

The penalty weights of the QAA2 are set by running an
evolutionary algorithm, the genetic algorithm (GA) provided
in [52], for many iterations. The GA encodes penalty weights
as bit vectors to go through the population initialization,
fitness evaluation, elitism selection, crossover, and mutation
processes. TheGAdetails are described as follows. The initial
population size is 10. The QAA is used to evaluate the fitness
value. The elite number of the roulette-wheel elitism selection
process is 4. The crossover rate is 0.9, and the one-point
crossover is adopted for the crossover process. The mutation
rate is 0.2, and the one-point mutation is employed to flip the
bit at the mutation point. The maximum number of iterations
to run the GA is 50.

As shown in Table 5, the QAA1 uses the UBmethod to find
solutions to the three problem instances, keller4, keller5, and
keller6, whereas it uses the MOC method to find solutions
to the other problem instances. QAA1 has equally good
solutions as the CA to three problem instances, p-hat300-1,
keller4, and DSJC500.5, and has worse solutions than the
CA to other problem instances. The QAA2 has equally good
solutions to five problem instances, and has worse solutions
than the CA to two problem instances, keller 5 and keller 6.
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TABLE 4. Benchmarks of algorithms solving the MCP.

TABLE 5. Benchmarks of algorithms solving the VCP.

Furthermore, it can be observed that QAAs may be faster or
slower than the CAs for the VCP instances.

D. BENCHMARKING THE QAA SOLVING THE 0/1 KP
The public problem instances, L3, L4, L6, L7, L11, and
L14, derived from [47] are used for benchmarking algorithms
solving the 0/1 KP. The number of objects of the 0/1 KP
instances is between 4 and 45, and the knapsack capacity
is between 20 and 1000. The comparative CA is Google
OR-Tools [53], which is a free and open-source toolkit,
using the linear programming, mixed-integer programming,
constraint programming, and vehicle routing algorithms,
to solve optimization problems.

There are two QAAs, QAA1 and QAA2, for benchmark-
ing. The QAA1 sets the optimization weight B as 1 and then
sets the penalty weight A by employing applicable WSMs in
the following order: MOC, MOMC, VLM, MQC, and UB,
to make the penalty weight larger and larger until feasible
solutions are found. Unfortunately, none of the WSMs can
properly set the penaltyweights to find feasible solutions. The
acronym ‘‘NF’’ representing ‘‘Not Found’’ is used to indicate
such cases in Table 6. The penalty weights of the QAA2 are
set by running the GA provided in [52]. The GA parameters
are set as follows. The number of bits to represent the penalty
weight as an integer is 14. The initial population size is 10.
The elite number of the selection process is 4. The crossover
rate is 0.5, and the one-point crossover is adopted for the
crossover process. The mutation rate is 0.2, and the one-point
mutation is employed to flip the bit at the mutation point. The
maximum number of iterations to run the GA is 100.

As shown in Table 6, the QAA2 and the CA have the same
solutions to most problem instances; however, the QAA has
worse solutions to problem instances L11 and L14 than the
CA has. Furthermore, it can be observed that the CA has
better computation time than QAAs.

E. BENCHMARKING THE QAA SOLVING THE GCP
The public problem instances, R125.1, DSJC125.1,
DSJC125.5, R250.1, DSJC250.1, DSJC250.5, DSJC500.1,
and le450_15d, derived from [54] are used for benchmarking
algorithms solving the GCP. The number of vertices in
vertex set V of the GCP instances is between 125 and 450.
The comparative CA is a memetic algorithm combining the
teaching-learning concept and the tabu-search concept [55].
As shown in Table 7, the QAA cannot find solutions

to GCP instances DSJC125.5, DSJC250.5, DSJC500.1, and
le450_15d, whereas and the CA can find solutions to all
problem instances. Furthermore, the QAA may be faster or
slower than the CA for some problem instances.

F. BENCHMARKING THE QAA SOLVING THE HCP
The public problem instances, 4_H, 6_H-1, 6_H-2, 8_H-
1, 8_H-2, and alb1000, derived from [56] are used for
benchmarking algorithms solving the HCP. The number of
vertices in vertex set V of the HCP instances is between
1000 and 5000. The comparative CA is an algorithm using
the ‘‘snakes and ladders’’ heuristic [57]. The algorithm is
implemented in Python and C++ [58].
As shown in Table 8, the QAA cannot find solutions to

the problem instance alb1000 (indicated by ‘‘NF’’), whereas
and the CA can find solutions to all problem instances.
The CA execution time is 0.023 for the alb1000 problem
instance. However, the CA execution time cannot be found
from research papers and indicated by ‘‘N/A’’ (i.e., ‘‘not
available’’) in Table 8. The QAA takes several seconds to run,
and takes QPU time less than 0.202 seconds. However, the
QAA cannot run properly for the alb1000 instance; it gets an
errormessage of ‘‘Kernel died’’ (indicated by ‘‘X’’ in Table 8)
and no solution is returned. The reason for getting such an
error message is that the problem size is too large, causing
too many QUBO variables.
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TABLE 6. Benchmarks of algorithms solving the 0/1 KP.

TABLE 7. Benchmarks of algorithms solving the GCP.

TABLE 8. Benchmarks of algorithms solving the HCP.

G. BENCHMARKING THE QAA SOLVING THE TSP
The public problem instances, br17, ftv33, ftv35, gr17, gr21,
p43, ry48p, and kro124p, derived from TSPLIB [59] are used
for benchmarking algorithms solving the TSP. The number
of vertices of the TSP instances is between 17 and 124.
The comparative CA is the algorithm provided by Google
OR-Tools [53].

There are three QAAs, QAA1, QAA2, and QAA3, for
benchmarking. Again, the QAA1 sets the optimization
weightB as 1 and then sets the penalty weightA by employing
applicable WSMs in the following order: MOC, MOMC,
VLM, MQC, and UB, to make the penalty weight larger and
larger until feasible solutions are found. The QAA2 uses a
method called ‘‘total edge weight adjustment (TEWA)’’ to
set the optimization weight B as 1 and then set the penalty
weight A as the value of n

m

∑
e∈E we (i.e., A is the summation

of all edge weights times the number n of vertices and divided
by the number m of edges). QAA3 sets the optimization
weight B as 1 and uses the GA to set the penalty weight
A with the following GA parameters. The number of bits
to represent the penalty weight is 16. The initial population
size is 4. The elite number of the selection process is 2.
The crossover rate is 0.9, and the one-point crossover is
adopted for the crossover process. The mutation rate is 0.2,
and the one-point mutation is employed to flip the bit at the
mutation point. The maximum number of iterations to run the
GA is 3.

As shown in Table 9, the QAA1, QAA2, QAA3, and
the CA find an equally good solution to the problem
instance br17, whereas the QAA1, QAA2, and QAA3 have
worse solutions to all other problem instances than the CA.
Furthermore, the QAA1, QAA2, and QAA3 are slower than
the CA for all problem instances in terms of the total
execution time. However, the QPU time of the QAA1, QAA2,
and QAA3 is smaller than the execution time of the CA for
some problem instances.

H. BENCHMARKING THE QAA SOLVING THE JSP
The public problem instances, ft02, ft03, ft04, ft06, la03, and
ft10, provided by OR-Library [60] are used for benchmarking
algorithms solving the JSP. The comparative CA is the
algorithm provided by Google OR-Tools [53].

The QUBO formula used by the QAA has three constraint
terms and one optimization term, each of which has a
different weight. So, none of MOC, MOMC, VLM, MQC,
and UB is applicable to tune the penalty weights. Instead,
GA is adopted as theWSM to tune theweightsA,B,C , andD.
The GA parameters are set as follows. The number of bits to
represent the weights is 5. The initial population size is 10 (for
ft02, ft03, ft04, and ft06) or 4 (for la03 and ft10). The elite
number of the selection process is 4 (for ft02, ft03, ft04, and
ft06) or 2 (for la03 and ft10). The crossover rate is 0.9, and the
one-point crossover is adopted for the crossover process. The
mutation rate is 0.2, and the one-point mutation is employed
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TABLE 9. Benchmarks of algorithms solving the TSP.

to flip the bit at the mutation point. The maximum number of
iterations to run the GA is 10 (for ft02, ft03, ft04, and ft06)
or 3 (for la03 and ft10).

As shown in Table 10, the QAA has the same solutions
as the CA to the problem instances ft02, ft03, ft04, and
ft06. However, the QAA cannot find any feasible solution
(indicated by ‘‘NF’’) to the problem instances la03 and ft10.
Furthermore, both the execution time and the QPU time of
the QAA are longer than the execution time of the CA.

VI. OBSERVATIONS FROM QAA BENCHMARKS
By the benchmarks of QAAs and CAs for solving different
NP-hard problems, we have the following observations and
suggestions.

The QAAs using Class-1 QUBO formulas are likely to
have performance that is better than or similar to that
of related CAs. This is because the number of QUBO
variables of a Class-1 QUBO formula scales linearly with the
problem input size. Furthermore, a Class-1 QUBO formula
has either the constraint term or the optimization term. Thus,
a Class-1 QUBO formula usually has fewer QUBO variables
and simpler coupling relationships between variables than
formulas of other classes. The graph associated with a
Class-1 QUBO formula is thus easier to be embedded into
the QPU properly, leading to short computation time and
annealing time, along with good solutions.

A Class-2 QUBO formula has both the constraint term and
the optimization term, but the number of QUBO variables of
a Class-2 QUBO formula scales linearly with the problem
input size. Thus, a Class-2 QUBO formula usually has fewer
QUBO variables than formulas of other classes. However,
it may have more complex coupling relationships. On the
contrary, a Class-3 QUBO formula has either the constraint
term or the optimization term, leading to simpler coupling
relationships. However, the number of QUBO variables of
a Class-3 QUBO formula does not scale linearly with the
problem input size, which implies there are more QUBO
variables. By observing benchmarks of QAAs and related

CAs just shown earlier, QAAs using Class-2 or Class-3
QUBO formulas have similar or a little worse performance
than related CAs.

A Class-4 QUBO formula has both the constraint term and
the optimization term, and the number of QUBO variables
of a Class-4 QUBO formula does not scale linearly with the
problem input size. Thus, a Class-4 QUBO formula has more
QUBO variables and more complex coupling relationships
than formulas in other classes. Thus, the graph associated
with a Class-4 QUBO formula is hard to be embedded into
the QPU properly, leading to long computation time and
annealing time, along with unfavorable solutions.

For QAAs using Class-2 or Class-4 QUBO formulas
that contain both constraint terms and optimization terms,
we need to set the penalty weight and the optimization weight
before the quantum annealing process starts. It is suggested
to set the optimization weight as 1 and then set the penalty
weight by employing applicable WSMs in the following
order: MOC, MOMC, VLM, MQC, and UB, to make the
penalty weight larger and larger until feasible solutions are
found. It is observed that small penalty weights may lead to
infeasible solutions, whereas large penalty weights tend to
cause feasible solutions. However, too large penalty weights
may lead to feasible solutions with low qualities. This is
the reason why it is suggested to set the penalty weight by
employing applicable WSMs according to the order of MOC,
MOMC, VLM, MQC, and UB.

It is also suggested to adopt GA for setting the optimization
weight and the penalty term properly. The GA encodes
weights as bit vectors to go through the population initial-
ization, fitness evaluation, elitism selection, crossover, and
mutation processes. The GA runs iteration by iteration until
fitness value converges or the maximum iteration is reached.
By the QAA benchmarks shown earlier, the GA is promising
to set the penalty weight and the optimization weight properly
for QAAs to find good solutions. However, the GA consumes
much computation time, which is not included in the QAA
benchmarks, to set weights properly. It is suggested to use
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TABLE 10. Benchmarks of algorithms solving the JSP.

the GA to set weights for a problem instance PI for the first
time. When the problem instance PI is modified slightly,
the same weights are still applied to the modified problem
instance. Moreover, the same weights can also be applied to
problem instances that are similar to PI. Therefore, the GA
computation time can be regarded as just a one-time pre-
consumption of time.

VII. CONCLUSION
In this paper, QUBO formulas are classified into four
classes according to two criteria: (i) Does the number of
QUBO variables scale linearly with the problem input size?
(ii) Does the QUBO formula have both the constraint term
and the optimization term? The classification is exemplified
by QUBO formulas used by QAAs to solve specific NP-hard
problems, including the SSP, MCP, VCP, 0/1 KP, GCP, HCP,
TSP, and JSP.

We benchmark the QAAs against related CAs. Observa-
tions from QAA benchmarks along with derived suggestions
are further given for improving QAA performance. CAs and
QAAs using Class-2 and Class-3 QUBO formulas provide
solutions of similar qualities to NP-hard problems. QAAs
may have longer or shorter execution time than CAs. QAAs
using Class-1 (resp., Class-4) QUBO formulas are likely to
be better (resp., worse) than CAs in terms of the quality of
the solution and the time to the solution. It is believed many
QAAs will have superior performance in the future when
we go beyond the current NISQ era [32], in which quantum
devices have only a moderate number of error-prone qubits.

In the future, we plan to investigate more QAAs using
different QUBO formulas to solve more problems to
exemplify the QUBO formula classificationmore thoroughly.
In addition to the evolutionary algorithm GA, we also plan
to study the possibilities of employing various evolutionary
algorithms, such as the particle swarm optimization, ant
colony optimization, and tabu search algorithms, to prop-
erly set weights of constraint and optimization terms for
improving QAA performance. Furthermore, we plan to apply
the QUBU formulas to developing algorithms for different
computing machines that are similar to the quantum annealer,
such as the digital annealer (DA) [61] and the coherent Ising
machine (CIM) [62], to see if the DA or the CIM can obtain
better solutions than the quantum annealer.
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