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ABSTRACT Aimed at existing saliency object detection models with problems of front and back view
misclassification and edge blur, this study proposes an algorithm with multi-scale feature enhancement.
In this algorithm, the feature maps of salient objects are extracted using VGG16. Multi-scale Feature
Fusion Module is added to enhance the detailed information of the second feature layer and the semantic
information of the fifth feature layer, which effectively improves the characterization ability of the second
feature layer on the edges of salient objects and the fifth feature layer on salient objects. Simultaneously,
Feature Enhancement Fusion Module is added to achieve the full fusion of local detail information and global
semantic information through layer-by-layer fusion from deep to shallow, which is used to obtain a feature
map with complete feature information. Finally, a complete prediction map with clear edges is obtained by
training the network model. The performance of the proposed algorithm is compared with six algorithms,
Amulet, R3Net, PoolNet, MINet, PurNet, and NSAL, on the HKU-IS, ECSSD, DUT-OMRON, and DUTS-
TE datasets. MAE (Mean Absolute Error) values were decreased by 0.011, 0.009, 0, —0.001, 0.001, 0.003.
F-measure were improved by 0.037, 0.019, 0.013, 0.017, 0.015, 0.09. E-measure were improved by: null,
—0.008, 0.003, 0.005, —0.014, 0.047. S-measure were improved by: 0.073, 0.041, 0.016, 0.021, 0.016, 0.101.
Compared with existing algorithms, the proposed algorithm can obtain better detection results and accurately
identify all regions of significant objects.

INDEX TERMS Salient object detection, multi-scale feature fusion, feature-enhanced, local and global
information.

I. INTRODUCTION

Visual attention mechanism is a psychological regulation
mechanism that plays a very important role in the visual
information processing process. Using the principle of the
visual attention mechanism, salient object detection (SOD)
can quickly and accurately detect salient targets in images
and videos and simultaneously highlight the most interesting
areas in vision [1], [2], [3]. Currently, SOD is widely used in
scenarios such as robot navigation [4], semantic segmenta-
tion [5], and object recognition and detection [6], [7], [8], [9],
[10], [11], [12]. Currently, SOD algorithms can be divided
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into saliency prediction based on eye movement points, and
SOD with accurate object contour information. Among them,
SOD with accurate object contour information is divided into
two types of methods: traditional methods and deep neural
networks to extract semantic features.

The traditional method mainly involves segmenting the
area of the image, extracting shallow features such as
color, shape, and edges, and performing saliency calcula-
tion directly, or using algorithms to fuse the feature layers
to obtain saliency feature maps [13], [14], [15]. In 2020,
Cui et al. [13] proposed saliency object detection based
on multiple features and prior information, which detects
saliency objects with more complete edges through the fusion
of multiple cues, such as contrast, color, and texture features.
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However, this method still has room for improvement in the
detection performance of non-salient regions in processing
complex images. In 2021, Zhang et al. [14] proposed a
salient object detection method based on texture and color
features using a Gabor filter and Bayesian algorithm to
obtain clear salient targets. However, this method is prone to
problems of missed detection and misclassification, and the
detection accuracy still has room for improvement. In 2022,
Ouyang et al. [15] proposed a defect detection algorithm
for complex texture ceramic tiles based on the visual atten-
tion mechanism, which mainly uses the contrast principle
and high-frequency suppression principle to detect the back-
ground texture and color of tiles to detect surface defects
in complex textured tiles. However, this method is prone
to false detection problems for niche color types of tiles
and the detection performance can be improved. Traditional
saliency detection methods can achieve satisfactory results
when dealing with simple scene images. However, due to the
reason that such methods cannot extract the deep semantic
features of images, they lead to a low detection accuracy when
dealing with complex images.

Convolutional Neural Networks (CNNs) are widely used
by researchers in salient target detection tasks because they
can obtain deep feature information of salient targets, thus
greatly improving the detection accuracy of the targets to
be tested [16], [17], [18], [19]. In 2021, Pang et al. [16]
proposed a Multi-scale Interactive Network (MI-Net) for
SOD, which mainly used an aggregated interaction mod-
ule, self-interaction module, and consistency enhancement
loss to integrate features at adjacent levels, obtain efficient
multi-scale features, and maintain intraclass consistency. The
experimental results show that the network achieves good
prediction results on five commonly used significant tar-
get detection datasets and achieves significant performance
improvement. In 2022, Fang et al. [17] proposed saliency
detection from a complex background using an Attention-
based Boundary-aware Pyramid Pooling Network, which
helps the network to better retain background and tex-
ture information by constructing cascaded dual attention
modules, feature aggregation modules, and boundary-aware
modules to obtain more accurate saliency maps. However,
this method suffers from a more complex network structure
and longer training time. In 2023, Wang et al. [18] proposed a
salient object detection method based on multi-scale feature
fusion guided by edge information (EGMFNet), which is
mainly used to enhance spatial and edge features by building
multi-channel fusion residual blocks and a global spatial
attention module with edge information guidance to obtain
a clearer saliency map of the edges. However, this method
still exhibits improvement when dealing with bright light.
In 2023, Yang et al. [19] proposed a Dual-Stream Fusion and
Edge-Aware Network for Salient Object Detection, which
mainly constructs a multi-scale channel interaction module,
dual-stream aggregation module, and boundary perception
structure to obtain a fine saliency map at the edges. How-
ever, this method is computationally intensive and can be
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enhanced in terms of multi-scale perception and semantic
understanding.

Based on existing research results, significant object detec-
tion technology based on convolutional neural networks has
made great progress in terms of detection accuracy and train-
ing time, but there are still elements that require further
optimization. (1) When convolutional technology is used to
process feature maps, feature information is lost during the
transmission process, leading to problems such as blurred
edges of a significant object. (2) In scenes with complex back-
grounds, convolution alone cannot accurately separate salient
targets from background features, leading to problems such
as the low accuracy of salient target detection. (3) Multiple
uses of convolutional techniques to extract different levels of
feature information leads to poor correlation of the feature
information, resulting in incomplete saliency objects.

To solve these problems, this study proposes multi-scale
feature enhancement for a saliency object detection algorithm
that extracts feature maps of saliency objects using VGG16.
Simultaneously, multi-scale feature enhancement and feature
enhancement fusion modules were added to the algorithm.
By fusing information from deep to shallow layers layer-
by-layer, full fusion of local detail information and global
semantic information is achieved to obtain a feature map
with complete feature information to improve the detection
performance of the model.

Il. SYSTEM ARCHITECTURE

The structure of the proposed multi-scale feature-enhanced
SOD network is illustrated in Figure 1. From the figure,
it can be observed that the model includes a Feature Extrac-
tion Module (FEM), Multi-scale Feature Fusion Module
(MFFM), Feature Enhancement Fusion Module (FEFM) and
prediction output module. First, the feature information of the
salient object was selected using the VGG16 network, and
five feature layers of F(i){i = 1, 2, 3, 4, 5} were selected as
backbone features. Second, the MFEM is used to enhance
the capability of layer2 to characterize the edges of salient
objects and layerS5 to characterize salient targets. To improve
the performance of the MFEM, spatial attention was added to
layer2. By enhancing the location and detailed information of
salient objects, the model’s ability to recognize the edges of
salient target regions can be improved. Channel attention was
added to layer5. By enhancing the semantic features of salient
regions, the recognition ability of the model for salient object
regions can be improved. The FEFM is then used to achieve
layer-by-layer fusion of deep-to-shallow information. Fur-
thermore, full fusion of local detail information and global
semantic information was achieved to obtain a feature map
with complete feature information. Finally, the prediction
output module was used to train the network model and output
the prediction map of the salient object with completely
clear edges. The algorithm primarily improves the detection
performance of the model by improving the salient object
features in the feature layer and expanding the receptive field.
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FIGURE 1. Network structure diagram.
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FIGURE 2. Feature extraction module.

A. FEATURE EXTRACTION MODULE

Compared with the complex structure of CNN and Trans-
formers, VGG16 has a relatively simple structure, using only
convolutional, pooling, and fully connected layers, which
makes it easier to understand and implement. At the same
time, VGG16 has strong feature extraction capability and is
suitable for a wide range of image-related tasks. Therefore,
VGG16 is used as the backbone network in this study. Mean-
while, in order to reduce the information loss of saliency
targets, the extraction part is changed to a fully convolu-
tional network. That is, the first 13 convolutional layers of
the VGG16 network are retained, while the last two fully
connected layers and the last pooling layer are removed,
and the feature extraction module is shown in Figure 2. The
specific implementation steps of the feature extraction stage
are as follows: two 3 x 3 convolutions and one MaxPooling;
two 3 x 3 convolutions and one MaxPooling; cubic 3 x 3
convolution and one MaxPooling; cubic 3 x 3 convolu-
tion and one MaxPooling; and cubic 3 x 3 convolution.
Finally, five feature layers (F1, F2, F3, F4, and F5) were
outputted, and the dimensions of the feature layers were
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B. MULTI-SCALE FEATURE FUSION MODULE

In this study, Multi-scale Feature Fusion Module (MFFM)
is added to enhance the ability of layer2 to characterize
the significant object edges on the one hand, and layer5 to
characterize the significant objects on the other hand. The
structure of MFFM is shown in Figure 3. To enhance the
feature information, MFFM was introduced in layer2 and
layer5. Since layer2 contains rich positions and detailed infor-
mation, it is more sensitive to spatial information. Therefore,
the Spatial Attention Module (SAM) is used to enhance the
location and detailed features of salient regions, thus improv-
ing the model’s ability to recognize the edges of the salient
target regions. Since layer5 contains rich semantic informa-
tion, it is more sensitive to channel information. Therefore,
the Improved Efficient Channel Attention (IECA) is used
to enhance the semantic features of salient regions, thereby
improving the model’s ability to recognize salient object
regions.

The overall flow of MFFMI1 used in layer5 is shown in
Figure 3(A). First, the feature layer was sampled in parallel
using convolutions with different sampling rates, including
I x 1,3 x 3, and 5 x 5 convolutions. To reduce the
computational and parametric sizes of the model, a 3 x 1
convolution plus 1 x 3 convolution was used instead
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of a3 x 3 convolutionand a5 x 1 convolution plus 1 x 5 con-
volution was used instead of a 5 x 5 convolution. Second,
the obtained results are concatenated to increase the number
of channels. The number of channels was adjusted using
1 x 1 convolution. Next, an improved version of efficient
channel attention was used to increase the network’s attention
to the channel information of salient regions and improve
the model’s ability to identify salient object regions. The
two results, which underwent parallel sampling and attention
enhancement, were concatenated to increase the number of
channels. Finally, information fusion and channel adapta-
tion were performed based on the above results, using two
3 x 3 convolutions.

The overall flow of the MFFM?2 used in layer 2 is shown
in Figure 3(B). The parallel sampling procedure was the
same as that described in Figure 3(A). In the second step,
the results obtained in the first step were concatenated, and
the number of channels was increased. The number of chan-
nels was adjusted using 1 x 1 convolution. Next, spatial
attention is used to increase the network’s attention to the
spatial information of salient regions and improve the model’s
ability to identify the edges of the salient target regions.
The two results, which underwent parallel sampling and
attention enhancement, were concatenated to increase the
number of channels. Finally, information fusion and channel
adaptation are performed based on the above results using
a1 x 1 convolution.

1=1

Conv

=1
Cony

(B) MFFM2

FIGURE 3. Multi-scale feature fusion module.

C. FEATURE ENHANCEMENT AND FUSION MODULE

In this study, a Feature Enhancement Fusion Module (FEFM)
was added to enhance the information fusion of deep semantic
features and shallow detailed features using up-sampling,
residual structure, and concatenating operations to promote
the fusion of global semantic information and local detailed
information to highlight salient objects. The structure of
FEFM is shown in Figure 4.
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Because the shallow feature-layer receptive field has less
overlap and a higher resolution, it can provide more detailed
information, but has low semantic and high noise. The recep-
tive field of the deeper feature layer overlaps more and has
higher semantics, which can provide more global information
but has a lower resolution and poor perception of detail.
Therefore, enhanced fusion of shallow features and deep
semantic information is an important component of saliency
object detection.

The FEFM1 used for Layer4 is shown in Figure 4(A).
The implementation steps were as follows: First, the feature
layer obtained from F5 is u-sampled by MFFM to obtain
P5_up, which has the same resolution as F4. Second, F4
and P5_up are concatenated to expand the channels. Next,
al x 1 convolution was used to adjust the number of channels
to reduce the number of parameters and computation of the
model. The Mixed Attention Module (MAM) is then used
to further improve the location and detailed features of the
salient objects. We then concatenated the results from the
fourth step with F4 for the residuals to enrich feature-level
information. Finally, two 3 x 3 convolutions were used to
deepen the fusion of the feature information while adjusting
the number of channels.
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|
P5_up/

Phup (A) FEFMI
: 1x1 33 33 3
= —ed) ] e
I
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FIGURE 4. Feature enhancement fusion module.

The FEFM1 used for Layer3 is shown in Figure 4(A).
The implementation steps are as follows. First, the result of
the F4 processing is u-sampled to obtain P4_up, which has the
same resolution as F3. Next, F3 and P4_up are concatenated
to expand the channel. The next steps are the same as those
in the back half of FEFMI1.

During our experiments, we found that for the Layer?2,
whether to add jump connections in FEFM or not has no
significant effect on the performance improvement of the
algorithm and adds more computational overhead, which is
unnecessary and not worth the cost for the algorithm design.
Therefore, we eliminate the addition of jump connections
in FEFM2. The FEFM?2 used for the Layer2 is shown in
Figure 4(B). The implementation steps are as follows. First,
the result of F3 processing is u-sampled to obtain P3_up,
which has the same resolution as F2. Second, the result of
F2 after FEFM2 is concatenated with P3_up to expand the
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number of channels. Subsequently, the number of channels
was adjusted using a 1 x 1 convolution to reduce the number
of parameters and computation of the model. The seman-
tic features of salient objects were further enhanced using
the MAM. Finally, the feature information is deeply fused
using two 3 x 3 convolutions while adjusting the number of
channels.

The FEFM3 used for Layerl is shown in Figure 4(C).
The implementation steps are as follows. First, the processed
result of F2 is u-sampled to obtain P2_up, which has the
same resolution as that of F1. Second, F1 and P2_up are
concatenated to expand the channel. The steps are the same
as those in the back half of FEFM1. Finally, the MAM was
used again to further enhance the salient object features.

D. ATTENTION MODULE

In this study, the attention module was used to help the
network model adaptively adjust the weights of the spa-
tial and channel features in the feature layers of different
scales, to reduce the position shift caused by the overlapping
receptive field. This, in turn, reduces the negative impact of
multiple convolutions and u-sampling, thus improving the
network’s ability to learn salient object features and facil-
itating the fusion of different feature information. Because
the focus of feature-rich information in the shallow and
deep feature layers is different, this study uses the Spatial
Attention Module (SAM), Improved Efficient Channel Atten-
tion (IECA), and a combination of both, namely the Mixed
Attention Module (MAM). The structure of the attention
mechanism is shown in Figure 5.

verage
Pooling ony =
A igmoi
ol 2
aoling
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(C) Mixed Attention Module

FIGURE 5. Structure of attention module.

The deep feature layer has more semantic feature informa-
tion and is more sensitive to channel information; therefore,
IECA was used to enhance the salient region features. The
structure of IECA is shown in Figure 5(A). The Efficient
Channel Attention (ECA) mentioned in the literature [20]
only has a global average pooling operation, which can better

VOLUME 11, 2023

preserve the background information but causes the image to
be blurred. To solve this problem, referring to the Channel
Attention Module (CAM) structure in the literature [21],
a global maximum pooling operation was added in this study
to enable the network to learn background information better
and improve image clarity.

The shallow feature layer has more detailed feature infor-
mation and is more sensitive to spatial information; therefore,
SAM was used to enhance the salient region features. The
SAM structure is shown in Figure 5(B).

Different feature layers have different emphases on fea-
ture information; therefore, conventional feature fusion does
not reflect the correlation of spatial and channel features in
different scale features, which leads to overlapping feature
information and thus reduces model detection performance.
To solve this problem, this study uses MAM to adaptively
adjust the weight of spatial and channel features in different
scale feature layers, which focuses on the correlation between
channels as well as the spatial correlation of feature infor-
mation, thus helping the network model to identify salient
regions more accurately.

MAM consists of a tandem combination of IECA and
SAM, and its structure is shown in Figure 5(C). The input
feature layer enters the IECA first, and the output of the IECA
is used as the input of the SAM, which not only allows the
network model to focus on the salient object features first but
also retains more contextual information, thus improving the
detection performance of the network model.

Ill. RESULTS AND ANALYSIS

A. EXPERIMENTAL ENVIRONMENT AND DATASET

The experimental platform is NVIDIA GeForce RTX3090
GPU with 24GB memory. The network architecture in this
study was based on the TensorFlow2.4. And we have used
Python3.7 to complete the algorithm. The weights of the
backbone network were obtained by pretraining on Ima-
geNet. The stochastic gradient descent (SGD) algorithm was
used in the experiments, the initial learning rate was set
to 0.005, cosine annealing was used to adjust the learning rate
of the model in the training process, and the momentum was
set to 0.9. To prevent overfitting and promote convergence,
the decay weight is set to 0.0005. Considering the compu-
tational volume and model convergence, the freeze training
epoch was set to 50, thaw training epoch was set to 350, and
batch size was set to 8.

The datasets used in this study were the ECSSD, DUT-
OMRON, DUTS-TR, DUTS-TE, and HKU-IS. 1000 images
in the ECSSD dataset, 5168 images in the DUT-OMROM
dataset, 10553 images in the DUTS-TR dataset, 5019 images
in the DUTS-TE dataset, and 4447 images in the HKU-IS
dataset. The HKU-IS dataset contains 4447 images.

B. EVALUATION METRICS

In this study, MAE (Mean Absolute Error), F-measure,
E-measure, and S-measure were used to evaluate the perfor-
mance of the algorithm.
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The mean absolute error (MAE) was used to calculate
the mean absolute difference between the true and predicted
graphs, as shown in Eq. (1).

1
HxW Zi‘il Z,-HZI |P(i, ) = GG, )l (1)

where H and W denote the length and width of the image,
respectively. where (i, j) denotes the coordinates of the pixel
point; P(i, j) denotes the pixel value of the prediction map
at (i, j), and G(i, j) denotes the pixel value of the true map
at (i, j). X denotes the summation and || denotes the absolute
value.

The F-measure is the summed average of accuracy and
recall, which is a comprehensive evaluation index, as shown
in Eq. (2).

MAE =

_ 1+ ﬂz)Precision X Recall
"~ B2 x Precision + Recall
TP

Precision = —— (2)
TP + FP
P
Recall = ————
TP + FN
where 2 was typically set to 0.3. Precision is the ratio
of the detected significant target pixels to all the predicted
significant target pixels. Recall is the ratio of the detected
significant target pixels to all the true significant object pixels.
TP is the number of pixels predicted to be significant that
overlap with the true significant object. FP is the number of
pixels that are predicted to be significant, but do not overlap
with the true significant object. FN is the number of pixels
that are not predicted to be significant, but are in the true
significant object. A larger F-measure value indicates better
prediction results.
E-measure is a measure of the structural similarity between
the predicted significant and true value graphs, as shown in

Eq. (3).

@l ) =1G.j) — pnl(Q,)) - A
290G, j) o @P(i, )

EP(,)) = — — — —
©G(i, j) o oG, j) + @P(i, j) o 9P, j)

dP(, j) 1=f (&P, ) 3)

fw =0 +x)?

1 W H P
W 2ict 2y PPED

where A is a matrix in which all element values are 1 and
A has the same size as I, I € {GT, FM}. ¢ denotes a
bias matrix that calculates the distance between each pixel
in a graph and its global mean. o denotes the Hadamard
product. £ denotes the alignment matrix, which quantifies
the relationship between and by the “convex function”
f(x). ¢ denotes an extended alignment matrix that combines
pixel-level matching and image-level statistical information
through comparison. Larger E-measure values indicated bet-
ter prediction results.

The S-measure is a metric used to assess the structural
similarity between salient and true value graphs. It is derived

E =
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by measuring the structural similarity between object-aware
and region-aware graphs, as shown in Eq. (4).

S=axS,+(l—a)xS,

§ - 2uruG +cl
AT AR PRI @
upPG + €2
Sy =—"—=
mp 4+ uG +c2

where P denotes the prediction plot, and G denotes the truth
plot. up and pG denote the mean of the two and uupg denotes
the structural similarity between P and G. c¢; and ¢ are
constants that avoid zero denominators. « is an equalization
factor that balances the weights of structural similarity and
similarity, typically taking a value of 0.5. S, is used to mea-
sure the similarity between P and G. S, is used to measure
the structure, where a larger S-measure value indicates better
prediction.

C. ABLATION EXPERIMENTS

1) ABLATION EXPERIMENTS OF RELATED MODULES

To verify the effectiveness of the methods in this study,
different modules and structures were separately added to
the base model, and the performance of these modules and
structures on the ECSSD dataset was tested. In this study,
the strategies in Table 1 were used for optimization, where
each row represents the experimental results after combin-
ing different methods, networks represent different network
structures, base represents the benchmark model, IECA rep-
resents the improved version of Improved Efficient Channel
Attention (IECA), SAM represents spatial (SAM), MFFM
represents the Multi-scale Feature Fusion Module (MFFM),
and FEFM represents the Feature Enhancement and Fusion
Module (FEFM). Module (FEFM). The ablation experiments
were trained on the DUT-OMRONN dataset and tested on the
ECSSD dataset, which is less correlated and better reflects the
detection performance of the optimized model.

As can be seen from Table 1, the first row represents the
results of the benchmark model; the second, third, and fourth
rows represent the results of the model after adding only
SAM, ECA, IECA, MFFM, and FEFM, respectively, and the
detection performance is improved compared to that of the
benchmark model; and the fifth row represents the results
of the model in this study, and the detection performance is
significantly improved. (| means a smaller value is better,

TABLE 1. Comparison table of the results of ablation experiments.

ECSSD

Methods MAE] Fr Er St
Baseline 0.092 0.801 0.830 0.782
Baseline +SAM 0.092 0.803 0.834 0.781
Baseline +ECA 0.078 0.830 0.824 0.801
Baseline +IECA 0.076 0.831 0.849 0.816
Baseline +tMFFM 0.065 0.859 0.873 0.842
Baseline +FEFM 0.068 0.858 0.866 0.838
Ours 0.040 0.923 0.931 0.918
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(E) (F) Gy (M) (n

(A) Original image:(B) ground truth;(C) Baseline;(D) Only add SAM;(E) Only add ECA;(F) Only add IECA:(G) Only add
MFFM:(H) Only add FEFM:(I) Ours

FIGURE 6. Comparison of the effect of different modules.

TABLE 2. Comparison of VGG16 and Resnet50 experimental results.

Dataset VGG16 Resnet50
atascts MAE] F1 Et St MAE| F1 E7 St
HKU-IS 0.031 0.912 0.956 0.919 0.042 0.869 0.92 0.869
ECSSD 0.040 0.923 0.931 0.928 0.05 0.876 0.882 0.87
DUT-OMRON  0.057 0.771 0.871 0.894 0.076 0.703 0.813 0.755
DUTS-TE 0.040 0.876 0.887 0.879 0.058 0.772 0.848 0.816

1 means a larger value is better. The best results are marked
in bold.)

To further evaluate the effectiveness of the SAM, ECA,
IECA, MFFM, and FEFM modules, significance plots before
and after adding the modules were compared. The results of
the ablation experiments are shown in Figure 6.

As shown in Figure 6, the prediction map of the baseline
model is not complete and the significance object is incom-
plete. After adding only SAM, IECA, ECA, MFFM or FEFM
modules, the prediction map completeness of the model is
greatly improved and the significance object is more com-
plete. It can also be seen that the prediction map of the method
in this study is more complete and more closely matches the
true value map of the significance object. It further proves
that the method in this study can accurately identify the sig-
nificance objects, which reflects the superiority of the method
in this study.

2) ABLATION EXPERIMENTS WITH DIFFERENT BACKBONES
In order to prove the validity of choosing VGG16 as the
backbone of this study, training and testing are performed
after changing only the backbone while other modules remain
unchanged. Four significance detection datasets, ECSSD,
DUT-OMRON, DUTS-TE, and HKU-IS, are used as the test
set, and the evaluation metrics (MAE, F-value, E-value, and
S-value) mentioned above are used, and the evaluation results
of VGG16 and Resnet50 are compared, and the evaluation
results are shown in Table 2. (| means a smaller value is
better, 1 means a larger value is better. The best results are
marked in bold.)

Based on the results in Table 2, we can conclude that in the
comparison of different datasets, the prediction effect of the
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model whose backbone network is Resnet50 is worse, while
the prediction effect of the model whose backbone network
is VGG16 will be better, so in this study, VGG16 is chosen
as the backbone network.

D. PERFORMANCE ANALYSIS

Four significance detection datasets, ECSSD, DUT-
OMRON, DUTS-TE, and HKU-IS, were used as the test set
for the algorithm in this study, using the above evaluation
metrics (MAE, F, E, and S). The evaluation results of the pro-
posed algorithm were compared with those of six currently
available algorithms: Amulet [22], R3Net [23], PoolNet [24],
MINet [16], PurNet [25], and NSAL [26]. The evaluation
results are shown in Tables 3 and 4. (| indicates that smaller
values are better, and 7 indicates that larger values are better.
The best results are marked in bold.)

Based on the results in Tables 3 and 4, we can con-
clude that the proposed method performed well in detecting
significant objects and outperformed the other models on
most of the datasets. When comparing different datasets, the
algorithm in this study performed the best on the HKU-IS
dataset. Compared with the Amulet algorithm, the MAE of
the algorithm in this study decreased by 0.021, indicating
that the objective localization accuracy of the algorithm in
this study was higher. Compared with the NSAL algorithm,
the F of the algorithm in this study improved by 0.048,
which is a better comprehensive performance, E improved
by 0.033, and S improved by 0.065, which indicates that
the prediction map generated by the algorithm in this study
has a higher structural similarity with the original true value
map. This proves that the proposed algorithm exhibits good
robustness and accuracy in a boundary fuzzy scenario. On the
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TABLE 3. Comparison of MAE, F, E and S metrics for different algorithms on the HKU-IS and ECCSD.

HKU-IS ECSSD
Methods MAE | F1 Et St MAE | F1 Et St
Amulet2017 0.052 0.889 - - 0.062 0.911 - 0.894
R3Net2018 0.038 0.893 0.939 0.895 0.046 0.914 0.929 0.910
PoolNet2019 0.032 0.899 0.949 0.916 0.039 0.915 0.924 0.921
MINet2020 0.031 0.904 0.948 0.912 0.036 0.922 0.923 0.919
PurNet2021 0.036 0.894 0.956 0.918 0.040 0.92 0.953 0.925
NSAL2022 0.051 0.864 0.923 0.854 0.077 0.856 0.884 0.834
Ours 0.031 0.912 0.956 0.919 0.040 0.923 0.931 0.928
TABLE 4. Comparison of MAE, F, E and S metrics of different algorithms on DUT-OMRON and DUTS-TE.
DUT-OMRON DUTS-TE
Methods MAE | Ft Et St MAE | Ft Et St
Amulet2017 0.098 0.737 - 0.780 0.075 0.773 - 0.803
R3Net2018 0.061 0.792 0.939 0.817 0.059 0.785 0.867 0.834
PoolNet2019 0.056 0.786 0.869 0.836 0.040 0.809 0.889 0.883
MINet2020 0.057 0.741 0.857 0.822 0.039 0.823 0.895 0.884
PurNet2021 0.054 0.768 0.876 0.841 0.043 0.816 0.915 0.871
NSAL2022 0.088 0.648 0.801 0.745 0.073 0.73 0.849 0.781
Ours 0.057 0.771 0.871 0.894 0.040 0.876 0.887 0.879

(D)
(A) Original image: (B) ground truth;(C) Ours; (D) AmulNet; (E) R3Net; (F) PoolNet; (G) MINet; (H) PurNet; (T) NSAL

(E)

FIGURE 7. Visualization comparison between this method and other 6 methods.

DUT-OMRON dataset, the MAE of the algorithm in this
study decreased by 0.041, F improved by 0.123, E improved
by 0.07, and S improved by 0.149 compared with the Amulet
algorithm, which proves that the algorithm in this study has
a good detection performance in complex scenes. On the
ECSSD dataset, this algorithm ranks first in F and S, and
although MAE and E are not first, they are only 0.004 and
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0.022 lower than the first place, respectively, which shows
that this algorithm has a good generalization performance.
For the DUTS-TE dataset, the MAE, F, and S of the algorithm
in this study were in the top three, and only E was slightly
lower than those of the other algorithms. This proves that the
method used in this study has a high accuracy and robustness
in a single scenario. By combining the evaluation index data
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of the four datasets, it can be concluded that the proposed
algorithm has the advantages of high localization accuracy,
good comprehensive performance, and high structural simi-
larity for significant object detection.

To further evaluate the effectiveness of the proposed
method, the significance plots of this study’s model method
and those of the other six methods were compared, and the
results are shown in Figure 7. Figure 7 shows the following
situations: (1) the scene contains multiple saliency targets,
(2) the background is complex, and (3) the contrast between
the foreground and background is low.

Itis clear from Figure 7 that the existing advanced methods
suffer from blurred detection of the target edges (methods
D, E, and H), poor detection integrity (methods G and I),
and foreground and background misclassification (methods F
and I). In contrast, it is further demonstrated that the method
proposed in this study can accurately identify all regions
of salient targets, reflecting the good generalization perfor-
mance, accuracy, and robustness of the method in this study.

IV. CONCLUSION

SOD has been widely used in scenarios, such as robot
navigation, semantic segmentation, object recognition, and
detection. Currently, SOD models suffer from many prob-
lems, such as front and back view misclassifications and edge
blur. Based on the existing research, this study proposes a
multi-scale feature enhancement method for a saliency object
detection algorithm. The proposed algorithm mainly uses the
multi-scale module and the feature enhancement module to
increase the network’s attention to salient objects. It also
makes use of the attention module to reduce the interference
from the background. Thus, the overall performance of the
network is improved. From the comparison results between
the proposed algorithm and the other six algorithms, it can be
known that the proposed algorithm achieves better detection
results. From the visualized comparison graph, it can be seen
that the proposed algorithm is able to accurately identify all
regions of the salient object. Although the proposed algorithm
has achieved better results, there is still room for progress in
the part of local and global information fusion, and the next
step will be to conduct in-depth research in this area.
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