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ABSTRACT Effective monitoring of illegal border crossings is a complex problem. Therefore, Border
Security Systems (BSS) are deployed at border crossings to detect unauthorised intrusions. Sensor nodes
continuously monitor the environment in a BSS and send the generated data to a Control Station (CS).
This is then synchronised with the online data storage in the cloud. However, the data that is not needed is
also written to the cloud storage, which leads to an increase in the cost of the cloud service. In addition,
sensor nodes have limitations in battery performance that lead to irreparable damage in BSSs. Therefore,
to overcome the above limitations, a new solution is required to optimize cloud costs and provide energy
services for BSSs. To this end, we present a data encryption-enabled cloud cost optimization and energy
efficiency-based innovative border security model. In the proposed model, evaluators check the importance
of the collected data and send only the data required to CS to reduce the cloud storage cost. Furthermore, the
proposed model enhances the energy efficiency of the sensor nodes by utilizing a Power Transmitter Device
(PTD) that can charge the consumer devices while moving along a predefined mobility pattern. The proposed
model optimizes cloud costs by up to 93%, energy efficiency by up to 50%, and network throughput by up
to 11%. Based on the simulation results, the proposed model is plausible and practical compared to similar
models.

INDEX TERMS Border security systems, wireless power transmission, wireless sensor networks, cloud
storage cost optimization, energy efficiency.

I. INTRODUCTION areas is constant surveillance. At present, border security

In national security and protection, border surveillance is a
paramount responsibility. It plays a pivotal role in uphold-
ing peace and safeguarding the well-being of a country’s
citizens; the borders must be monitored around the clock.
In recent decades, terrorist infiltrations and illegal movements
by living and non-living entities have become common. The
least that can be done to curb such operations in border
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forces carry out this surveillance manually to permanently
monitor the borders. Since the boundaries span hundreds of
kilometres and are subject to extreme terrain and climatic
conditions, this requires a significant workforce commitment
and resources. Therefore, it is necessary to develop an auto-
mated BSS that can perform the monitoring task without
human assistance [1]. It can disregard the need for human
intervention in hostile conditions at any given time. In a
BSS,sensors are placed at strategic locations along the border
to detect people or vehicles entering the country illegally.
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Video monitors and night vision scopes are also used to detect
illegal entries. In the past decades, several study groups [2],
[3] have attempted to develop Internet of Things (IoT)-based
BSSs to improve border security and reduce manpower [4],
[5], [6]. A BSS consists of multiple heterogeneous sensor
nodes (infrared sensors, CCTVs, fire detectors, radar sensors,
etc.) that continuously generate data from their environment
and forward it to a Control Station (CS) [7]. The collected
data is immediately synchronized with the cloud’s online
storage as a popular alternative to the local storage system
[8]. Each time data is written to the cloud, there is a cost for
the write operation, which leads to an increase in the cloud
service cost [9], [10]. Nevertheless, to our knowledge, prior
systems still need to address this particular issue adequately.
As a result, this paper takes the initiative to employ a novel
model by utilizing evaluators to distinguish necessary data
from cost-wasting ones. Each evaluator is responsible for
receiving data from sensor nodes with the same output type
and verifying the importance of the collected data. If there is
an illegal movement, the data is kept for further processing;
otherwise, it is neglected.

Besides, sensors and IoT devices in BSS generate large
amounts of sensitive data and transmit it over unsecured Inter-
net. Consequently, ensuring privacy, integrity, and authentica-
tion become critical research areas for real-time applications
[11]. Moreover, malicious nodes in BSSs can falsely han-
dle the network data and expose the confidentiality of the
data. Sensitive data disclosure is even more critical when
sensor nodes are used in military applications. Over the past
decade, several research groups have conducted experiments
to improve data security in IoT-based border surveillance
systems. However, in most cases, all data encryption and
encoding tasks are performed by the sensor nodes with
low-power resources, resulting in end-user devices being bur-
dened with computational overhead.

In addition, energy efficiency is always one of the main
concerns of BSSs due to the energy resources available to
the sensor nodes [12], [13], [14], [15]. Wireless Power Trans-
mission (WPT) technology has gained considerable and more
serious attention in recent years [16], [17]. In WPT-based
technology and Power Transmitter Devices, Power Transfer
Devices (PTDs) which Consumer devices used to facilitate
the movement and recharging of their power supplies [18],
[19], [20]. There are several types of research to optimize
the movement path of PTD, which result in high compu-
tational costs and overhead [21], [22]. Conversely, moving
the PTD under a predictable trajectory reduces computa-
tional costs and system overheads [23]. Furthermore, in most
existing WPT-based systems, PTDs must receive charging
requests from sensor nodes and reside at charging locations to
charge ground devices within their range [24], [25]. However,
charging the consumer devices before reaching a critical
threshold improves network performance. Similarly, charging
the sensor nodes while the PTD moves along predetermined
charging points increases PTD efficiency and extends the
network lifetime. Therefore, the proposed model uses a PTD
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that moves at a constant speed along a predefined motion
pattern and continuously charges the nodes in its charging
area. When a node reaches a predefined limit, it requests the
PTD for recharging, and the PTD moves to its location at the
fastest possible speed. The PTD charges the critical node until
its remaining energy exceeds the threshold. Then the PTD
returns to its previous location along the predefined path.
It should also be mentioned that in our proposed model, the
threshold of each node depends on its waiting time to reach
PTD at its position. A sensor node crosses its threshold if
its energy is expected to be depleted before PTD arrives at
its location. In addition, to the best of our knowledge, pre-
vious border monitoring systems have not considered energy
and storage constraints simultaneously. Therefore, this paper
presents a data encryption-enabled cloud cost storage opti-
mization and energy efficiency-based border security model
to overcome the shortcomings mentioned. The main contri-
butions and novelties of our proposed model are summarised
as follows:

e Unlike previous models, this work considers energy
constraints, data security, and cloud costs simultaneously.

e Another contribution of the proposed model is the use
of evaluators to verify the importance of the collected data,
resulting in a reduction of write operations to the cloud
storage.

e In this work, we present a secure data collection model
that reduces the computational overhead of sensor nodes by
shifting data encryption from the energy-limited sensor nodes
to the deployed evaluators.

e Unlike existing work, PTD moves according to a pre-
defined mobility pattern, reducing computational costs and
overhead.

e PTD in our proposed model can charge the consumer
devices while moving along a predefined mobility pattern,
resulting in higher efficiency of PTD.

e In our proposed BSS, the batteries of the consumer
devices are charged before they reach a threshold, and when
the energy level of a device exceeds the threshold, PTD
charges it out of order.

e Unlike previous models, we employ a dynamic threshold
that varies based on the energy status of each node. It is
determined based on the waiting time required for PTD to
arrive at its location. This ensures that the sensor nodes do
not deplete their energy before arriving at PTD, resulting in
longer uptime for the consumer devices.

The subsequent sections of this paper are as follows.
Section II reviews the related works. Section III presents
the model architecture. The proposed model is presented in
section IV. Section V is the simulation results. Section VI
provides the discussions on the results. Section VII summa-
rizes the findings.

Il. RELATED WORK

This section presents existing studies on cloud cost optimiza-
tion models, wireless power transmission-based schemes, and
secure data-gathering schemes. In [26] to minimize the cost of
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data storage management in the cloud, authors proposed opti-
mal and near optimal data object placement algorithms, that
minimize residential (i.e., storage, data access operations),
delay, and potential migration costs in a dual cloud-based
storage architecture (i.e., the combination of a temporal and
a backup data center). They evaluate their algorithms using
real word traces from twitter. Results confirm the importance
and effectiveness of the proposed algorithms and highlight the
benefits of leveraging pricing differences and data migration
across cloud storage providers. Authors in [27], formulated
a system model that consists of a local and a global opti-
mization problem which considers historical data access
information and predefined quality of service requirements
to select a cost-effective storage solution. they also presented
a heuristic optimization approach for global optimization.
Detailed evaluations show the benefits of their work com-
pared to a baseline solution that follows a state-of-the-art
approach. they showed that their solutions save up to 30%
of the cumulative cost compared to the baseline solution.
Authors in [28] proposed two practical online object place-
ment algorithms that assume no knowledge of future data
access. The first online cost optimization algorithm uses no
replication and initially places the object in the hot tier.
Then, based on read/write access pattern following a long tail
distribution, it may decide to move the object to the cool tier to
optimize the storage service cost. The second algorithm with
replication initially places the object in the cool tier, and then
replicates it in the hot tier upon receiving read/write requests
to it. Additionally, they analytically demonstrate that the
online algorithms incur less than twice the cost in comparison
to the optimal offline algorithm that assumes the knowledge
of exact future workload on the objects. The experimental
results using a Twitter Workload and the CloudSim simu-
lator confirm that the proposed algorithms yield significant
cost savings (5%—55%) compared to the no-migration pol-
icy which permanently stores data in the hot tier. Cosine
[29], is a self-designing key-value storage engine that gathers
high-quality training data to train its concurrency-aware CPU
model. The model requires the workload’s degree of paral-
lelism to be known. Cosine learns this by sweeping across
different factors (e.g., cloud instance type, number of oper-
ations, number of CPU cores) as it executes the workload.
In [30],, an optimal data access framework is presented to
cache the statistical data of the patients in the application
server. The main memory database and cache use internal
tracking in the main memory to track records that are not
accessed by transferring the data to the disk. This mechanism
retains the keys and all indexed fields of evicted records in the
main memory which prevents potential memory space sav-
ings for the application that have many keys and secondary
indexes. Therefore, to overcome the mentioned problems, the
cloud database is categorised into three partitions (hot, warm,
cold). In addition, a cache memory image in the application
server is provided for the hot partition of the cloud database.
The use of cache memory image reduces the number of
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reading operations from the cloud and saves the space of the
main memory.

A new recharging model is presented in [ 13] to enhance the
operational duration and efficiency of Wireless Sensor Net-
works (WSNs), and a novel system is proposed. This scheme
utilizes multiple power banks as intermediaries between the
sensor nodes and the power transmission device. The power
banks act as receivers of power from an energy generator
and distribute it to the sensor nodes. Through extensive
simulations, the results indicate that the introduced system
significantly improves both the operational time of the sensor
nodes and enhances security at national borders. While these
mechanisms can be essential for improving the performance
of boundary protection systems, such work immediately syn-
chronizes all generated data with the cloud’s online data
storage. It charges a fee for the write operation, thus increas-
ing the cost of the cloud service. Nevertheless, more attention
should be paid to solving this problem.

WPT is one of the hottest topics being actively researched
and widely commercialized. In particular, the use of WPT in
rechargeable sensor networks has developed rapidly. In recent
years, several well-designed empirical studies have attempted
to deploy energy harvester-equipped PTDs capable of wire-
lessly transmitting power to rechargeable devices. In [31],
a PTD is responsible for moving and recharging the sensor
nodes at the charging stations. The researchers employ a
heuristic algorithm to identify potential charging locations
and determine the best charging time to prevent node fail-
ures. Additionally, they utilize a Q-learning technique to
ascertain the optimal charging point among the identified can-
didates. In another study [32], a novel algorithm is proposed
to optimize the movement parameters of PTD (Preserving
Topological Dynamics) to enhance energy efficiency and
prolong the network’s lifetime. In their work, the network
area is divided into charging regions to charge multiple
nodes simultaneously and reduce the waiting time of sensor
nodes. In addition, the residual energy of the nodes and
the travel time of the PTD are considered when optimizing
the travel path of the PTD. The charging time’s residual
energy is also optimized to extend the network’s lifetime.
In [33], An innovative two-mode PTD scheduling method is
presented, which effectively addresses both wireless energy
transfer and data collection in a unified manner. The proposed
scheme comprises two main sections: (i) a novel clustering
algorithm that takes into account node delay, load balancing,
and network topology considerations, the nodes belonging to
other charging regions are considered in design issues, (ii)
two heuristic PTD scheduling algorithms to meet the different
delay requirements of models.

In [34], a fair power distribution scheme has been designed
aiming at a durable network operation time. Consequently,
the authors aim to enhance the energy efficiency of the wire-
less sensor nodes by optimizing the energy level transmitted
from PTD. This is achieved by identifying the ideal charging
time for the PTD at each charging location. In [35], a Charge
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Time Optimization of Wireless Mobile Charger (CTOWMC)
algorithm is presented that replenishes the nodes’ batteries
while considering the lifetime of the other sensor nodes,
thus reducing the waiting time of the consumer devices and
increasing the network lifetime. In [36], the authors try to
identify the ideal dwell time for mobile devices within each
cluster, ensuring a balanced lifespan for nodes across differ-
ent network layers. The primary contribution of CMS2TO is
the collaboration among nodes from various layers to calcu-
late the dwell time for mobile devices within the residence
cluster, thereby enhancing overall network performance.
Based on the above discussion, in the previous WPT-based
models, PTD can only perform charging while at the charging
stations. However, charging the consumer devices while the
PTD is moving leads to an increase in the performance and
efficiency of PTD. Moreover, in most prior related works, the
consumer devices must exceed a threshold to be charged by
PTD, reducing the sensor nodes’ lifespan.

Wireless sensor networks are particularly vulnerable to
attacks because of their inherent characteristics: dynamic
topology, large-scale, self-organising, and limited resources.
Attacks on WSNs can lead to network anomalies reflected in
the information collected about the network. These collected
facts are valuable and can be used to detect attacks on the
network [37]. In [38], a blockchain-based technology was
used to enhance the data security of WSNs. The authors try
to reduce data trafficking by using a reset mechanism of the
blockchains that constantly updates the data transmission.
Their study implemented a system control mechanism and
a streamlined process for hash function calculation. Addi-
tionally, they enhanced the security of the blockchain by
replacing the asymmetric encryption method with symmetric
encryption, thereby simplifying the overall security of the
system.

In [39], a proposed authentication mechanism aims to iden-
tify anti-nodes that manipulate legitimate nodes into staying
in active mode continuously. Anti-nodes can not provide
a correct acknowledgement (ACK) message in response to
encrypted challenge messages from cluster heads. The mech-
anism is designed for stationary networks, enabling accurate
detection of malicious nodes. The authors employ a hash
chain for mutual authentication and session key agreement.
A hash function and symmetric encryption algorithm ensure
confidentiality and integrity. In [40], The authors presented
the RED (Randomized, Efficient, and Distributed) protocol
to detect replication node attacks in a stationary Wireless
Sensor Network (WSN). In this protocol, every node in the
network possesses knowledge of its location, which is deter-
mined using the technique described in [41]; To enhance
security, each node in the network keeps an ID-based pair-
wise key [42]. To establish its identity and location, a node
broadcasts a claim that contains its ID and location, signed
with its secret key. Neighbouring nodes participate in the
claim broadcasting process with a probability of p. These
claims are sent to randomly selected nodes to detect potential
collisions. This protocol has been implemented in a sta-
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tionary network. It can detect malicious nodes and reduce
the communication overhead. Reference [49] introduces an
intelligent and secure edge-enabled computing (ISEC) model
for data transport in Green IoT to improve the monitoring and
operation of sustainable cities in terms of energy manage-
ment and security. Moreover, the linear activation function
based on multiple criteria generates reliable actions for data
transport with energy saving and improved data delivery
performance. It also provides an intelligent and trustworthy
routing strategy to measure congestion conditions, which
reduces the percentage of data and route failures. Reference
[50] aims to provide a secure and energy-efficient framework
that supports the Internet of Medical Things (IoMT) for e-
Health (SEF-IoMT), whose main objective is to reduce the
communication overhead and energy consumption between
biosensors while transmitting health data in a convenient
way, and on the other hand, to protect patients’ medical
data from inauthentic and malicious nodes to improve the
privacy and integrity of the network. Although previous work
has improved secure data transmission, most impose a high
network and communication overhead on battery-powered
sensor nodes.

Ill. MODEL ARCHITECTURE

This study presents a model to protect a country’s borders
from foreign threats using WSNs. The main issue in the pro-
posed model is monitoring areas inaccessible to humans and
discovering a secure and energy-efficient border protection
model which reduces the cost of cloud services. Remote or
isolated locations often need more resources regarding energy
and communication capabilities [43]. The proposed model
tackles this challenge by implementing diverse Wireless
Sensor Networks (WSNs) in regions that demand compre-
hensive and meticulous surveillance. These heterogeneous
WSNs incorporate various sensor types for identification,
communication, storage, and processing purposes. This het-
erogeneity is crucial since a standardized model is not viable
when designing a border surveillance system for a country.
Different borders exhibit distinct topographies, weather pat-
terns, and threat profiles, necessitating adaptable and tailored
solutions. The model should be established based on these
characteristics. Radar sensors, infrared sensors, fire detectors,
and Closed-Circuit Televisions (CCTV) are the main tech-
nologies typically used to detect terrorist activity in border
security. In a relatively safe environment, CCTV cameras are
the primary means of ensuring security. However, this study
focuses on the dangerous border areas and includes CCTVs,
infrared sensors, radar sensors, and fire detectors randomly
distributed across the border area, as shown in Figure 1.
Likewise, using different security sensors provides complete
coverage of the scenarios to be detected. In a BSS, the infrared
sensors, radars, and fire detectors can only detect an object
but cannot discern the object, whether it is benevolent or
malevolent. Therefore, CCTVs are used to detect the intent
of the object. The optimal solution for border surveillance
systems is achieved by leveraging a combination of four
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FIGURE 2. Power transmission model.

distinct sensor types [44]. In this work, the radar, infrared,
and fire alarm sensors output a logic 1 on the digital output
when an object is detected and a logic O when there is no
object. However, a CCTV outputs analog video images and
sends them to an evaluator for further processing. Since the
type of output from CCTVs differs from other sensors, two
evaluators are used in this model to verify the meaning of the
captured data.

The ground devices are equipped with limited batteries,
and each consumer device consumes energy to generate data
and send it to the respective evaluators. The evaluators eval-
uate the importance of data and then send it to CS, which
is outside the network area. It is assumed that the CS and
evaluators have unlimited energy supplies. In the proposed
model, a PTD is used to charge the batteries of the consumer
devices. It is equipped with solar cells to collect solar energy,
and the ground devices are equipped with wireless radio
frequency receiving technology that allows them to receive
power from the PTD wirelessly as shown in Figure 2. The
charging model proposed in [45] is used in this study. Based
on [46], The received power (Pr) and transmitted power (Pt)
are interconnected, and their relationship is expressed in Eq.
(1) as follows:

2
P, — GG nP; ( A ) (1)
Lp 4r (d + B)

The transmitter and receiver are denoted as Gs and Gr,
respectively. Likewise, the rectifier efficiency, polarization
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loss, and wavelength are represented by n, LP, and A, respec-
tively. The distance between the receiver and transmitter is
indicated by d.

The model architecture comprises four layers, illustrated in
Figure 3. The initial sensing layer, comprises security sensor
nodes responsible for monitoring the surrounding environ-
ment and transmitting the gathered data to their respective
evaluators. The data evaluation layer consists of two evalua-
tors responsible for receiving data from a sensor and verifying
the importance of the collected data. In the data monitor-
ing layer, the collected data is monitored in real-time by
a guardian online 24/7 and uses a Graphical user interface
(GUI). In the power transmission layer, a PTD is equipped
with solar cells to harvest solar energy, and the sensor nodes
are provided with wireless radio receiving technology to
receive power from the PTD wirelessly. Figure 4 shows the
block diagram of the model.

IV. DATA ENCRYPTION-ENABLED CLOUD COST
OPTIMIZATION AND ENERGY EFFICIENCY-BASED
BORDER SECURITY MODEL

The proposed model consists of three mechanisms called
the Pre-Evaluation-based Cloud Storage Cost Optimization
(PECSCO) mechanism, Evaluator-side Secure Data Gather-
ing (ESDG) mechanism, and the Real-time Recharging of
Consumer Devices (R2CD) mechanism. The first mechanism
aims to improve cloud storage optimization using evaluators,
the second aims to achieve secure data transmission between
nodes to the cloud, and the third seeks to increase consumer
devices’ energy efficiency through a PTD.

A. PRE-EVALUATION-BASED STORAGE OPTIMIZATION
(PECSCO) MECHANISM

For the last few years, cloud computing got attention from
the research community. The cloud computing platform is
designed to provide compute-intensive and storage-intensive
services to users on a pay-as-you-use basis. Cloud computing
resources are distributed across different locations in the form
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of large data centers that are interconnected in a distributed
manner. Then, the data collected by the sensors is forwarded
to the computing engine or the cloud for analysis and dis-
played to the user. Each time data is written to the cloud
storage, a mandatory cost is charged for the WSN. This cost
is different from a cloud server provider to another one. Dur-
ing the last few years, several cloud cost optimization-based
schemes have been presented to reduce the write and read
operation costs in cloud storage. Most of them could enhance
cloud cost optimization with high computational overhead.
Based on the literature review, most previous works attempt
to partition the cloud storage using data object placement
algorithms, increasing the computational overhead. In most
applications, such as border security systems, the deployed
sensor nodes continuously monitor the environment. The gen-
erated data is sent to a CS and then synchronized with cloud
storage without verifying the meaning of the synchronized
data. However, the cloud servers charge their users for the
amount of data transferred to and from the cloud storage,
and the systems incur a higher cost for the cloud storage.
Therefore, it is necessary to evaluate and verify the impor-
tance of the data before synchronizing it with cloud storage.
One of the contributions of this research is to develop the
PECSCO mechanism, which aims to eliminate the drawbacks
mentioned above of existing schemes.

In the PECSCO mechanism, two evaluators are employed
to receive the data generated by the sensor nodes, distin-
guish the necessary data from the cost-wasting data, and send
it to a CS. The evaluators are intermediaries between the
consumer sensor nodes and CS. In this mechanism, a GA
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is utilized to determine the optimal positions of evaluators.
After deploying the evaluators, they receive data from nodes
and check their importance. The first evaluator receives the
recorded analog video from the video surveillance equipment
and reviews the recorded video. In case of illegal movements,
the data is sent to the CS. The second evaluator receives
the digital output from the radar, infrared and fire detection
sensors and verifies the data. If an unsafe situation exists,
the collected data is sent to CS. Then, the generated data is
sent from CS to the cloud storage. The proposed mechanism
consists of three phases: Recognizing Sensor Output Data,
Optimal Position of Evaluators and Checking the Impor-
tance of Data. In the first phase, the CS is responsible for
detecting the sensors’ output type. Then, in the second phase,
Genetic Algorithm (GA) is exploited to optimize evaluators’
positions, and in the third phase, the importance of data is
checked.

1) RECOGNIZING OF SENSORS OUTPUT

In the proposed model, as there are two types of data
(analogue video output and digital output) in the network,
CS needs to recognizes the type of sensors and their outputs.
Therefore, first, CS broadcasts its location to the sensor nodes
and requests them to send their locations and generated data
to its location. Then, it divides the nodes into two groups.
The first group comprises the CCTVs with analogue video
outputs, and the second group includes other nodes with dig-
ital outputs. Then, CS assigns an Evaluator_ID to each sensor
node which can be 1 or 2, which denotes that each sensor node
belongs to which evaluator. To inform sensor nodes about
their Evaluator_ID, CS sends information packets to sensor
nodes.

2) OPTIMAL POSITIONS OF EVALUATORS

In the WSNs, sensor nodes consume energy for transmit-
ting their data packets to their destination devices [51].
In addition, the energy consumption of sensor nodes for
transmitting sensory data depends on their communication
distance. Accordingly, the distances between nodes and eval-
uators as their destination should be optimized to reduce their
energy consumption. Therefore, in this phase, the optimal
locations of evaluators are determined. To this end, CS is
responsible for calculating their locations.

Since the evaluator’s positioning is an NP-hard problem,
the GA technique is utilized to obtain the optimal exclusive
positions of evaluators. The cost function is defined based on
the minimization of the distance between nodes and evalua-
tors. Therefore, the cost function of the proposed GA can be
formulated by Equation, where n is the total number of nodes
in the network.

Cost = min (Zn . distance(Evaluator, Node(i)) 2)
=

3) CHECKING THE IMPORTANCE OF DATA

After deploying evaluators at the optimal locations, each
evaluator floods advertisement messages to its sensor nodes
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to make all nodes within the network aware of the evaluators.
The advertisement message comprises the evaluator’s identity
(ID), its geographical position. Upon receiving the message,
sensor nodes forward it to their neighbours until all the nodes
inside the network are informed about evaluator information.
Nodes ignore the advertisement message if their ID differs
from their Evaluator_ID received from CS.

In the proposed model, the first evaluator receives the
recorded analogue video from the video surveillance system
and reviews the recorded video. In case of illegal movements,
the evaluator cuts out the desired part of the video and sends
it along with the details (date, time, and location of the video
surveillance) to CS. The second evaluator receives the digital
output from the radar, infrared, and fire detection sensors
and verifies the data. If an unsafe situation exists (the digital
output is logic 1), the event’s details (date, time, location) are
sent to the CS in addition to the collected data. Then, the
generated data is sent from CS to the cloud storage, which
is available to the guard who is online 24/7.

B. EVALUATOR-SIDE SECURE DATA GATHERING (ESDG)
MECHANISM

Wireless sensor networks (WSNs) are used in a variety of
applications. Attackers can jam the devices and eavesdrop on
conversations. Attackers can also modify the transmitted data
or connect unauthorized devices to the network when such
devices are deployed in the physical environment. Security or
cybersecurity is about keeping transmitted information safe
and secure from unwanted access. Weak security measures
mean unauthorized access to data. In a military application
that uses the IoT, unauthorized access to sensitive data will
cost more than money. There are several approaches to pre-
vent unauthorized access, such as strong authentication, data
encryption, monitoring tools, etc. Data encryption is one of
the most effective techniques to ensure end-to-end security.
The application of encryption algorithms by sensor nodes is
impossible due to the technical limitations of nodes in an IoT
network, such as limited memory and low processing power.
Therefore, it is required to develop a mechanism that reduces
the burden of encryption duty from the low-power nodes to
other resource-rich devices. One of the contributions of this
research is to develop the ESDG mechanism, which aims to
eliminate the drawbacks of existing schemes.

In the ESDG mechanism, the utilized evaluators are
responsible for encrypting the essential data before forward-
ing it to the CS. To this end, the input of the first evaluator is
the videos received from CCTVs, and the input of the second
evaluator is 1 or O received from other sensor nodes. The
evaluators evaluate the data before forwarding it to the CS.
If there is any illegal movement, they encrypt the data. After
adding the authentication code of the node that generates the
corresponding data and the details of the event (date, time,
location), the evaluator forwards the encrypted data packet
to the CS. After successfully verifying the secret value by
CS, the encrypted data is forwarded towards cloud servers to
access data. This section presents the detailed working of the
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ESDG model to secure the data transferred from nodes to the
cloud storage. The proposed mechanism consists of two main
phases, Agreement and Data Encryption. In the first phase,
an agreement between CS, evaluators and cloud storage is
performed, and in the second phase, data is encrypted using
the proposed methods. A detailed discussion of each stage is
presented in the following subsections.

1) AGREEMENT

In the proposed algorithm, after receiving and evaluating the
data, evaluators encrypt the data packets and send them to
the CS. The proposed protocol uses the International Data
Encryption Algorithm (IDEA) [25], based on symmetric-key
block cyphers. This algorithm is based on mathematically
related keys; the data information encrypted using a key can
be decrypted by using only a specific related key. A pair of
keys comprises a public key and an undisclosed or private
key. For example, a public key is like a bank account, while
a private key is like the account’s password or the account
owner’s signature. In the proposed mechanism, at each time
unit, the CS creates a key stream as given »_._; Kfrom the
set of random bits and then encrypts K using the private key
as given K’ = PRCS (K), later the evaluators decrypt the
incoming K’ from the public key of CS as given PUCS (K’).
CS also forwards the exact information of K to cloud servers
using PRCS and PUCS keys.

2) DATA ENCRYPTION

In the proposed mechanism, upon receiving the data packets
from nodes and K’ from CS, the evaluators evaluate the data,
encrypt the required data, and send it to the CS. As evaluators
have different collected data types, the evaluators use other
models to encrypt the collected data. To this end, the first
evaluator generates a secret key as given K = > " SK
from the set of random bits and determines the decimal value
of K’ as k= Decimal(K’). To encrypt the data packets, the
evaluator divides the data into k equal-sized blocks and adds
each bit of SK at the end of each block as given in Eq.2. After
adding the authentication code of the node that generates the
corresponding data and the details of the event (date, time,
location), evaluator forwards the encrypted data packet to the
CS.

k (l)( Lengt}]lc([)ata) )
= (Zi=1 (Zj=<i1)<“’"g’”,§l’“’”>> Data Q)+ SK(Z)))

+ MAC + Details 3)

After successfully verifying the secret value, CS transfers

the encrypted data to the cloud server, and the cloud server
decrypts the data as follows.

Decimal (K")—1 (X DL;n[;;rZ([ﬁ)) ) i
D = (Zi:l (z_(l)( Length(E) )+1 ED (])

J Decimal(x)
“)

The input of the second evaluator is O or 1. After evaluating
the received data, the evaluator generates a secret key as
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given > " | SK and calculates the decimal value of K’ as
k=Decimal(K’). Then, the evaluator encrypts the required
data packets by dividing the SK into two unequal-sized sec-
tions and adding the data between two sections as follows:

ED = (Zle (SK() +Data+ 3" SK (i))
+ MAC + Details ®)

Then, the authentication code of the node that generates the
corresponding data is added to the end of the data packet, and
ED is forwarded to the CS. After successfully verifying the
secret value, CS transmits the encrypted data to cloud servers
that access data as given following:

D = (ED(k + 1)) (6)

C. REAL-TIME RECHARGING OF CONSUMER DEVICES
(R2CD) MECHANISM

Power constraint of consumer devices is one of the significant
challenges in BSSs, as these sensors are deployed in inac-
cessible areas where it is impossible to replace or recharge
the sensor node batteries manually. The WPT technique is
a promising solution to improve the energy efficiency of
consumer devices in harsh and inaccessible areas. This tech-
nique uses a PTD that moves within devices on the ground
to recharge their energy supplies wirelessly. There are sev-
eral researches which have been conducted to optimize the
movement path of PTD that leads to high computational
cost and overheads. However, moving the PTD under an
unpredictable trajectory results in reducing computational
cost and system overheads. Furthermore, in most existing
WPT-based systems, PTDs must receive charging requests
from sensor nodes and reside at charging locations to charge
ground devices within their range. However, charging the
consumer devices before reaching a critical threshold leads
to an improve system performance. Likewise, recharging the
sensor nodes during movement of PTD along predetermined
charging locations leads to an increase in PTD efficiency
and enhances the network lifetime. Therefore, to address
the aforementioned limitations, in this section, a Real-time
Recharging of Consumer Devices (R2CD) mechanism is pre-
sented.In our R2CD algorithm, the PTD starts to move from
the centre of the network on a predefined spiral mobility
pattern with constant angular velocity and charges the nodes.
The reason for choosing the spiral motion of the PTD is
that the PTD can cover and meet all the devices during its
movement. Likewise, in the proposed mechanism, the PTD
moves on a predefined mobility pattern and recharges the
sensor nodes during its movement. We calculate a threshold
for each sensor node. If any node exceeds its threshold, the
PTD moves toward the node and starts to recharge its battery
until the node exits the critical situation. Then, PTD comes
back to its previous location as fast as possible. It should
be noted that if PTD receives multiple charging requests
from different nodes simultaneously, the node with the lower
lifetime gets the higher priority. The lifetime of a consumer
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device is calculated as follows:
Egem(i)
Econ(i)
where ERem and ECon denote the remaining energy of the

node and energy consumption of the node at each time unit,
respectively.

LT (i) = )

1) ON-SCHEDULE RECHARGING

In this phase, the PTD moves on a predefined spiral mobil-
ity pattern with constant angular velocity and charges the
nodes. To this end, in the beginning, the PTD broadcasts
a request message among sensor nodes and requests their
position information. After receiving the information from
sensor nodes, it starts to move from the centre of the network,
and in each unit of time, it calculates the distance between
nodes to its current location using Equation 8.

d= \/ (Xnode — XP1D)* + (Ynode — YPTD)* (3)

If the distance between a node and its location is less than
its charging range, it recharges the node’s battery until it exists
from its charging range.

2) THRESHOLD CALCULATION

The sensor nodes consume energy in the proposed mecha-
nism to generate and transmit data packets. Therefore, they
may exhaust their energy reserves before the PTD arrives at
their location. To address this problem, a threshold must be
set for each sensor node that allows them to be recharged
off-schedule. When a node’s remaining energy is below its
threshold, the sensor node informs the PTD of its remaining
energy and requests a recharge from the PTD as soon as
possible. Unlike previous schemes, a unique threshold is
determined for each sensor node as follows:

Thr(i) = X Econ(i) ©))

Speed

In the above equation, Speed denotes the velocity of PTD,
Econ is the energy consumption of the ith node in a time unit,
and o is the distance between PTD which is calculated as

follows:
@ dr
2
= —)do 10
“ (/0 v +d9) ) {10

where r is the radius of the network area, and 7 is deter-
mined by dividing r by the power transmission range of
PTD. After receiving the charging request, the PTD leaves
its current location and moves toward the critical node as fast
as possible. If PTD receives multiple charging requests from
different nodes simultaneously, the node with the lower life-
time receives the higher priority. The lifetime of a consumer
device is calculated as follows:

N ERem(i)
T = Eem®

where ERem denotes the remaining energy of the node.

(In
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3) OFF-SCHEDULE RECHARGING

After arriving at the PTD at the location of the critical sensor
node, it starts charging the battery of the critical node as much
as it left the pressing situation. The required energy level is
calculated as follows:

o (l) = Thr (l) — ERem (l) + ﬁ(ﬁ = ECDn)

Eq. (13) represents the charging time of PTD (Power
Transfer Device) at the critical node location, where ERem
denotes the remaining energy of the node. A constant value
B is incorporated to ensure that the remaining energy of the
node remains above the threshold after the critical node has
left. Then, the charging time is calculated as follows:

o (i)

T/

where T’ is the amount of energy transferred to the node’s
batteries over time. Then, it sets its timer and recharges the
node until it expires. At the end of the charging time, the PTD
returns to the previous location and continues moving along
the predefined path.

12)

CT (i) =

(13)

V. SIMULATION RESULT

A. SIMULATION ENVIRONMENT

In this paper, OMNET+H+- is used to simulate the proposed
model. OMNET++ is a network simulation framework
built on an object-oriented, modular architecture and utilizes
discrete event modelling. Due to its flexible design and mod-
ularity, OMNET++ has gained tremendous popularity in
the research community and network communication. In the
proposed model, we studied the U.S.-Mexico border because
this border has experienced a massive security upgrade since
2001, and the borderline has hardened and slowly divided
people into both sides. In fiscal year 2021, the U.S. Border
Patrol documented over 1.6 million instances of encountering
migrants along the U.S.-Mexico border. This figure surpassed
the previous fiscal year’s numbers by more than fourfold
and represents the highest annual total ever recorded [4].
In the proposed model, an area of 3,145 km is populated
with randomly distributed 500 to 800 sensor nodes of various
types. The default simulation parameters, which are chosen in
this study, are summarized in Table 1. Moreover, the simula-
tion parameters for Physical (PHY), Medium Access control
(MAC), transport and network layer are defined in Table 2.

B. PERFORMANCE EVALUATION

The accuracy of the simulation results of proposed PECSCO,
ESDG and R2CD remarkably shows the credibility of these
mechanisms when compared with other relevant algorithms.
In this paper, the performance of proposed three mechanisms
is evaluated under numerous set of simulation experiments.
PECSCO is compared to relevant cloud cost optimization
based schemes that were utilized in ODAF [30] and COSINE
[29]. PECSCO is compared to such mechanisms as they
attempt to reduce the cloud cost using different methods.
ESDG is compared to relevant secure data transmission based
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TABLE 1. Simulation parameters.

parameter Define of Value
parameters
n Path loss exponent 2
o Energy dissipated in 0.0013e-12
the op-amp
Eepee The electrical energy 50e-9
consumption
Eigq Energy consumption Se-9
for data aggragation
M Total number of nodes 100~450
R The network radius 50~2000 m?
&0 Initial energy of each 0.57J
node
speed The velocity of PTD 0.5m per
sec
/ Data packet length 2000 bit

TABLE 2. PHY, MAC, network and transport layers parameters.

Parameters Values

MAC IEEE 802.15.4
Transport Layer Protocol UDP

Antenna Omni-Directional
Propagation Model Two Ray Ground
Channel Bandwidth 11Mbps

algorithms that were utilized in SEF-IoMT [50] and ISEC
[49]. Finally, R2CD is compared to CTOWMC [35] and
FEDS [34]. R2CD is compared to such WPT based mech-
anisms as they attempt to optimize the trajectory of PTD.
To validate the experimental results, our proposed mech-
anisms and relevant algorithms are evaluated under same
network environment.

Figure 4.2 shows the number of writes to the cloud storage
in three other models in varying number of write operations.
As can be seen, the number of writes to the cloud storage
decreased in PECSCO in compared with two other models.
The reason behind this, employing evaluators as the bro-
kers between nodes and CS. In both ODAF-TS and OCOA
models, it is attempted to reduce the write operations by
partitioning the cloud storage to avoid writing the redundant
data packets. However, utilizing evaluators and checking the
importance of data before forwarding to cloud storage leads
to reduce the number of write operations at the cloud storage
remarkably.

Figure 5 shows the cloud cost during a month in three
different models. We consider 0.5 dollar for each write oper-
ation at the cloud storage. Obviously, over time leads to
increase the cloud cost in three models. However, as can be
observed, PECSCO reduces the cloud cost due to utilizing
the evaluators and checking the importance of data before
forwarding to the cloud storage.

VOLUME 11, 2023



M. F. Alomari et al.: Data Encryption-Enabled Cloud Cost Optimization and Energy Efficiency

IEEE Access

~o—Proposed Model BNRS —4—BSS
70
a L4
- 2 60 | o
= il -
= 5 50 LA —-0’*’*
o) | ot o1
=) e e
=T m40 o———"
oo
= =
o<« %
n
gze2
892%9
Z =
=g
zeZ 0
g‘] 80 81 82 83 84 85 86 87 88 89 90
© NUMBER OF OPERATIONS

(=Y
(=]

7]
(=}

—_—,

g
240 \'—\‘.
2
2 30
£ 20
]
£10
0
80 81 8 8 84 8 8 87 8 8 90
Number of operations
=o—=PECSCO ODAF-TS =e=0COA

FIGURE 5. Number of write operation.

FIGURE 7. System effeciency.

1 month ggz!m!!
~ 1week
2]
2
PRRL s
£
2 1 hour lgi

1 minute 1%5

0 100000 200000 300000 400000 500000 600000 700000
Cloud Cost (S)
u0COA ODAF-TS mPECSCO

w
S

[
S

p—
n

o
0 o

(=]
[

Total Energy consumption (J)

[1} 200 400 600 800 1000
Number of nodes

HPECSCO 1~ ODAF-TS m=OCOA

FIGURE 6. Cloud cost.

Figure 6 depicts the system efficiency in three different
models by varying number of operations. System efficiency
is defined as the number of write operations reduced by
employing different schemes. Higher the system efficiency
signifies better network performance. obviously, by increas-
ing the number of operations the system efficiency is reduced.
This is because, by increasing the number of operations, the
number of write operations and important data increases.
As seen, employing evaluators leads to enhance the system
efficiency in our proposed PECSCO in compared with OCOA
and ODAF-TS.

Utilizing evaluators as intermediaries between sensor
nodes and CS reduces the nodes’ data transmission range and
energy consumption. This is because there is a direct relation-
ship between a node’s energy consumption and distance from
the target device. Figure 8 shows the energy consumption of
sensor nodes in three different schemes by varying number of
deployed nodes. evidently, increasing the number of sensor
nodes leads to increase the energy consumption of the net-
work. likewise, from the result shown in Figure 8, it can be
seen that the total energy consumption of the nodes could be
reduced by up to 17% after using evaluators.

In figure 9, the experimental results are illustrated to
show the performance evaluation of energy consumption.
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FIGURE 8. Total energy cosumtion.
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FIGURE 9. Total energy consumtion of nodes.

It is observed that the energy consumption increases due
to transmitting of excessive control messages. However, the
numerical analysis reveals that the ESDG model improves
the energy consumption by 14% and 8% as compared to the
existing solutions under a varying number of attackers. This
improvement is due to the fact that, unlike related works,
in the ESDG model, the data encryption and transmitting
control messages duties are transferred from energy limited
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sensor nodes to power rich evaluators, which leads to reduce
the energy consumption of sensor nodes and enhance their
energy saving. Further, employing evaluators leads to reduce
the data transmission range of nodes and enhance their energy
efficiency.

Figure 10 compare the network throughput of the ESDG
mechanism with the existing schemes. The numerical results
indicate that the ESDG mechanism has an increase in the
network throughput by an average of 5 % and 4 % in compar-
ison with other work for the varying number of attackers. The
improvement of the ESDG against the existing schemes is due
to energy-efficient, and secure design with the least network
overheads. Also, it increases the fraction of delivery perfor-
mance due to avoiding fake malicious packets by network
attackers and reduces the options of congestion which leads
to enhance the data delivery ratio and increase the network
throughput.

Figure 11 depict the experimental results of the ESDG
model against the existing solutions for the varying number of
attackers and edge servers. It is revealed from the numerical
analysis that the ESDG model decreases the delay ratio by an
average of 22 % and 9 %, respectively. The reason of delay
reduction in sending the sensors’ data from a source point to
the destination is that the ESDG model adopts reliable and
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secure based data transmission from nodes to cloud server.
Moreover, unlike previous schemes, the proposed mechanism
employed direct data transmission manner between nodes and
their destination, which leads to reduce the latency and end
to end delay.

Figure 12 demonstrate the experimental results for varying
network attackers and edge servers. The numerical analysis
reveal that the ESDG mechanism decreases the network over-
heads by an average of 14 % and 16 %, respectively. The
improvement of the ESDG mechanism is due to an evaluator
side secure data transmission manner, which reduces the data
encryption duty from nodes to evaluators. In addition, as there
is a direct relationship between the energy consumption of
nodes and network overhead, utilizing evaluators leads to
reduce the data transmission range of nodes and their energy
expenditure leads to enhance the energy saving of nodes and
reduce the network overhead.

Figure 13 illustrate the performance comparison of the
ESDG model with the existing solutions for route interruption
under varying attackers. The numerical analysis shows that
the ESDG mechanism minimizes route breaches by 19 % and
13 % in comparison with the existing studies. This reason
is such that the ESDG offers more reliable and secure com-
munication channels among data forwarders. The sensors’
data is forwarded in the form of blocks, and each block is
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encrypted using the block-chain technology. All the blocks
are encrypted in the form of chains and their dependencies
increase the level of data protection. In the proposed protocol,
CS recomputed the hash value based on the decimal value
of secret key, which leads to making the authentication and
integrity of the data block more confident. Therefore, unlike
other solutions, the ESDG increases the security level on the
constructed routes and avoids the chances for attackers to leak
the confidentiality, manipulation, and packet drop ratio.

Figure 14 demonstrate the performance evaluation of the
ESDG with existing work under the varying malicious nodes
in terms of compromised data packet ratio. It is noticed from
the analysis of the performed experiments that the ESDG
improved the data security in terms of compromised packets
by 20% and 14% as compared to other solutions. This is due
to the ESDG offers a more consistent and secure routing pro-
cess by incorporating the block cipher based cryptographic
functions. During data forwarding, the evaluators are firstly
authenticated and after their identities, the data packets are
transmitted towards the sink node in the form of blocks. The
data blocks are transmitted towards CS using single hop based
on encryption and decryption functions, which significantly
increases the data confidentiality and integrity. The ESDG
avoids the chances for malicious nodes to capture the smart
data packets and alter their contents. Also, the intermediate
evaluators are authenticated using private and public keys
cryptography and leads to robust and secure data transmis-
sions.

Figure 15 shows the plotted network lifetime in terms
of rounds against different number of nodes. The simula-
tion results show that R2ZCD mechanism outperforms than
other approaches as it has longer network lifetime by 13.7%
and 23% at different number of nodes. Unlike the existing
schemes, in R2CD, the utilized PTD recharges the nodes
even when its moving along nodes, which results in increased
energy of nodes and improved network lifetime. Moreover,
in R2CD, PTD does not wait to receive charging request from
the nodes and it starts to charge the nodes from the beginning,
which leads to reduce the idle time of PTD and enhance the
recharging time of nodes.
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FIGURE 15. Network lifetime.

~——R2CD FEDS ——CTOWMC

N
[—3
S

400
350 ||
300

)
-~
n
]
=

RESIDUAL ENERGY (J
- N
S S
S S S S

)
7

Y

L4

)

7

1

{

J

[

)

A

)

{

1

|

{

y

[

i

1 |

1

Y

¥

)

]

1

\

n
(=]

=}

ELAPSED ROUNDS

FIGURE 16. Residual energy.

In this experiment, the remaining energy of the network is
measured as time increases. The purpose of this measurement
is to depict how R2CD reduces the total energy consumption
of the network. Figure 16 shows the comparison of R2CD
with two other algorithms in terms of residual energy of the
network. As can be observed in Figure 16, R2CD increases
the residual energy of the network by 10% and 46% as
compared to previous schemes. Unlike existing mechanisms,
in R2CD, the PTD starts to recharge the nodes before entering
them to a critical situation which leads to enhance their
remaining energy. Moreover, the utilized PTD recharges the
nodes even when its moving along nodes, which results in
increased energy of nodes.

The computation time of the three techniques is shown
in Figure 17. the computational time is the length of time
required to perform a computational process. As can be seen,
the computation time of our proposed model is lower than
the other two techniques because the PTDs move accord-
ing to a predefined mobility pattern. In the CTOWMC and
FEDS techniques, the PTD motion path must be optimized
frequently, incurring additional computational costs.

Figure 18 shows the network throughput of R2CD against
two other mechanisms. Based on the numerical results,
the R2CD model has a significant increase in the network
throughput by an average of 18 % and 11 % in comparison
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with other work for the varying number of nodes. As there is a
direct relationship between the energy efficiency and network
throughput, enhancing the remaining energy of nodes leads to
increasing the network throughput. Figure 19 depicts the effi-
ciency of PTD in three different mechanisms. The efficiency
of PTD is the fraction of the supplied energy that is trans-
ferred in a useful way. As can be observed, in our proposed
mechanism, the PTD has higher efficiency in compared with
relevant schemes. This is because, the PTD used in the R2ZCD
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model recharges the nodes even while moving along ground
devices.

The travelled path of PTD is depicted in Figures 20 and
21 under two different scenarios. As can be observed from
figure 20, in R2CD, increasing the number of nodes does
not impact the travelled path of PTD. this is because, in our
proposed mechanism, the PTD moves under a predefined
spiral mobility pattern. However, in two other works, the PTD
moves along nodes. Then, in such schemes, increasing the
number of nodes leads to increasing the travelled path of
PTD. Moreover, Figure 21 shows the travelled path of PTD
under varying network area. As can be observed, in R2CD,
increasing the network area leads to increase the travel path
of PTD due to moving the PTD under a path that can meet
all sensor nodes. likewise, in our proposed mechanism, the
PTD starts to move along nodes before receiving the charging
request from nodes. However, in previous works, the PTD
waits to be informed by sensor nodes and then starts to move
along critical nodes. generally, the travel path of PTD shows
the idle time of PTD, then more travel path, low idle time of
PTD which leads to increase the efficiency of PTD.

VI. DISCUSSION

The validation results verified the ability of the presented
model to reduce the cloud cost, enhance secure data transmis-
sion, and improve the energy-efficiency. The proposed model
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could reduce the cloud cost by up to 93% compared with
BNRS and BSS due to employing evaluators and checking
the importance of data before synchronizing with the cloud
storage. Likewise, the simulation results demonstrated that
the proposed model could enhance the network lifetime by
up to 50% and network throughput by up to 11%. Our study
involves the implementation of advanced technology while
ensuring cost-effectiveness for the various components of the
model. The primary objective is promptly transmitting any
detected infiltration at the border and initiating necessary
actions. By utilizing this model effectively, our border secu-
rity forces can more precisely enhance their ability to identify
and control unwanted and suspicious activities. Compared
to existing competing algorithms, our model demonstrates
significant improvements. Notably, the energy consumption
by sensors is reduced, and the cost of cloud infrastructure
is optimized, all while ensuring the network’s monitoring
objectives are met. This enhances the overall effectiveness
and efficiency of border surveillance, minimizing the need
for extensive physical presence along the fence and reducing
risks to personnel. Moreover, it allows for allocating existing
surveillance equipment to other essential tasks [27], [29].

However, some limitations are worth to be noted. the
study needs to address potential challenges related to deploy-
ing and maintaining Power Transmitter Devices (PTDs).
Practical considerations such as the cost, scalability, and
reliability of the PTDs, as well as the required infrastruc-
ture for their operation, should be considered for real-world
implementation.Additionally, the study must consider other
vital metrics such as security robustness, scalability, and
real-time responsiveness. Future studies should incorporate a
more comprehensive evaluation framework to assess the pro-
posed model’s effectiveness in various operational scenarios.
In addition, using some deep learning techniques [47], [48] to
improve the energy effieicny and network lifetime of the pro-
posed model is planed in the future. Despite these limitations,
the study provides valuable insights into the potential benefits
of optimizing cloud costs and improving energy efficiency in
border security systems. However, further research and prac-
tical experimentation are necessary to validate and enhance
the feasibility and effectiveness of the proposed model in
real-world border security deployments.

VII. CONCLUSION

This paper aims to present a joint cloud cost optimization
and energy efficiency-based border security model. In the
proposed model, evaluators are first used as intermediaries
between nodes and CS to verify the importance of collecting
data before forwarding it to CS. Using evaluators leads to
a reduction in the number of write operations to the cloud
storage, thus reducing the cloud cost. After evaluating the
received data packets, if there is any illegal movement, the
data is forwarded to CS and then immediately synchronized
with the cloud storage; otherwise, it is neglected. Similarly,
we used a PTD to move along sensor nodes according to
a predefined mobility pattern and charge the nodes during
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the movement. In the proposed model, the batteries of the
consumer devices are charged before they reach a thresh-
old, resulting in higher efficiency of the PTD and a more
extended network lifetime. When the energy level of a device
exceeds the threshold, PTD charges it unscheduled. Each
node’s energy level threshold is determined based on its wait
time for PTD to arrive at its location. This ensures that the
sensor nodes do not deplete their energy before arriving at
PTD, resulting in a longer operating time for the consumer
devices. The experimental analysis conducted in this study
involves a comprehensive comparison between the proposed
model and existing techniques, considering multiple metrics.
The simulation results unequivocally demonstrate that the
proposed model exhibits significantly higher efficiency when
compared to state-of-the-art models.
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