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ABSTRACT Image captioning is a deep learning technique that intends to create and generate textual
descriptions or captions for images. It integrates computer vision and natural language processing (NLP)
to comprehend the visual content of an image and generate human-like descriptions. Deep learning (DL)
based image captioning models can be trained on large-scale datasets, allowing them to generalize various
types of images and generate captions that apply to a wide range of visual scenarios. By combining
computer vision and natural language processing, DL-enabled image captioning models can understand both
visual and textual information, which enables them to generate captions that not only describe the visual
content but also incorporate contextual and semantic information. This study develops an Automated Image
Captioning using Sparrow Search Algorithm with Improved Deep Learning (AIC-SSAIDL) technique. The
major intention of the AIC-SSAIDL technique lies in the automated generation of textual captions for the
input images. To accomplish this, the AIC-SSAIDL technique utilizes the MobileNetv2 model to generate
feature descriptors of the input images and its hyperparameter tuning process takes place using SSA. For the
image captioning process, the AIC-SSAIDL technique utilizes an attention mechanism with long short-term
memory (AM-LSTM) network. Finally, the hyperparameter selection of the AM-LSTMmodel is performed
by the fruit fly optimization (FFO) algorithm.Awide range of experiments has been conducted on benchmark
data to depict the better performance of the AIC-SSAIDL method. The comprehensive result analysis
highlighted the enhanced captioning results of the AIC-SSAIDL method with maximum CIDEr of 46.12,
61.89, and 137.45 on Flickr8k, Flickr30k, and MSCOCO datasets, respectively.

INDEX TERMS Image captioning, deep learning, natural language processing, sparrow search algorithm,
computer vision.

I. INTRODUCTION
Image captioning is a wide-ranging task in natural language
processing (NLP) and computer vision (CV) that enables to
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completion of the multi-modal transformation from image
to text. As a main source of data, multiple images are
stored and transferred digitally on the Internet. Meanwhile,
social interaction depends mainly on natural language that
enables the computer to define the visual world might
bring a large number of applications, namely assistance
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for visually impaired people, child education, information
retrieval, and natural human-computer interaction [1]. Based
on the input image, this model automatically generates
the text description [2]. As a meaningful and challenging
field of artificial intelligence (AI), automatically generated
image description has attracted considerable attention. The
objective is to linguistically generate a possible sentence
that is semantically correct to the image content [3]. Thus,
language processing and visual understanding of image
description are the twomajor aspects of image captioning [4].
The CV and NLP approaches must be used to properly
integrate them and to handle the problem created by the
corresponding modalities to guarantee that the generated
sentence is semantically and grammatically true. With the
rapid development of computing capability and data scale,
machine learning (ML) based on hardware and data shows
exclusive benefits that directly stimulate the prosperity of AI
in different applications [5].
Various research was dedicated to automatic image cap-

tions, as well as it is categorized into various approaches [6].
The image caption technique is designated from similar
images through captioning, and the retrieval-based method
identifies visually similar images through the captioning
from the training data [7], [8]. Several types of research
are based on machine learning (ML) and deep learning
(DL) methods. A deep neural network (DNN) technique was
exploited for the image caption technique due to efficient
approximation capabilities. The image caption method has
tremendously grown due to the considerable expansion of
the DNN technique [9]. In recent years, Convolutional
Neural Network (CNN) has gained significant attention in
CV tasks namely image classification, and object detection.
Furthermore, Recurrent Neural Network (RNN) plays a
crucial role in NLP [10]. Even though various types of
research were conducted, it is still necessary to establish
efficient image caption methods for better performance.

The contribution of the paper is summarized as follows.
This study develops an Automated Image Captioning using
Sparrow Search Algorithm with Improved Deep Learning
(AIC-SSAIDL) technique. The AIC-SSAIDL technique uti-
lizes the MobileNetv2 model to generate feature descriptors
of the input images and its hyperparameter tuning process
takes place using SSA. For the image captioning process,
the AIC-SSAIDL technique utilizes an attention mechanism
with long short-term memory (AM-LSTM) network. Finally,
the hyperparameter selection of the AM-LSTM network is
performed by the fruit fly optimization (FFO) algorithm.
A wide range of experiments has been conducted on
benchmark data to demonstrate the better performance of the
AIC-SSAIDL method.

II. RELATED WORKS
Duhayyim et al. [11] established a meta-heuristic optimizer
with a DL-empowered automated image caption technique
(MODLE-AICT). The presented technique concentrates on
generating the effectual caption to input images by utilizing
two procedures containing encoder and decoding units.

Firstly, at the encoder part, the SSA with HybridNet
method was employed for generating effective input image
descriptions utilizing fixed-length vectors demonstrating the
novelty of works. Furthermore, the decoder part contains
a bidirectional gated recurrent unit (BiGRU) technique
utilized for generating descriptive sentences. Chaudhari and
Devane [12] present an intelligent-based image captioning
method. An implementedmethod contains some steps such as
caption generation, word generation, and sentence formation.
Primarily, the input image was exposed to the DL technique
named convolutional neural network (CNN). Additionally,
a group of sentences are designedwith createdwords utilizing
the long short-term memory (LSTM) technique. This work
establishes a novel improved optimizer technique Rider with
Randomized Bypass and Over-taker update (RR-BOU) for
better selection.

Chu et al. [13] developed one joint AICRL technique
which conducts the automatic image captions dependent
upon LSTM and ResNet50 with soft attention. AICRL
includes one encoding and one decoding. The encoding
implements ResNet-50 dependent upon CNN that makes a
varied representation of the provided image with embedded
it as fixed length vector. The decoding can be planned with
LSTM, recurrent neural network (RNN) and soft attention
mechanism for selecting the concentration of attention on
particular parts of images for predicting the next sentence.
In [14], the authors presented a method that integrates
a CNN and LSTM for boosting the accuracy of image
captions by fusing text features accessible from an image
with visual extraction features from recent approaches. The
authors [15] introduce a Variational Autoencoder and Rein-
forcement Learning based two-stage Multi-task Learning
Model (VRTMM) for remote sensing image captioning tasks.
In the primary stage, the authors fine-tuned the CNN along
with the variational autoencoder (VAE).

Al-Malla et al. [16] introduced an attention-based Encoder-
Decoder deep structure which utilizes CNN based convolu-
tion features extraction model named Xception. Bai et al. [17]
present a structure utilizing a CNN-based generation method
for generating image captioning by utilizing conditional
GAN (CGAN). Additionally, a multi-modal graph con-
volutional network (MGCN) was utilized for exploiting
visual connections among objects to create the caption with
semantic meaning, whereas the scene graph has been utilized
as a bridge for connecting objects, attributes and visual
relationship data combined for generating optimum captions.

Many automated devices are accessible in the related
works for effectual image captioning. Even though the ML
and DL approaches occurred in the previous studies, it is
still required for enhancing the image captioning efficiency.
Due to the continual deepening of the method, the count
of parameters of DL approaches also enhances rapidly
the outcome in model overfitting. Simultaneously, distinct
hyperparameters are an important effect on the performance
of the CNN approach. In particular, hyperparameters like
batch size, epoch count, and learning rate selection are
crucial to obtain efficient results. As the trial and error
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process for hyperparameter tuning is a tedious and erroneous
method, meta-heuristic approaches are executed. Therefore,
in this work, we employ SSA and FFO algorithms for the
parameter selection of the MobileNetv2 and AM-LSTM
models respectively.

III. THE PROPOSED MODEL
In this study, we have developed a new AIC-SSAIDL
algorithm for the automated generation of textual captioning
for the input images. It encompasses MobileNetv2-based
feature vector generation, SSA-based hyperparameter tun-
ing, AM-LSTM-based textual description generation, and
FFO-based parameter optimization. Fig. 1 demonstrates the
overall process of the AIC-SSAIDL approach.

A. FEATURE VECTOR PROCESS
The MobileNetv2 model is exploited at this stage to generate
feature descriptors. MobileNetv2 is a mobile-enriched FC
network that depends mainly on the inverted residual
structure that has a bottleneck level connected with the
residual connection. TheMobileNet model is exploited in this
stage for extracting features. Mostly, the CNN is gathered
from input, fully connected (FC), convolution, pooling,
and output layers [18]. In contrast with the standard NN,
it features weighted sharing, local connection, and down-
sampling. It might effectively improve the efficiency of
eliminating local features, avoid over-fitting, and reduce the
network parameter. The convolutional layer is a building
block of CNN, and local feature extraction was identified
by interconnecting the input of every neuron to the local
sensing area of the prior layer. The convolution function
is categorized into activation and convolution, and the
computation process is represented in Eq. (1):

T = fk

 r∑
x,y,z=1

Cx,y,zwsx,y,z + bs

 (1)

In Eq. (1), T and C represent the input and resultant of
the convolution layer; fk indicates the activation function
of k th layers; r and s characterize the sequence number of
convolutions and the channel count; w and b denotes the
weight and bias of convolution; x, y, and z characterize the
dimensional of the input dataset.

In the activation function, Tanh, rectified linear unit
(ReLU), Sigmoid, and Leaky ReLU are non-linear func-
tions used to map the input and linear conversion for
improving the non-linear expression ability of the model.
Particularly, the gradient computation speed was very quick
and, ReLU eliminates the vanishing gradient outcome of
sigmoid purpose, hence it is most commonly used. Therefore,
the ReLU was implemented in the convolution layer. The
pooling layer has a feature mapping layer which reduces
the resulting dimensional of the convolution layer to realize
the downsampling of the local dataset and efficiently avoid
overfitting. Average pooling, overlapping pooling, and max
pooling are typical pooling algorithms. In such cases, max
pooling was implemented to express the local feature, and

various pooling and convolutional layers are exploited to
realize the feature extraction.

In the FC layer, every neuron is FC to all the neurons
from the front layer, and the prediction values are evaluated
by the weighted sum of the inter-layer weighted coefficient.
For the regression procedure, the abovementioned nonlinear
activation functions are not fitting to the last FC layer. While
it correspondingly maps the outcome within (0,∞), (−1, 1),
and (0, 1) intervals. Hence, the linear activation and ReLU
function are correspondingly used for resultant and FC layers
to improvise the expression capability of the model.

In the MobileNetv2, followed by 19 residual bottleneck
layers, the first FC layer with 32 filters is used. Training
the model, process adding model parameters, building up
the model, and basic model with MobileNetv2, amplification
image generator, and storing for forthcoming approximation
are six phases in the model progression. During training,
the loss of 0.25 assured a random omission of 25% of
the weight. This model drastically decreases the overfitting
problem. The principal objective is to retain from gaining
a wide knowledge of the input from using several weight
models. A batch size of 32 images was used for this dataset.
Consequently, 32 images have been learned in one cycle.
Once the batch size is improvised, the model grows larger.
But this minimizes module can categorize the uncommon
classes. MobileNetv2 enhances efficacy over a broad size
of the model. The MobileNetv2 is made up of n times as
various recurrent layers. In the presented method, depthwise
separable convolution is utilized that comprises pointwise
and depthwise convolutional layers successively.

B. HYPERPARAMETER TUNING PROCESS
The SSA is used in this work for optimal hyperparam-
eter selection of the MobileNetv2 model. The SSA is
a metaheuristic technique which motivates the predation
and anti-predatory behaviours of sparrows [19]. Especially,
during foraging, joiner and discoverer are major two roles
acted by individuals. The discoverer is accountable for
guiding and searching for food, and the joiner forage by
following the discoverer. A certain proportion of sparrows
can be selected as the guarder that transfers the alarm signal
and performs anti-predation action once they found out the
danger. The location of the discoverer can be regenerated by
using Eq. (2):

X t+1
i,j =

X ti,j · exp(−
i

α · T
) R2 < ST

X ti,j + O · G R2 ≥ ST
(2)

where α ∈ (0, 1] shows the random integer. O signifies an
arbitrary parameter. ST ∈ (0.5, 1] suggests a safety value.
R2 ∈ (0, 1] determines a warning value. G represents the
1 × d matrix whose value is 1. t denotes the present value
of an update. T denotes the highest value of an update. X tij
shows the existing location of i − th agents. X t+1

ij represents
the upgraded location of the ith sparrow at the jth dimension.
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FIGURE 1. The overall process of the AIC-SSAIDL method.

The joiner location is redeveloped in Eq. (3):

X t+1
i,j =

O · exp(
xw − X ti,j

i2
) i > n/2

Xb + |X ti,j − Xb| · B · G otherwise
(3)

where Xb indicates the present optimal location of the
discoverer.Xw defines the worst location of the sparrow, andB
represents the 1 × d matrix whose values are corresponding
to 1 or −1 and A+

= AT
(
AAT

)−1. The location regeneration
for the guarder is formulated by using Eq. (4):

X t+1
i,j =


X tbest + β ·

∣∣∣X ti,j − X tbest
∣∣∣ , ftj > ftg

X ti,j + K ·

(
X ti,i − X tworst
(f ti − f tw)+ε

)
, fti = ftg

(4)

where Xbest represents the global optimum position. β and
K ∈ [−1, 1] characterize two arbitrary integers; fti shows the
fitness value. ftw and ftg correspondingly denote the existing
worst and optimum fitness value in the population, and ε

shows the smallest number that is nearer to zero.
The SSA technique not only defines a fitness function

to reach the highest performance of the classifier and also
determines a positive value to indicate the better outcome of
the solution candidate. The reduction of classification error
rate is regarded as the fitness function, as given in Eq. (5).

fitness (xi) = Classifier Error Rate (xi)

=
No. misclassified samples

Total no. samples
∗ 100 (5)

C. IMAGE CAPTIONING PROCESS
For the image captioning process, the AIC-SSAIDL tech-
nique makes use of the AM − LSTM model. LSTM is
a specific RNN architecture which is stable and effec-
tive for modelling long-term dependency in several prior

researchers [20]. The LSTM is the cell state cr that
mechanism with three gate designs (forget, input, and output
gates) for completing the accumulation of state data.

However, ht implies the hidden layer (HL) at time t i.e., the
resultant value of cell units A. χt denotes the input traffic flow
order at t time, cell state was defined as ct , ⊕ and ⊗ denotes
the addition andmultiplication of the matrix correspondingly,
and arrow represents the conversion of matrices. For instance,
arrows on hr and χt imply that hr and xr are transformed once
correspondingly, in other words, WVh ⊗ hr and WVχ ⊗ xr
are achieved, whereas WVh and WVχ denote the weighted
matrixes of neural network (NN). σ wrapped by box denotes
the sigmoid function, and two arrows derive collected to
signify the vector addition. An offset vector b was executed
whereas the two vectors are added. The input, output, and
forget gates at t time are correspondingly formulated as ir ,
0r and ft , then the connection among input, output and forget
gates, the input χt , HL hr and cell state cr is illustrated in
Eqs. (6)-(8).

it
ft
Ot

C̃

 =


σ

σ

σ

tanh

WV
(

xt
ht−1

)
+


bi
bf
b0
bC

 (6)

cr = ft ⊗ cr−1 + ir ⊗ C̃ (7)

hr = 0r ⊗ tanhcr (8)

whereas W denotes the weighted matrix from the HL and b
refers to the offset vector.

Based on Eq. (6), it , 0t , ft , and C̃ are all created by simple
NN functions. Because of the distinct activation functions
Tanh and σ functions, the value range of parameters C̃ is
(−1, 1) and the value range of ir , 0r , ft is [0, 1]. Based on
Eq. (7), ct was attained with the addition of cell states at the
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Algorithm 1 Pseudocode of SSA
Begin
Determine Itermax,NP, n,Pdp, sf ,Gc,FSU and FSL
Initialize the flying squirrel location randomly

FSi,j = FSL + rand() ∗ (FSU − FSL ), i = 1, 2, . . . ,NP, j = 1, 2, . . . ,n
Calculate fitness value

fi = fi(FSi,1,FSi,2, . . . ,FSi,n), i = 1, 2, . . . ,NP
While Iter < Itermax

[sorted − f , sorte− index] = sort(f )
FSht = FS(sorte_index(1))
FSat (1 : 3) = FS(sorte−index(2 : 4))
FSnt (1 : NP− 4) = FS(sorte_index(5 : NP))
Generate novel location
For t = 1 : n1( n1 = total amount of squirrels on acorn tree)

If R1 ≥ Pdp
FSnewat = FSoldat + dgGc(FSoldht − FSoldat )

Else
FSnewat = random location
End

End for
For t = 1 : n2( n2 = total amount of squirrels on a normal tree moving towards acorn tree)

If R2 ≥ Pdp
FSnewnt = FSoldnt + dgGc(FSoldat − FSoldnt )

Else
FSnewnt = randomlocation

End
end
For t = 1 : n3( n3 = total amount of squirrels on a normal tree moving towards hickory trees)

If R3 ≥ Pdp
FSnewnt = FSoldnt + dgGc(FSoldht − FSoldnt )

Else
FSnewnt = random location

End
End

Stc =

√∑n
k−1(FS

t
atk − FShtk )2, Scmin =

10B−6
365Iter/(Itermax)/2.5

If stc < scmin
FSnewnt = FSL + Lévy(n) × (FSU − FSL )

End
Calculate the fitness value of the novel location
fi = fi(FSnewi,1 ,FSnewi,2 , . . . ,FSnewi,n ), i = 1, 2, . . . ,NP
Iter = Iter + 1
End

FIGURE 2. Framework of LSTM.

final moment ct−1 andC parameters. With the forgetting gate
ft and input gate ir , the degree of accumulation is managed
correspondingly, representative of the degree of cell states
written and cleared. Based on Eq. (8), the output gate 0t
control the cell state cr and defines the degree to that ct is
transferred to the last state ht . One benefit of utilizing the
memory cell and gates for controlling data flow and avoiding
vanishing suddenly is a crucial issue for the RNN method.
Fig. 2 represents the framework of LSTM.

The attention mechanism (AM) is originally utilized
in machine translation that supports the network method
allocating various weights for all the parts of the input,
extracting very important and vital data, and creating the
model with a more correct judgment, without taking the
additional cost to computation and storing of the models.

The data are predictive of the AM − LSTM method and are
separated into subsequent stages.

(1) Compute the HL hi, i = 1, 2, . . . , t . Data xi, i =

1, 2, . . . , t attain the HL output hi with a typical LSTM
network:

(2) Compute the distribution of attention αi, i = 1, 2, . . . , t
as depicted in Eq. (9):

αi = softmax (s (hi, y)) =
exp (s (hi, y))∑t
j=1 exp

(
s
(
hj, y

)) (9)

whereas similarity was implemented as a scoring function of
attention, i.e., s (hi, y) = hTi y and s(hi, y) implies the scoring
function of attention ;

(3) Estimate the weighted average of characteristic value
h =

∑t
i=1 αihi

(4) Determine the predictive value. h is input as FC and the
output Xt+1 implies the predictive value at t + 1 time.
It could be realized in the procedure that theAM − LSTM

method chooses the feature data, rather than choosing only
one of the t HLs, computing the weighted average of every
t HL. Afterwards, the weighted data h is input as NN
for the next computation. But the network parameter of
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TABLE 1. Details of the dataset.

AM − LSTMnetworks can be set after training, it is weighted
α1, α2, . . . , αt and is modified with the change of input
x1, x2, . . . , xr under the testing. This allows the AM − LSTM
model for selecting suitable parameters to predict based on
the alteration of input data and resolves the defect of the
typical LSTM model.

At the final stage, the hyperparameter selection of the
AM − LSTM network is performed by the FFO algorithm.
The FFO algorithm is a SI optimization technique stimulated
by the foraging behaviours of the fruit fly (FF) [21]. A group
of FFs firstly rely on the concentration of odour while finding
food, to define the estimated distance between the target
food and the FF itself. The general concept of the FFO in
resolving the problems of searching for the optimum solution
is the same as the FF search for food. The position data
of the better FF can be defined using the smell-searching
technique. But, the visual search technique can be distinct in
that every FF in the search space is arbitrarily outwards from
the position data of the optimum FF and later the smell and
visual search phases are repeated until the optimum solution
is attained. To further define the FFO technique, consider
the optimization problems of binary function g(x, y). The
procedure of resolving the optimum solution of the binary
operation by FFO is split into subsequent stages.
Step 1: Initialize the parameter of the FF swarm such as the

initial location (x0, y0) of the FF swarm, N number of FFs in
the swarm, the maximal amount Tmax of iterations, and the
searching step size L.
Step 2: Smell search procedure. The FF swarm begin

from the first location (x0, y0) and random searches in each
direction with step L for getting the updated location (xi, yi),
i = 1, 2, . . . ,N . This process is equated in Eqs. (10)-(11).

xi = x0 + L × Rand (10)

yi = y0 + L × Rand (11)

From the expression, Rand() denotes the randomly generated
value of zero and one. Afterwards finishing the random
search, the odour smells judgment value Smelli = g(xi, yi)
of the existing location of the FF is evaluated, and g denotes
the odour intensity function.
Step 3: Visual search process. The FF with better odour

smell judgment value in the swarm is chosen as an optimum
FF and the global optimum. Then, upgrade the value and the
global optimum position data as soon as the FF is better than
that of the global optimum value Smellbest. It is given in
Eqs. (12)-(15).

[bestsmell, bestIndex] = max (Smell1, Smell2, · · · , SmellN )

(12)

FIGURE 3. Sample images.

Smellbest = bestSmell (13)

x0 = bestIndexx (14)

y0 = bestIndexy (15)

Step 4: Define the terminating criteria. If the maximal
amount of iterations is attained, the process ends and outputs
the optimum solution (bestIndexx , bestIndexy) that results in
the optimum value of a function (x, y), or else, return to step 2.

IV. RESULTS AND DISCUSSION
The proposed model is simulated using Python 3.6.5 tool on
PC i5-8600k, GeForce 1050Ti 4GB, 16GB RAM, 250GB
SSD, and 1TB HDD. The parameter settings are given as
follows: learning rate: 0.01, dropout: 0.5, batch size: 5, epoch
count: 50, and activation: ReLU.

The image captioning results of the AIC-SSAIDL method
can be tested on three datasets: Flickr8k, Flickr30k, and
MSCOCO dataset as defined in Table 1. Fig. 3 represents
the sample images. Flickr8k database is a novel benchmark
gathered for sentence-based image description and search,
containing 8,000 images which are all paired with 5 distinct
captions that offer clear descriptions of salient entities and
events. The Flickr30k database has developed a typical
benchmark for sentence-based image description. This study
proposes Flickr30k Entities that augment the 158k captions
in Flickr30k with 244k co-reference chains, connecting
mentions of similar entities across distinct captions for a
similar image, and connecting them with 276k manually
annotated bounding boxes. COCO is a large-scale object
recognition, segmentation, and captioning database. COCO
contains many features: Object segmentation, 330K images
(>200K labelled), 1.5 million object samples, 91 stuff
categories, 80 object categories, and 5 captions per image.

In Table 2, the overall image captioning results of the
AIC-SSAIDL technique with recent models are made on the
Flickr8k dataset [25], [26]. The experimental values portray
the improvement of the AIC-SSAIDL technique. Fig. 4
provides a comparative investigation of the AIC-SSAIDL
method in terms of BLUE on the Flickr8k dataset. The results
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TABLE 2. Image captioning outcome of AIC-SSAIDL approach with other
systems under the Flickr8k dataset.

FIGURE 4. The BLUE outcome of AIC-SSAIDL approach under Flickr8k
dataset.

indicate that NIC and soft-attention models reached lower
BLUE values whereas certainly improvised BLUE values can
be accomplished by the hard-attention and SCA-CNN-VGG
models. Moreover, the CNN model reaches considerable
outcomes with BLUE-1 of 67.50, BLUE-2 of 51.97, BLUE-
3 of 41.13, and BLUE-4 of 26.61. Nevertheless, the
AIC-SSAIDL technique reaches higher performance with
BLUE-1 of 72.31, BLUE-2 of 56.52, BLUE-3 of 46.06, and
BLUE-4 of 31.71.

A comparative METEOR and CIDEr examination of
the AIC-SSAIDL technique on the Flickr8k dataset is
given in Fig. 5. The experimental outcomes signify the
enhanced performance of the AIC-SSAIDL technique.
Based on METEOR, the AIC-SSAIDL technique reaches
a higher METEOR of 29.83. Contrastingly, the NIC,
soft-attention, hard-attention, SCA-CNN-VGG, and CNN
models accomplish reducing METEOR of 14.44, 16.48,
18.13, 21.42, and 24.03, respectively. Likewise, based on
CIDEr, the AIC-SSAIDL method obtains maximum CIDEr
46.12. Contrastingly, the NIC, soft-attention, hard-attention,
SCA-CNN-VGG, and CNN techniques obtain minimum
CIDEr of 31.32, 33.91, 36.67, 38.31, and 41.24, respectively.

The TACY and VACY of the AIC-SSAIDL method under
the Flickr8k dataset are represented in Fig. 6. The figure
inferred that the AIC-SSAIDL method has given superior

FIGURE 5. METEOR and CIDEr outcome of AIC-SSAIDL approach under
Flickr8k dataset.

FIGURE 6. TACY and VACY outcome of AIC-SSAIDL approach under
Flickr8k dataset.

FIGURE 7. TLOS and VLOS outcome of AIC-SSAIDL approach under
Flickr8k dataset.

performance with maximum values of TACY and VACY.
Note that the AIC-SSAIDL model has obtained increased
TACY outcomes

The TLOS and VLOS of the AIC-SSAIDL method under
the Flickr8k dataset are represented in Fig. 7. The figure
implied that theAIC-SSAIDLmethod has provided improved
performancewithminimumvalues of TLOS andVLOS.Note
that the AIC-SSAIDL model has resulted in reduced VLOS
outcomes.

In Table 3, the overall image captioning outcomes of
the AIC-SSAIDL method with the recent method are
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TABLE 3. Image captioning outcome of AIC-SSAIDL approach with other
systems under the Flickr30k dataset.

FIGURE 8. The BLUE outcome of AIC-SSAIDL approach under Flickr30k
dataset.

made on the Flickr30k dataset. The experimental value
portrays the improvement of the AIC-SSAIDL technique.
Fig. 8 provides a comparative analysis of the AIC-SSAIDL
technique in terms of BLUE on the Flickr30k dataset.
The results indicate that NIC and soft-attention models
reached lower BLUE values while certainly improvised
BLUE values can be obtained by the hard-attention and SCA-
CNN-VGG methods. Furthermore, the CNN model attains
considerable outcomes with BLUE-1 of 67.70, BLUE-2 of
57.56, BLUE-3 of 49.40, andBLUE-4 of 36.29. Nevertheless,
the AIC-SSAIDL technique reaches higher performance with
BLUE-1 of 71.42, BLUE-2 of 62.56 BLUE-3 of 53.81, and
BLUE-4 of 41.18.

A comparative METEOR and CIDEr examination of the
AIC-SSAIDL method on the Flickr30k dataset is given in
Fig. 9. The experimental outcomes signify the superior per-
formance of the AIC-SSAIDL method. Based on METEOR,
the AIC-SSAIDL technique reaches a higher METEOR of
35.09. Contrastingly, the NIC, soft-attention, hard-attention,
SCA-CNN-VGG, and CNN models accomplish reducing
METEOR of 21.96, 23.63, 26.46, 28.48, and 28.72, respec-
tively. Similarly, based on CIDEr, the AIC-SSAIDL method
attains higher CIDEr 61.89. Contrastingly, the NIC, soft-
attention, hard-attention, SCA-CNN-VGG, and CNNmodels
accomplish reducing CIDEr of 37.69, 39.62, 42.54, 45.50,
and 56.51, respectively.

FIGURE 9. METEOR and CIDEr outcome of AIC-SSAIDL approach under
Flickr30k dataset.

FIGURE 10. TACY and VACY outcome of AIC-SSAIDL approach under
Flickr30k dataset.

The TACY and VACY of the AIC-SSAIDL method under
the Flickr30k dataset are represented in Fig. 10. The figure
inferred that the AIC-SSAIDL method has given superior
performance with maximum values of TACY and VACY.
Note that the AIC-SSAIDL model has obtained increased
TACY outcomes.

The TLOS and VLOS of the AIC-SSAIDL method under
the Flickr30k dataset are represented in Fig. 11. The figure
implied that the AIC-SSAIDL method has proved superior
performance with reduced values of TLOS and VLOS. Note
that the AIC-SSAIDL model has resulted in the least VLOS
outcomes.

In Table 4, the overall image captioning results of
the AIC-SSAIDL method with recent models are made
on theMSCOCOdataset. The experimental value portrays the
improvement of the AIC-SSAIDLmethod. Fig. 12 provides a
comparative analysis of the AIC-SSAIDLmethod in terms of
BLUE on theMSCOCOdataset. The result indicates that NIC
and soft-attention models attained minimum BLUE values
whereas certainly improvised BLUE values can be obtained
by the hard-attention and SCA-CNN-VGG methods. More-
over, the CNN method attains considerable outcomes with
BLUE-1 of 76.01, BLUE-2 of 58.27, BLUE-3 of 42.64, and
BLUE-4 of 32.68. Nevertheless, the AIC-SSAIDL method
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FIGURE 11. TLOS and VLOS outcome of AIC-SSAIDL approach under
Flickr30k dataset.

TABLE 4. Image captioning outcome of the AIC-SSAIDL approach with
other systems under the MSCOCO dataset.

attains maximum performance with BLUE-1 of 80.40,
BLUE-2 of 62.94 BLUE-3 of 47.81, and BLUE-4 of 38.04.

A comparative METEOR and CIDEr examination of
the AIC-SSAIDL method on the MSCOCO dataset is
illustrated in Fig. 13. The experimental outcomes signify the
superior performance of the AIC-SSAIDL method. Based
on METEOR, the AIC-SSAIDL technique reaches a higher
METEOR of 33.58. Contrastingly, the NIC, soft-attention,
hard-attention, SCA-CNN-VGG, and CNN methods attain
reducing METEOR of 19.35, 21.44, 24.23, 26.10, and 29.44,
respectively. Likewise, based on CIDEr, the AIC-SSAIDL
method attains maximum CIDEr of 137.45. Contrastingly,
the NIC, soft-attention, hard-attention, SCA-CNN-VGG, and
CNN models accomplish reducing CIDEr of 68.93, 71.36,
88.85, 106.07, and 117.47, respectively.

The TACY and VACY of the AIC-SSAIDL method under
the MSCOCO dataset are represented in Fig. 14. The figure
inferred that the AIC-SSAIDL method has given enhanced
performance with improved values of TACY andVACY. Note
that the AIC-SSAIDL method has obtained maximum TACY
outcomes.

The TLOS and VLOS of the AIC-SSAIDL system under
the MSCOCO dataset are represented in Fig. 15. The figure
implied that the AIC-SSAIDL method has proved improved
performance with the lowest values of TLOS and VLOS.
Note that the AIC-SSAIDL method has resulted in minimum

FIGURE 12. The BLUE outcome of AIC-SSAIDL approach under MSCOCO
dataset.

FIGURE 13. METEOR and CIDEr outcome of AIC-SSAIDL approach under
MSCOCO dataset.

FIGURE 14. TACY and VACY outcome of AIC-SSAIDL approach under the
MSCOCO dataset.

VLOS outcomes. The above-mentioned results highlighted
the improved image captioning performance of the
AIC-SSAIDL technique.

V. CONCLUSION
In this study, a new AIC-SSAIDL method was introduced
for the automated generation of textual captions for the input
images. At the initial stage, the AIC-SSAIDL technique
utilizes MobileNetv2 model-generated feature descriptors of
the input images and its hyperparameter tuning process gets
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FIGURE 15. TLOS and VLOS outcome of AIC-SSAIDL approach under the
MSCOCO dataset.

executed by the SSA. For the image captioning process, the
AIC-SSAIDL technique exploits the AM-LSTM network.
Finally, the hyperparameter selection of the AM-LSTM
network is performed by the FFO algorithm. A series of
simulations have been conducted on benchmark datasets
to demonstrate the better performance of the AIC-SSAIDL
technique. The extensive result analysis highlighted the
enhanced captioning results of the AIC-SSAIDL method in
terms of different evaluation measures. In the future, the
performance of the AIC-SSAIDL algorithm can be boosted
by the ensemble fusion process. In addition, the computation
complexity of the proposed model can be examined in future.
Moreover, the image captioning performance of the proposed
model can be tested on large-scale datasets.
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