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ABSTRACT Emerging wearable technology able to monitor electrocardiogram (ECG) continuously for long
periods of timewithout disrupting the patient’s daily life represents a great opportunity to improve suboptimal
current diagnosis of paroxysmal atrial fibrillation (AF). However, its integration into clinical practice is still
limited because the acquired ECG recording is often strongly contaminated by transient noise, thus leading
to numerous false alarms of AF and requiring manual interpretation of extensive amounts of ECG data.
To improve this situation, automated selection of ECG segments with sufficient quality for precise diagnosis
has been widely proposed, and numerous algorithms for such ECG quality assessment can be found.
Although most have reported successful performance on ECG signals acquired from healthy subjects, only a
recent algorithm based on a well-known pre-trained convolutional neural network (CNN), such as AlexNet,
has maintained a similar efficiency in the context of paroxysmal AF. Hence, having in mind the latest major
advances in the development of neural networks, the main goal of this work was to compare the most
recent pre-trained CNN models in terms of classification performance between high- and low-quality ECG
excerpts and computational time. In global values, all reported a similar classification performance, which
was significantly superior than the one provided by previous methods based on combining hand-crafted ECG
features with conventional machine learning classifiers. Nonetheless, shallow networks (such as AlexNet)
trended to detect better high-quality ECG excerpts and deep CNN models to identify better noisy ECG
segments. The networks with a moderate depth of about 20 layers presented the best balanced performance
on both groups of ECG excerpts. Indeed, GoogLeNet (with a depth of 22 layers) obtained very close values
of sensitivity and specificity about 87%. It also maintained a misclassification rate of AF episodes similar
to AlexNet and an acceptable computation time, thus constituting the best alternative for quality assessment
of wearable, long-term ECG recordings acquired from patients with paroxysmal AF.
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I. INTRODUCTION
Atrial fibrillation (AF) is a common cardiac rhythm disorder,
which nowadays presents epidemic proportions by affecting
more than 38 million people in the developed world [1].
This arrhythmia often leads the patient to reduced exercise
capacity and quality of life, as well as to increased risk for
hospitalization and depression [2]. Moreover, although AF
is not necessarily lethal, it is also directly associated with
increased risk for dementia, chronic disease, heart failure,
stroke, and death [2]. The most severe outcome related to
AF is often ischemic stroke [3]. This cardiovascular event
is highly preventable with anticoagulant treatment, but the
arrhythmia has to be timely detected. Unfortunately, parox-
ysmal nature and absent of symptoms for most patients in the
initial stage of AFmake its detection difficult, to the point that
the number of undiagnosed cases are worryingly increasing
in the last years [4]. This, along with the facts that about
20% of subjects suffering from ischemic stroke are firstly
diagnosed with AF at the time of the cardiovascular event,
and that a stroke is the first manifestation of AF in more than
5% of patients [5], make early detection of the arrhythmia a
challenge of utmost priority and urgency.

The massive emergence of wearable devices able to mon-
itor electrocardiogram (ECG) continuously for long weeks
and even months represents a great opportunity to improve
the current suboptimal diagnosis of paroxysmal AF [6], [7].
To this respect, previous works have proven that continuous
cardiac monitoring beyond the common 24–48 hours covered
by conventional ambulatory technology increases the rate
of AF detection by between 5% and 30% depending on
the type and duration of the follow-up [8]. However, most
wearable devices capture heart activity during the patient’s
daily life and the ECG signal is often contaminated strongly
with ever-changing artifacts and transient noises [9], [10].
Hence, thoughtful manual interpretation of large amounts
of ECG data is still needed to avoid misdiagnosis of AF
and other cardiac events. This is highly time-consuming and
requires significant medical staff resources that are nowadays
unavailable in many healthcare systems, thus delaying the
integration of the wearable technology into clinical cardio-
vascular medical practice [6].
A practical way to palliate this issue is to assist medical

workers with automated selection of only ECG segments
with sufficient quality for precise interpretation. Indeed,
automated ECG quality assessment has received growing
attention in the last years, and a broad variety of algorithms
have been proposed for that purpose [9], [10]. Most of these
methods use commonmachine learning (ML) classifiers, e.g.,
decision tree, random forest, support vector machine (SVM),
etc., to combine features manually derived from the raw
or preprocessed ECG signal and from its delineated intervals

and waves [9], [10]. They have reported successful perfor-
mance on resting, short recordings, where ECG morphology
and fiducial points can be clearly identified. However, their
efficiency is significantly worse on long-term, wearable
ECG signals, because these often present altered wave-
forms, severe artifacts, and dynamic external noise [9], [10].
To reduce the dependency on ECG morphology as well as
the subjectivity associated with the manual feature selec-
tion, more recent methods are based on deep learning (DL)
approaches. These are able to obtain low-level and abstract
representations of the ECG signal, which often result in
deeper and more complete feature maps and therefore in
better classification between high- and low-quality ECG
excerpts than traditional ML algorithms [11], [12].

However, most of these algorithms have been validated on
ECG recordings acquired from healthy subjects, and only a
few ones have dealt with signals obtained from paroxysmal
AF patients. This last context is much more challenging, and
a loss of classification performance between 15% and 40%
has been seen for almost all methods [12], [13]. For instance,
the DL-based techniques proposed by Yoon et al. [14] and
Zhang et al. [15] yielded discriminant powers between high-
and low-quality ECG excerpts obtained from healthy indi-
viduals of about 90%, but they were significantly reduced
to less than 75% when the ECG recordings were acquired
from paroxysmal AF patients. Precisely, arrhythmic episodes
change typical ECG morphology to quick fibrillatory waves,
which present very similar aspect and time-frequency char-
acteristics to the most common transient noise and artifacts
observed during ECG acquisition [16]. Indeed, these nui-
sance interferences have been identified as the cause of more
than 70% of false alarms of AF in conventional continuous
ECG monitoring, both in intensive care units via bedside
monitors [17] and in free-living conditions via insertable
Holters [18].
In contrast to these previous DL-based algorithms that

were trained from scratch [14], [15], a recent work has proven
that, after a fine-tuning process on a limited dataset of ECG
samples, a pre-trained convolutional neural network (CNN)
was able to maintain a successful performance in the context
of paroxysmal AF [12]. Thus, distributing more than 100,000
ECG segments in 500 learning-testing cycles of about 5,000
samples each, an accuracy greater than 90% was obtained,
onlymisclassifying around 5% of clean AF segments as noisy
excerpts. The core of this algorithmwas the well-knownCNN
architecture of AlexNet, whose development in 2012 meant
an unprecedented breakthrough in the field of DL [19].
Compared to common computer vision techniques, this net-
work reduced classification error by 10% on a database
with millions of images containing 1,000 classes of different
objects [19], [20]. Since then, the transfer learning concept
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has been widely exploited and the knowledge acquired in
that experiment has been taken as the basis to tune AlexNet
for many and diverse classification tasks, where promising
outcomes have been mainly obtained [21], [22].

With the development of hardware capabilities and pro-
gressive rise of large databases in some fields, especially in
computer vision, improved versions of AlexNet and other
innovative CNN schemes have been recently proposed [21].
Initial advances were focused on aspects such as modification
of processing units, strategies for optimizing parameters and
hyper-parameters, connectivity between layers, etc. How-
ever, the focus of research was later shifted to improving
architectural design of the networks [19]. The main idea
was to enhance the performance of the CNN schemes by
increasing their size, including the depth (i.e., the number
of layers) and the width (i.e., the number of units at each
layer). To this respect, Zeiler and Fergus [23] introduced by
2014 the concept of layer-wise visualization of the network
to improve understanding of the feature extraction stages,
which shifted the trend towards extraction of features at low
spatial resolution in deep architectures, such as in VGG [24].
In fact, nowadaysmany novel CNN architectures are still built
by repeating in cascade a simple and homogenous topology.
Later, Google Deep Learning Group proposed the innovative
idea of a split, transform and merge, with the corresponding
block known as inception. This block introduced for the
first time the concept of branching within a layer, which
allowed abstraction of features at different spatial scales [25].
In 2016, the concept of skip connections was presented with
ResNet [26] to obtain highly deep CNN schemes and, since
then, it has gained growing popularity [19].

These novel CNN architectures, as well as others result-
ing from their combination, have provided better results
than AlexNet when dealing with large, heterogeneous, and
complex classification problems [21], [22]. Hence, consider-
ing this context and the fact that different networks extract
diverse representations of the input data [19], the main goal
of the proposed work is to analyze whether deeper and
wider pre-trained CNN schemes than AlexNet can provide
improved quality assessment of single-lead ECG recordings
acquired by wearable devices from paroxysmal AF patients.
Precisely, five common CNN models, which have been
pre-trained on the same database as AlexNet [20], will be
compared in terms of classification performance between
high- and low-quality ECG excerpts and computational time
required for training, validation, and testing. Under the same
experimental setup, these algorithms will also be directly
compared with other previously proposed and well-known
ML-based techniques.

II. METHODS
All the tested networks were two-dimensional (2)-D) CNN
schemes, receiving an image as input. Thus, ECG recordings
acquired from paroxysmalAF patients were firstly segmented
into 5 second-length excerpts with no overlap. Although
most previous works have analyzed 10 second-length ECG

segments, the window size seems to only have a negligi-
ble impact on the performance of many quality assessment
algorithms based both on ML and DL concepts [27], [28].
Hence, to increase the number of ECG samples and more
precisely delimit brief, transient noise [9], a window size of
5 seconds was selected. The resulting ECG portions were
then transformed into a 2-D image and inputted to the CNN-
based models. Note that no preprocessing (such as, filtering,
transformation, etc.) was applied to the raw ECG signal to
preserve its original morphology and avoid common artificial
distortion provoked by most denoising methods [29].

A. DATABASES
Two databases were analyzed to consider a broad range
of noises, artifacts, and ECG morphologies. Each set of
ECG signals was acquired under diverse noisy conditions
and ever-changing environments, as well as using different
wearable recording systems. For training of the algorithms,
a proprietary database (PDB) was firstly collected. To avoid
common bias towards the majority class when training is
conducted on imbalanced data [30], well-balanced subsets
of high- and low-quality ECG excerpts were selected from
single-lead, 2 hour-length ECG segments. These signals
were extracted from longer continuous cardiac monitoring of
25 patients presenting paroxysmal AF episodes (12 women
and 13 men, aged between 52 and 68 years). Briefly, the
patients were continuously monitored for some weeks after
catheter cryoablation making use of a textile wearable Holter
system (Nuubo™), which acquired a continuous ECG signal
from the patient’s thorax with 12 bits of resolution over a
dynamic range of ±5 mV and 250 Hz of sampling rate.
The Ethical Review Board of Hospital Universitario San
Juan de Alicante (Protocol Number UGP-14-219) approved
this kind of cardiac monitoring for the patients, who gave
express consent before the follow-up. Next, paroxysmal
AF episodes were automatically detected by a previously
published algorithm [31] and manually supervised by two
cardiologists. They also identified high- and low-quality
ECG excerpts. Whereas the first group was composed of the
ECG segments exhibiting clearly and unequivocally visible
R-peaks, the remaining ECG excerpts were included
in the second subset. Other rhythms (OR), including
supra-ventricular arrhythmias different from AF and ventric-
ular and atrial premature contractions, were also annotated
manually by the two experts. At last, the PDB was formed
by 10,000 high-quality and 10,000 low-quality 5 second-
length ECG portions. As Table 1 shows, the high-quality
subset included 7,650, 1,750, and 600 ECG excerpts from
normal sinus rhythm (NSR) segments, AF episodes, and OR
intervals, respectively.

On the other hand, the analyzed algorithms were exter-
nally validated with the freely available training set of the
PhysioNet/CinC Challenge 2017 (PC2017DB) [32], [33].
This database includes 8,528 ECG recordings with a dura-
tion ranging from 9 to 60 seconds. Connecting a portable
AliveCor™ device to a smartphone, heart electrical activity
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TABLE 1. Total amount of 5 second-length ECG excerpts for the two
databases included in the study.

was on-demand recorded between the patient’s hands with a
sampling frequency of 300 Hz and 16 bits of resolution over a
dynamic range of ±5 mV. Several experts manually labelled
the ECG signals into four groups, such as NSR, AF, OR, and
noisy excerpts. After segmentation, a total of 47,439 high-
quality and 1,168 low-quality 5 second-length ECG portions
were analyzed. As before, the high-quality group was com-
posed of NSR, AF and OR excerpts, including 28,413, 4,329
and 14,697 samples, respectively. Note that considering both
databases together, about 68,600 ECG segments were finally
analyzed, as summarized in Table 1.

B. CONTINUOUS WAVELET TRANSFORM
A variety of alternatives to transform the ECG signal into a
2-D image can be found in the literature, e.g., Stockwell trans-
form [34], modified frequency slice Wavelet transform [35],
and short-time Fourier transform [15], among others. How-
ever, the most common option for that purpose is the use
of continuous Wavelet transform (CWT), which has also
reported successful performance when dealing with other
physiological recordings [36], [37], [38], [39]. This tool
analyzes a time series with variable resolution in a time-
frequency map [40]. In short, translated and dilated instances
of a wavelet function, which is called mother wavelet, are
correlated with the original signal, then generating novel time
series of wavelet coefficients with accurate positioning both
in time and frequency domains. Mathematically speaking,
CWT of the signal x(t) is obtained as [41]

CWT (a, b) =
1

√
a

∫
+∞

−∞

x(t)ψ∗

( t − b
a

)
dt, (1)

where a is the dilatation factor, b is the translation parameter,
ψ(t) represents themother wavelet function, and ∗ defines the
complex conjugate operator. Preserving time and frequency
information, 2-D color representation of the resulting matrix
of wavelet coefficients is known as scalogram. This graph
has been widely used to facilitate visual interpretation of the
time-frequency decomposition of a signal [42], and it was
employed as input for the analyzed CNN-based algorithms
in the present work.

The parameters used to compute CWT, such as the mother
wavelet function and number of time-frequency scales,
as well as the chosen colormap for plotting wavelet coeffi-
cients, directly impact on the visual aspect of the resulting
scalogram. Given that the Morlet function (i.e., a complex
exponential function multiplied by a Gaussian window) is

characterized by equal variance in time and frequency and has
been used in a broad variety of ECG-based applications [12],
[43], [44], it was selected as mother wavelet. Additionally,
the number of wavelet scales was established to 48 voices
per octave to achieve sufficient time resolution in the low
frequency range, where physiological information is mainly
concentrated for a clean ECG segment [45]. To minimize the
impact of the different amplitude presented by the ECG por-
tions in both databases (PDB and PC2017DB), the resulting
wavelet coefficients were rescaled to the interval between
0 and 1. Finally, a Jet colormap of 7 bits was employed to
draw the wavelet scalogram. As an example, wavelet scalo-
grams for common 5 second-length ECG excerpts fromNSR,
AF, OR and noisy episodes are presented in Figure 1. The
first three scalograms (related to high-quality ECG segments)
display a repetitive pattern in the upper part, but the presence
of a large motion artifact blurs such a periodical motif and
provokes a more arbitrary layout in the last one.

C. PRE-TRAINED CNN MODELS
As previously mentioned, AlexNet is one of the most pop-
ular pre-trained CNN schemes [19] and its architecture has
been well described [46]. As shown in Figure 2, it consists
of five convolutional layers, three max-pooling layers, and
three fully-connected layers, all connected in cascade and
then resulting in a depth of 8 learnable layers and 60 mil-
lion parameters [46]. The size of the kernel for convolution
decreases as the number of layers increases, starting from a
size of 11× 11 in the first convolutional layer to 3× 3 in the
last convolutional one. Pooling layers are included to reduce
spatial features without losing much information. Also, recti-
fied linear unit (ReLU) activation functions are inserted after
convolutional and fully-connected layers to limit the feature
map to a positive range. Finally, to avoid overfitting, two
drop-out regularizations are also incorporated.

A modification of AlexNet, named VGG16, was pro-
posed in 2014 [24]. In this case, the depth was significantly
increased by stacking convolutional layers and reducing the
kernel size. Thus, this network stacks 13 convolutional layers
with 3 × 3 kernel-sized filters, 5 max-pooling layers for
feature extraction, and 3 fully-connected layers, as Figure 3
shows. As for AlexNet, the convolution layers are followed
by ReLU functions, and different normalization and drop-out
functions are interleaved at different points of the structure.
This network presents a depth of 16 learnable layers and
138 million parameters.

In contrast to the stack of cascade layers, the network
GoogLeNet introduced a new concept to increase the depth
and reduce the computational cost [25]. This CNN scheme is
based on the inception module, where convolutions are per-
formed at various sizes in parallel. As an example, Figure 4
shows an inception module composed of four convolution
branches with different kernel-sized filters (1×1, 3×3, 5×5).
The branches work in parallel to obtain spatial information at
different scales, including both fine and coarse grain levels.
More precisely, GoogLeNet contains nine inception modules
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FIGURE 1. Typical 5 second-length ECG segments and wavelet scalograms obtained from (a) NSR, (b) AF, (c) OR, and
(d) noisy episodes.

FIGURE 2. Layer-based architecture of AlexNet.

FIGURE 3. Layer-based architecture of VGG16.

as the one presented in Figure 4, two convolutional layers,
four max-pooling layers, three average pooling layers, five
fully-connected layers, and three soft-max layers, such as
Figure 5 displays. Moreover, it uses drop-out regularization
after some fully-connected layers and applies ReLU activa-
tions after all convolutional layers. Although this network is
much deeper and wider than AlexNet, it has a much lower
number of parameters [25]. In fact, GoogLeNet presents a
depth of 22 learnable layers and 6.7 million parameters.

Recent empirical research has reported that some deep neu-
ral networks (stacking many convolutional layers or blocks)
perform worse than shallow ones, even when no overfitting
has occurred [19]. This is often associated with an extremely
large increase (exploiting gradient) or decrease (vanishing
gradient) of the gradient during the back-propagation pro-
cess for the network training. To overcome this problem, the
model ResNet proposes the use of residual learning blocks,
where the input features of the upper layers are reused in
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FIGURE 4. Layer-based architecture of a common inception module composed of four
branches in parallel.

FIGURE 5. Layer-based architecture of GoogLeNet.

deeper ones [26]. This idea is inspired by the connection
between neurons in the cerebral cortex and allows to obtain
highly deep networks without a loss of generalization. In fact,
ResNet presents a sequential architecture similar to AlexNet
and VGG, but it is about 20 and 8 times deeper, respectively.
Hence, the variant ResNet50 was considered in the present
study for ECG quality assessment. This network contains
49 convolutional layers and a fully-connected layer, resulting
in a depth of 50 learnable layers and 25.6 million parameters.
The architecture of ResNet50 is shown in Figure 6.

In the last years, more compact and lightweight CNN
schemes have been pursued to achieve advances in their
distributed training, their export of new models from the
cloud, and their deployment on resource-constrained FPGA-
based systems [19]. These novel networks seek to maintain
levels of depth similar to previous ones, but significantly
reducing the number of parameters. To this respect, the model
SqueezeNet has been proposed as a more compact version of
AlexNet, but with 50 times fewer parameters [47]. Indeed,

1× 1 kernel-sized filters are used instead of 3× 3. Moreover,
this network is composed of blocks called firemodules, which
contain a squeeze convolution layer with 1 × 1 filters and
an expand layer with a mix of 1 × 1 and 3 × 3 convolution
filters. As Figure 7 shows, SqueezeNet has an initial and a
final convolution layer, while the central part is composed of
8 fire module blocks. No fully connected layers are used, but
an average pooling is incorporated before the final soft-max
classifier. The resulting network has a depth of 18 learnable
layers and 1.24 million parameters.

With the same idea of making computation more effi-
cient and simultaneously maintaining the network’s depth,
the model ShuffleNet has also been recently introduced [48].
This CNN scheme is based on a small structure composed
of shuffle blocks, where conventional convolution is replaced
by 1× 1 convolution and a channel shuffle layer. This last one
enables cross-group information flow among the three image
channels (i.e., R, G and B) for multiple group convolution
layers. As Figure 8 displays, ShuffleNet is composed of three
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FIGURE 6. Layer-based architecture of ResNet50.

FIGURE 7. Layer-based architecture of SqueezeNet.

shuffle blocks placed in cascade between a group convolution
layer and a fully-connected one. As in other networks, diverse
pooling layers and other functions to prevent overfitting are
also interleaved in several points of the structure. Finally,
ShuffleNet presents a depth of 50 learnable layers and only
1.4 million parameters [48].

D. PREVIOUSLY PROPOSED TRADITIONAL ML
ALGORITHMS
Some previously proposed and widely used quality indices
(QI) for single-lead ECG signals have also been implemented
for comparison. These methods are mainly based on com-
bining hand-crafted features derived from the ECG signal
with conventional ML classifiers. One of the most referenced
methods was developed by Clifford et al. [49]. This, here-
inafter referred to as QI1, was composed of four metrics
merged through an SVM classifier [49]. The single metrics
were defined as the percentage of R-peaks identified by
two published detectors (bSQI), the relative power in the
QRS complex (pSQI), the fourth moment (i.e., kurtosis) of
the ECG signal (kSQI), and the relative power in the ECG
baseline (basSQI). An improved version of this index, which

will be here named QI2, has also been proposed by the
same research group in a subsequent work [13]. In this case,
three additional single metrics were considered, and a total
of seven features were combined by an SVM classifier. The
novel metrics were the third moment (skewness) of the ECG
signal (sSQI), the ratio of the number of beats detected by
the two R-peak detectors (rSQI), and finally the ratio of the
sum of the eigenvalues associated with the five principal
components and the sum of all eigenvalues obtained by prin-
cipal component analysis applied to the time-aligned ECG
beats (pcaSQI). The combination of the four metrics used
by QI1 through heuristic rules has also been proposed for
ECG quality assessment [50], and it was also computed and
referred to as QI3.
More recently, Albaba et al. [51] have studied a broad

variety of features derived from the ECG signal to discern
between high- and low-quality excerpts in three databases
containing recordings acquired by traditional, wearable, and
ubiquitous devices. After applying different feature selection
techniques, the authors proposed three different methods, one
for each database, based on combining several hand-crafted
features with an SVM classifier. The first method, here
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FIGURE 8. Layer-based architecture of ShuffleNet.

referred to asQI4, merged seven features, i.e., irregularity for
wavelet scales 1, 2, and 5 computed via approximate entropy,
standard deviation for wavelet scales 3 and 5, and finally
location of the first local maximum and the first zero-crossing
in the autocorrelation function of the ECG signal. The second
index, here named QI5, was also composed of seven vari-
ables, such as mean, maximum, kurtosis and skewness of
the spectral distribution of the ECG signal, median absolute
deviation of the wavelet scales 3 and 5, and finally location
of the first zero-crossing in the autocorrelation function. The
last algorithm, here called QI6, was defined by combining
ten features, i.e., mean and irregularity of the ECG signal,
standard deviation, skewness, and irregularity of the spectral
distribution of the ECG signal, median absolute deviation of
the wavelet scale 1, mean of the wavelet scale 2, and finally
amplitude of the first local maximum, amplitude of the first
local minimum, and location of the first zero-crossing in the
autocorrelation function of the ECG signal.

E. PERFORMANCE ANALYSIS
As previously mentioned in Section II-A and following
recommendations from the Transparent Reporting of a
multivariate prediction model for Individual Prognosis Or
Diagnosis (TRIPOD) initiative [52], two totally separate
datasets were used for training and testing all the CNN-based
algorithms and the indices QI1–QI6. Unfortunately, patient-
specific training and testing of common supervised learning
algorithms, i.e., considering samples from the same patients
for training and testing, often prevents them from optimal
generalization [53], [54]. Indeed, both ML- and DL-based
algorithms are able to memorize patient-specific features,
especially when the training dataset is limited, and then clas-
sification performance trends to be inflated [53], [54].

On the one hand, the PDBwas used for training themodels.
It was divided into two groups with the idea of monitor-
ing the learning of the CNN-based methods. Precisely, the
dataset was stratifiedly split such that 80% of the samples
were used for training and the remaining 20% for validation,
such as Table 2 summarizes. Although a patient-independent
approach was not considered in this stage, unseen ECG sam-
ples during training were used for validation. In this way,
classification error on the validation subset could still be
considered as a reliable estimate of the learning progres-
sion for a network during training [55], and it was used to
determine the maximum number of epochs to train every

TABLE 2. Distribution of 5 second-length ECG segments for training and
validation of the CNN models and the indices QI1–QI6 from the PDB.

CNN model. To this respect, a stable validation error was
reached by all CNN-based algorithms after 4 to 7 epochs, and
they were then trained for 10 epochs. Note that, after some
empirical tests, the batch size was established to 32 and the
learning rate to 0.0001, and the cross-entropy, computed for
the two output nodes, was used as loss function. The CNN
models were initialized with the weights obtained from their
pre-training on more than 1.2 million of natural images, i.e.,
on the ImageNet database [20], and they were then fine-tuned
through a stochastic gradient descendent algorithm with a
momentum of 0.9.

The SVM classifiers included in the ML-based indices
QI1, QI2, QI4, QI5, and QI6 were also trained and validated
on these subsets of data. Although a gaussian kernel was
considered for all cases, different values of scale γ and
maximum penalty on margin-violating observations C were
used in diverse models. Thus, parameters γ = 1 and C = 25
were used for QI1 and QI2, and γ = 2 and C = 1 for QI4,
QI5 and QI6. The index QI3 did not require any kind of
training, because it was based on heuristic rules.

On the other hand, the freely available PC2017DB was
used for external testing both of the CNN-based models
and the ML-based indices. As Table 1 shows, this dataset
is strongly unbalanced, presenting much more high-quality
ECG samples than low-quality ones. However, this aspect
has no great impact in the testing phase, and its use is highly
interesting because direct comparison with previous or future
methods will be possible. Moreover, to avoid overestimated
classification by common performance metrics on unbal-
anced datasets, specifically designed indices for imbalanced
contexts were computed, such as Balanced Accuracy (BAcc),
F1 score, and Matthews correlation coefficient (MCC) [56],
along with sensitivity (Se), specificity (Sp), and their rep-
resentation on a receiver operating characteristic (ROC)
curve. Hence, considering the true positives (TP) and false
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negatives (FN) as the high-quality ECG excerpts correctly
and wrongly identified, respectively, and the true negatives
(TN) and false positives (FP) as the low-quality ECG seg-
ments properly and incorrectly classified, respectively, the
following performance metrics were computed:

Se =
TP

TP+ FN
, (2)

Sp =
TN

TN + FP
, (3)

BAcc =
Se+ Sp

2
, (4)

F1 =
2 · TP

2 · TP+ FP+ FN
, and (5)

MCC =
TP · TN − FP · FN

√
(TP+ FP)(TP+ FN )(TN + FP)(TN + FN )

.

(6)

whereas Se, Sp, BAcc, and F1 provide values between 0 and 1,
MCC ranges from −1 to 1. Nonetheless, to make interpreta-
tion of all classification results easier, a normalized version
of MCC to the interval [0, 1] was computed as

nMCC =
MCC + 1

2
. (7)

Additionally, to quantify how AF episodes were discerned
from noisy and OR excerpts, the rates of correctly classified
NSR (RNSR), AF (RAF ), and OR (ROR) segments belonging
to the high-quality group were also estimated. Computation
times required by each algorithm for a 5 second-length ECG
sample in training, validation, and testing were measured
as well. All tests were conducted with MATLAB 2020a on
an HP Workstation Z230, equipped with a 64-bit operating
system, 32 GB RAM, and an Intel(R) Xeon @ 3.60 GHz
processor, running a graphics processing unit GeForce GTX
1060 with 6 GB dedicated VRAM.

III. RESULTS
Table 3 displays classification results obtained both by the
CNN-based models and the indices QI1–QI6 on the valida-
tion subset, which was composed of 4,000 ECG segments
extracted from the PDB (i.e., 20% of its total content). As can
be observed, all CNN-based algorithms reported values of Se,
Sp, BAcc, F1, and nMCC larger than 98%. Similarly, they
also correctly classified more than 98% of the ECG excerpts
from NSR and AF episodes. Although their ability to identify
ECG portions from ORwas slightly lower, the ratioROR was
still higher than 93% for all CNN models. Compared to these
results, the indices QI1–QI6 obtained a poorer performance.
Some methods like QI1, QI2, QI4 and QI6 achieved values
of Se, Sp, BAcc, F1, and nMCC about 95%, but QI3 and
QI5 only reached values about 70% and 90%, respectively.
Moreover, most of the indices failed to properly identify
about 20–30%of the ECG samples extracted fromOR. To this
respect, whereas the indices QI1–QI3 reported ratios ofROR
about 80–85%, the methods QI4-QI6 only presented values
between 65% and 71%. Of note is also that the rule-based

index QI3 was only able to correctly identify about 30% of
AF segments.
Regarding external testing, classification outcomes

obtained by all the analyzed algorithms on the PC2017DB
are shown in Table 4, and ROC curves are presented in
Figure 9. In this case, more notable differences among the
performance of the CNN-based algorithms were noticed.
Thus, although all provided values of F1 and nMCC larger
than 88% and 63%, respectively, differences about 4–7%
were observed between the algorithms providing the best
and worst performances. Thus, whereas AlexNet reported
values of F1 and nMCC about 95% and 67%, ResNet50 about
88% and 63%, respectively. The remaining models presented
values halfway between these two extremes. Moreover, only
VGG16, GoogLeNet and SqueezeNet reported balanced val-
ues of Se and Sp, because the remaining networks exhibited
differences about 8–10% between these two performance
metrics. For instance, whereas AlexNet showed values of
Se and Sp about 90% and 80%, ResNet50 reported opposite
values about 80% and 90%, respectively. On the contrary,
a far less variability about 1% was noticed among the ratios
RNSR,RAF andROR for all the CNN-based algorithms.
In comparison with these outcomes, again those obtained

by the indices QI1–QI6 on the testing subset were strongly
poorer. Precisely, they yielded a performance between 5%
and 16% lower in terms of F1 and between 3% and 8% lower
in terms of nMCC , both performance metrics remaining
below 85% and 60.5%, respectively (see Table 4). Also, most
indices exhibited remarkable differences about 10% or longer
between the values of Se and Sp. To this respect, an extreme
case was seen for the indexQI4, which presented values of Se
and Sp about 52% and 90%, respectively. Similarly, within the
high-quality group, differences between 5% and 10% were
also observed among the ratiosRNSR,RAF andROR for most
of the indices.

Finally, Table 5 and Figure 10 presents average time spent
by all algorithms on a 5 second-length ECG excerpt in train-
ing, validation and testing. As can be seen, the CNN-based
models required much more time for training than for valida-
tion and testing. Whereas training time on each ECG-based
image ranged from 0.1 to 2.1 seconds, depending on the
CNN architecture, validation and testing required always less
than 0.12 seconds. Contrarily, the indices QI1–QI6 needed a
very similar time for training, validation and testing, since
the most time-consuming task was computation of the hand-
crafted features. Nonetheless, notable differences in speed
were noticed between the groups of indices QI1–QI3 and
QI4–QI6, those included in the first set being significantly
faster than those in the second one. In fact, it is noteworthy
that the algorithms of the second group required even much
more time for validation and testing than most of the CNN-
based algorithms.

IV. DISCUSSION
To the best of our knowledge, the present work has intro-
duced for the first time an exhaustive comparison among
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TABLE 3. Classification results obtained by the CNN-based algorithms and the indices QI1–QI6 on the validation subset, extracted from the PDB. Bold
value indicates the highest value for each performance metric.

TABLE 4. Classification results obtained by the CNN-based algorithms and the indices QI1–QI6 on the testing database, i.e, on the PC2017DB. Bold value
indicates the highest value for each performance metric.

FIGURE 9. ROC curves obtained by (a) CNN-based and (b) ML-based algorithms on the testing database, i.e.,
on the PC2017DB. Note that a ROC curve for QI3 was not computed because it was based on heuristic rules.

pre-trained CNN-based models and previously proposed tra-
ditional ML algorithms for quality assessment of single-lead
ECG recordings acquired with wearable devices from parox-
ysmal AF patients. All the methods have been trained,
validated and tested under the same experimental con-
ditions by making use of the same personal computer,
databases, and learning parameters. Thus, a fair and com-
parable analysis was ensured, and indirect comparison
of results previously reported on different databases and

varied validation approaches was also prevented. Moreover,
patient-independent training and testing processes have been
conducted on two separate databases to obtain a realistic view
of the methods’ generalization capability. In this way, poten-
tial bias associated with memorization of patient-specific
features during training was avoided [53], [54], a fact that
could explain the remarkable loss of performance exhibited
by all the analyzed algorithms from validation to testing.
To this respect, Tables 3 and 4 shown decreases higher than
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TABLE 5. Average time required by all algorithms on a 5 second-length ECG interval in training, validation and testing. The values are expressed in
seconds.

FIGURE 10. Average time required by (a) CNN-based and (b) ML-based algorithms on a 5 second-length ECG
interval in training, validation and testing.

4% and 31% in terms of F1 and nMCC from the scenario
where ECG excerpts of the same patients were shared in
training and validation to the one where an external database
was used for testing.

On average, the loss of performance was significantly
higher for most of the traditional ML algorithms than for
CNN-based algorithms, because F1 and nMCC reported
mean decreases of 14.83±7.99% and 35±3.08% versus
7.11±2.42% and 33.57±1.58%, respectively, when the index
QI3 (based on heuristic rules) was excluded. Moreover,
in absolute terms, all the CNN-based models also exhib-
ited better performance than the indices QI1–QI6 on the
testing database. Precisely, whereas the CNN-based models
always reported values of F1 and nMCC greater than 88%
and 63%, traditional ML algorithms presented values lower
than 85% and 60.5%, respectively. Both outcomes suggest
that the neural networks were able to obtain more complete
and abstract feature maps than those manually derived for
ECG quality assessment, and consequently higher levels of
generalization. Similar findings have been also reported by
previous works where both kinds of supervised learning
approaches were compared in ECG-based contexts different

from quality assessment, such as automated detection of
apnea [57], identification of shockable rhythms for automated
defibrillation [58], classification of diverse cardiovascular
diseases [59], or screening of paroxysmal AF [60].
Moreover, these results also agree with other well-known

observations in the scientific literature. In fact, conventional
ML-based algorithms has often been reported to need a
huge number of observations to achieve high levels of gen-
eralization [61]. To this respect, in the specific context of
ECG quality assessment, Albaba et al. [51] corroborated that
the set of indices QI4–QI6 trained on about 10,000 ECG
excerpts were not sufficiently general to work with ECG
signals obtained from other different datasets. For instance,
whereas the index QI5 reported a value of BAcc about 95%
on the dataset used for its training, values lower than 50%
were obtained on two external databases [51]. Contrarily,
stacking of multiple linear and non-linear processing units
in a layer-wise fashion has recently provided a strong ability
to extract morphology-independent ECG features and then
reach deep levels of generalization, even when the number of
training samples is reduced [19]. This idea is also supported
in the present work by the fact that the CNN-based models
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presented a notably higher ability to detect ECG excerpts
from OR than the indices QI1–QI6. Although the number
of these samples was notably reduced in the training subset
(only 480), the CNN-based models were able to identify
correctly more than 93% and 80% on the validation and
testing databases, whereas the indices QI1–QI6 lower than
85% and 75%, respectively.

Nonetheless, it is worth noting that the CNN-based models
achieved such high levels of abstraction on the ECG signal at
the cost of computationally intensive training. Indeed, this is
an iterative process of layer-by-layer evolution, which often
takes from several minutes to some hours, depending on the
model’s depth. However, once the networks were trained,
they required a processing time significantly higher than the
set of indices QI1–QI3, but lower than the group of indices
QI4–QI6. This result could be explained by the fact that com-
putation of some hand-crafted features, such as approximate
entropy, are also computationally expensive [62]. Anyway,
today there exist programmable devices which have been
specifically developed to run CNN models in real-time [63],
if needed. Moreover, many wearable systems for continuous
ECG monitoring are based on a device that captures the
signal and transmits it to a cloud platform via an internet
connection [7]. Then, the cloud server computes off-line tasks
for ECG assessment, processing, and data extraction for inter-
pretation and diagnosis. In this context, the computational
cost is not really a limitation for the use of CNN-model
models in ECG quality assessment [64].
On the other hand, establishing a direct comparison among

the performance of all the CNN-based models, in absolute
terms no great differences were noticed even on the testing
database. Nonetheless, the best performers (i.e., AlexNet
and GoogLeNet) reported about 6% and 4% greater values
in F1 and nMCC than the worst one (i.e., ShuffleNet and
ResNet50). As well, these last CNN models reported the
largest relative loss of performance from validation to test-
ing. Although both networks contained a moderate number
of learnable parameters (ShuffleNet about 1.4 million and
RestNet50 about 25.6 million) compared to the remaining
ones (from 1.26 million for SquezeeNet to 138 millions for
VGG16), they were the most depth with 50 layers. Precisely,
regardless of the number of learnable parameters, a direct
relationship between the network’s depth and the relative loss
of performance from validation to testing was noticed. To this
respect, results in Tables 3 and 4 show that the shallower
network (i.e., AlexNet with 8 layers) reduced its performance
about 4% and 31.5% in terms of F1 and nMCC , the net-
works with a moderate depth (i.e., VGG16 with 16 layers,
SqueezeNet with 18 layers, and GoogLeNet with 22 layers)
about 5–7% and 32–33.5%, and finally the deeper networks
(ResNet50 and ShuffleNet with 50 layers) about 8.5–11% and
34.5%–36%, respectively.

Despite the fact that all CNN-based models were trained
on a totally balanced dataset of clean and noisy ECG seg-
ments, a clear relationship between the network’s depth and

a higher disparity between the values of Se and Sp obtained
on the testing database was also observed. In this case, the
shallowest network (i.e., AlexNet) reported a notably better
ability to identify high-quality ECG excerpts (Se = 90.42%)
than low-quality ones (Sp = 80.99%), the networks with a
moderate depth (i.e., VGG16, SqueezeNet, and GoogLeNet)
exhibited notably balanced values of Se and Sp with dif-
ferences lower than 5%, and finally the deeper networks
(i.e., ResNet50 and ShuffleNet) provided an opposite trend
to AlexNet by revealing higher values of Sp than Se, more
precisely, Se = 79.02% and Sp = 92.89% for ResNet50, and
Se = 82.24% and Sp = 91.61% for ShuffleNet.
These results suggest that the learning ability presented

by shallow CNN schemes, such as AlexNet, could only be
sufficient to abstract the most relevant features from high-
quality ECG excerpts, which present high similarity and low
morphological diversity. Contrarily, the subset of low-quality
ECG signals includes a higher pool of different and chaotic
morphologies, and much deeper neural networks could then
be required to reach high levels of abstraction. However, the
scarcity of morphological variability among the high-quality
ECG excerpts could lead to overtrain highly deep CNN-based
models for this group of signals, thus explaining the lowest
values of Se reported by ResNet50 and ShuffleNet. As a
consequence, CNN schemes with a moderate depth of about
20 layers seem to reach optimal trade-off of generalization for
both high- and low-quality groups of ECG excerpts. It should
be noted that a balanced classification between both groups is
desired in the context of ECG quality assessment to equally
reduce the risk of misdiagnosis by interpreting noisy signals,
as well as of loss of clinical information by discarding clean
ECG excerpts.

The best trade-off between Se and Sp was achieved by
VGG16, with less than 1% difference between both metrics.
However, this network is an extended version of AlexNet
by stacking many additional layers and therefore making
its computational load heavy (about 13 times more time
than AlexNet to classify each 5 second-length ECG excerpt).
Moreover, although F1 and nMCC were only about 2% lower
than for AlexNet, VGG16 reported decreases about 5% in
classification rates of NSR, AF and OR intervals on the
testing dataset (see Table 4). Hence, a better option with
still well-balanced values of Se and Sp (difference about 3%)
and a computational cost only 3 times more than AlexNet
was GoogLeNet. In absolute values, this CNN model also
reported a very similar performance to AlexNet in terms of
F1, nMCC , RNSR, RAF , and ROR on the testing database.
This good and balanced performance might be explained by
the parallel configuration of GoogLeNet, which leads to a
multi-scale analysis. Indeed, previous works have already
proven the strong capability of multi-scale processing, com-
bined with common entropy-basedmetrics, to identify typical
artifacts and noises in the ECG signal [65].

SqueezeNet may also be an interesting alternative to
AlexNet for ECG quality assessment, because it yielded a
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moderate difference of about 5% between values of Se and
Sp. Moreover, the network also achieved a larger classifica-
tion rate of low-quality ECG segments (Sp = 90.07%) than
high-quality ones (Se = 84.66%), which is more interesting
than the opposite trend in the context of quality assessment
of long-term, wearable ECG recordings. Indeed, in this case,
maximizing the detection of low-quality ECG segments at the
cost of slightly increasing the rate of false positives would not
be a significant drawback, since many hours of ECG signals
are recorded and many high-quality portions could be easily
analyzed for making precise interpretations and diagnoses.
The network also showed a similar computation load than
AlexNet, but its performance in terms of RNSR, RAF , and
ROR was about a 5% lower.

Finally, some limitations deserve mention. Thus, only
pre-trained CNN schemes on a popular database, such as Ima-
geNet [20], were compared in the present work. Although the
knowledge learned by many CNN schemes on such dataset of
natural images has been helpful to improve their performance
on many classification tasks [21], [22], it is today controver-
sial whether pre-training on images more similar to the target
ones could make transfer learning more effective [66], [67].
However, this aspect has still not been tackled in the specific
context of ECG quality assessment. Similarly, a thorough
analysis about the performance of diverse CNN architectures
trained from scratch to discern between high- and low-quality
ECG portions is not found in the literature. Hence, in a future
work the impact of pre-training and training from scratch
several CNN schemes using in-domain ECG-based images
and out-of-domain natural images on quality assessment of
wearable ECG recordings will be addressed.

On the other hand, some 5 second-length ECG excerpts
could have been mislabeled in the PC2017DB, because the
complete recordings (lasting between 9 and 60 seconds)
received a single manual annotation [32]. Thus, ECG record-
ings annotated as low-quality by the presence of highly
localized artifacts might still present some high-quality
5 second-length excerpts, which would have inherited the
inappropriate original label. However, to facilitate compari-
son with other works, these ECG excerpts were not relabelled
with the same criteria as in the PCB.

Also of note is that a binary classification between
high- and low-quality ECG segments was only considered.
Although discerning among more levels of quality could
improve further manual ECG interpretation by discarding
those portions with clear R-peaks but masked or distorted P-
and/or T-waves, no standard and strict limits exist for such
categorization [68]. Hence, multiclass classification could
involve a subjective bias, regarding the even-handed used
criterion of identifying clear R-peaks, that might reduce
generalization of the CNN-based models when used prospec-
tively in databases annotated by different experts. Moreover,
it should be remarked that heart rhythm analysis based on
R-peak information is the most commonly conducted on very
long-term ECG recordings acquired with wearable systems
from paroxysmal AF patients [69].

V. CONCLUSION
The established comparison of supervised learning algo-
rithms under a unified framework for ECGquality assessment
has revealed that those based on modern deep learning
concepts reached better generalization, and therefore higher
discriminant power on unseen data, than those based on
handcrafted features and conventional machine learning
classifiers. Among the deep learning methods, deeper and
wider CNN models than AlexNet only reported a similar
or slightly poorer performance in global terms. However,
it was clearly noticed that, regardless of the number of
learnable parameters, shallow networks trended to detect
better high-quality ECG excerpts and deep CNN models to
identify better noisy ECG portions. As a desired trade-off,
the networks with a moderate depth (of about 20 layers)
presented the best balanced performance on both groups of
ECG excerpts. To this respect, GoogLeNet yielded close
classification rates for both high- and low-quality ECG seg-
ments, maintaining a similar misclassification rate of AF
episodes to AlexNet and an acceptable computation time.
As a consequence, this pre-trained CNN scheme seems to be
the best alternative for quality assessment of wearable, long-
termECG recordings acquired from patients with paroxysmal
AF. In the future, its ability to reduce AF false alarms and
improve AF detection without manual intervention will be
systematically analyzed on patients under continuous ECG
monitoring.
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