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ABSTRACT Researchers have given immense consideration to unsupervised approaches because of
their tendency for automatic feature generation and excellent performance with a reduced error margin.
Deep learning (DL) models are emerging as vital methods for image analysis in medical fields, such
as classification, segmentation, and reconstruction. Deep learning relies on learning hierarchical features
and data representation, making it superior to its antecedent. Deep learning models efficiently discover
descriptive information about the optimal representation of various brain tumors when applied for brain
tumor classification from MRI. Despite various efforts, there remains a gap in the current literature for
inclusive representation of recently developed deep learning-based classification methods. The current study
attempts to fill this gap by briefly reviewing the current state of the art on brain tumor segmentation and
classification methods while focusing on deep learning methods. The proposed survey dedicates itself to
review the current state of the art on automated classification techniques for brain tumor MRI to produce an
inclusive picture of the most recent and worthy of adoption models proposed in this area. Despite various
attempts to conduct surveys on brain tumor segmentation and classification techniques, no such study
could be found in the current literature that has dedicated its focus to the most effective approach toward
classification. This research begins by identifying major brain tumor segmentation and classification classes
while presenting its focused area and reviewing the most recent state-of-the-art classification approach,
the deep learning-based classification method. The powerful learning ability of deep learning mechanisms
has been reviewed for their performance, and a comparison between them is presented to encourage its
applications. Future recommendations and directions are also drawn up to establish a pursuable course for
welcoming widespread adoption of potential applications in the area.

INDEX TERMS Deep learning, machine learning, classification, segmentation, brain tumor, MRI.

I. INTRODUCTION
Brain tumor (BT) refers to an unwanted and uncontrollable
development or growth of cells in the brain. A life-threatening
situation could be generated due to such development because
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it tends to affect other body parts. Also, the human brain
has physical limitations to endure this unwanted develop-
ment of cells. In the treatment and diagnosis of this disease,
a pivotal role is played by advancements in imaging technol-
ogy. Various imaging methods are available today for brain
tumors that may vary from MRI to CT scans. A great deal
of information is contained in a Brain magnetic resonance
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(MR) image regarding the multi-dimensional structure of the
human brain. Brain tumors are known to be the most complex
and dangerous among all forms of tumors. Various methods
have been developed to identify tumors from MR images of
the brain [1].

For the application of machine learning, the brain tumor
has stirred a particular area of interest for researchers due
to the complexity and information processing requirements
posed by the diagnosis process. In modern neuroimaging,
magnetic resonance imaging for tumor diagnosis has proven
to be a major pillar as it can assist with the characterization
of the tumor’s functional, metabolic, cellular, and structural
properties [2], [3]. Cerebrospinal fluid (CSF), gray matter
(GM), and white matter (WM) contained in a healthy brain
are subjected to scanning in conventional MRI [4]. Their
water content determines major variations in these tissues
during a structural MRI scan. The cerebrospinal fluid is
nearly 100% water, whereas the white matter is 70% and
the gray matter is 80% water [5]. Classification can be done
based on these normal tissues nd tumorous brain parts such
as edema, necrosis, and core tumors [6].
A variety of criteria can be employed for the classifi-

cation of brain tumors. A highly appropriate approach for
radiological use was proposed by WHO that carries out an
in which layer-based classification of the tumor. Four-layer
hierarchy could be found in this scheme [7]. Still, based on
their origin, brain tumors can easily be grouped into primary
and secondary tumors [8]. The tumors originating from the
brain are regarded as primary tumors and are assigned their
names from their source cell type. They can be malignant
(cancerous) nd benign (non-cancerous) regardless of their
prime origin. Slowly growing Benign tumors cause lesser
invasion and spread, yet the brain may experience pressure
and compromised functioning.

Meanwhile, a secondary brain tumor originates from other
parts of the body. For instance, a secondary brain tumor can
be caused by bladder cancer, kidney cancer, melanoma, breast
cancer, lung cancer, certain germ, and testicular cell tumors
[8], [9], [10]. Unique biological, radiographic, and clinical
characteristics are found to be associated with each of these
tumors.

MRI images are processed to support radiology decisions
by applying classification and segmentation in different auto-
mated learning approaches. Unsupervised and supervised
approaches have been tested in this regard. In the supervised
approach, a certain level of expertise is required to classify
brain tumors for extracting optimal features and selection
techniques. Meanwhile, the computational complexity of
automated models plays its role in substituting required man-
ual expertise [11].
In the recent past, researchers have given immense atten-

tion to unsupervised approaches [12] mainly because of their
tendency for automatic feature generation and excellent per-
formance with a reduced margin for errors. Models with
deep learning (DL) are emerging as vital methods for image
analysis in medical fields, such as for even classification [13],

segmentation [14], and reconstruction [15]. So, brain tumor
classification and segmentation technique has been an area of
attention for scholars, and various attempts have been made
to improve the existing practice and theory. Despite various
efforts, there remains a gap in the current literature for inclu-
sive representation of recently developed deep learning-based
classification methods. The current study attempts to fill this
gap by briefly reviewing the current state of the art on brain
tumor segmentation and classification methods while focus-
ing on deep learning methods. The variation among reviewed
techniques can be accounted for through an understanding
of differences in performance parameters revealed by the
previous scholars [16].

A. RESEARCH NOVELTY
The existing state-of-the-art lacks a dedicated and up-to-date
account of effective classification techniques and approaches
toward brain tumor MRI. The novelty of this research lies in
its unique pursuit towards narrowing the focus of exploration
towards a consensual approach to brain tumor classification
that can further be encouraged for its adoption across the
medical field.

B. RESEARCH CONTRIBUTIONS
Despite various attempts to conduct surveys on brain tumor
segmentation and classification techniques, no such study
could be found in the current literature that has dedicated
its focus to the most effective approach towards classifica-
tion. This research begins by identifying major classes of
brain tumor segmentation and classification while presenting
its focused area and reviewing the most recent state of the
art on the most effective classification approach, the deep
learning-based classification method.

C. PAPER ORGANIZATION
After introducing the topic to readers, the paper includes a
literature review and a section on various segmentation meth-
ods for a brain tumor MRI. The fourth section is dedicated to
brain tumor classification methods for MRI and their types,
after which deep learning-based brain tumor classification is
covered explicitly in the fifth section. The paper’s methodol-
ogy follows a comprehensive review of deep learning-based
brain tumor classification. The discussion comes next in the
paper, and the conclusion is the paper’s final part, where
future directions are also provided for researchers.

II. LITERATURE REVIEW
The pursuit of sovereign brain tumor classification and seg-
mentation technique has been an area of attention for scholars
in the field to facilitate practitioners successfully diagnosing
the disease. Many attempts have been made to survey the
current state of the art in this field to outline the potential
techniques of brain tumor segmentation and classification
[17]. However, gaps and limitations are still residing in the
current state of the art regarding explicit evaluation of deep
learning models’ performance, as their domination is well
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established against a list of other approaches taken so far.
Furthermore, surveys conducted so far had limitations and
gaps [1].

Authors in [18] conducted a literature review survey for
various segmentation techniques for brain tumor classifica-
tion. They included supervised and unsupervised machine
learning mechanisms and a review of deep learning and
Thresholding. The limitations of the survey exist in terms
of its inadequate focus on brain tumor classification meth-
ods as they only reviewed the pros and cons of available
algorithms. There was restricted discussion on segmentation
techniques, and the performance of techniques was not con-
sidered. Furthermore, the study was limited to evidence from
studies published before 2018, posing a major limitation on
its contribution in the current context.

An in-depth hierarchical classification of brain tumors was
presented in the review by [19]. The survey covered a wide
range of literature, from conventional machine learning to
deep learning techniques for classification of brain tumors.
However, the limitations are there while considering its con-
tribution to the current state of the art, as it only reviewed
literature published till 2019. In contrast, a wide-ranging
number of contributions have been made since after that.
Also, another limitation of a survey by [19] could be high-
lighted in terms of its limited coverage of classification and
segmentation literature.

Another surveywas conducted by [20] 2021 on brain tumor
segmentation techniques based on deep learning mecha-
nisms. An in-depth presentation of the techniques was carried
out. However, there still remain several limitations in their
review. A major limitation lies in the limited consideration of
the performance of segmentation techniques, as it was only
viewed for the BRATs dataset.

A Survey by [21] highlighted various brain tumors seg-
mentation approaches such as unsupervised and conventional
supervised machine learning, deep learning, atlas, region
growing, and Thresholding. Like the rest of the contributions,
a few limitations exist for this review because apart from two
studies, their survey conducted a chrono-logical examination
of research published before 2020, which may prove inade-
quate and outdated considering the recent developments [22],
[23].

Another survey on unsupervised, conventional supervised-
based segmentation techniques and Thresholding was con-
ducted in 2021 [29]. Discussion on deep learning techniques
in the survey by Sharma and Shukla [29] was very limited,
and it lacked consideration of the performance of reviewed
techniques posing a major limitation.

Similarly, the survey of [17] provided an inclusive
review of the segmentation and classification algorithms
for brain tumor classification. They covered conventional
machine learning, region growing, and deep learning tech-
niques. Superior performance is established for the deep
learning-based techniques for classifying and segmenting
brain tumors fromMR images. However, there remains a gap
in the literature for providing an inclusive review of the deep

learning-based brain tumor segmentation and classification
methods. The current study attempts to fill this gap by initiat-
ing a brief review of the current state of the art on brain tumor
segmentation and classification methods while narrowing the
focus on deep learning methods in particular. The variation
among reviewed techniques can be accounted for through
an understanding of differences in performance parameters
revealed by the previous scholars.

III. BRAIN TUMOR SEGMENTATION METHODS
A significant number of images are produced when tech-
niques like CT and MRI are applied for brain tumor
imaging. A three-dimensional anatomical illustration con-
tains many slices from the individual’s brain when subjected
to brain MR imaging. Hence, it remains a great challenge
and time-consuming for practitioners to manually segment
brain tumors from images in MRI. Furthermore, in the
imaging process, newly introduced artifacts have produced
low-quality images that are very hard to interpret. Conse-
quently, manually generated brain segments are prone to
intra and inter-observable variations. To address the prob-
lems and assist radiologists, various automatic segmentation
approaches have arisen for brain tumor segments, and a wide
array of literature contributes to this area. In this stream
of research, scholars have projected automated systems for
segmentation techniques in brain tumor diagnosis that offers
reproducible and objective segmentation, usually closer to the
manual outcomes. Such automated techniques can assist in
alleviating the challenges emerging in the manual analysis
of brain tumors. It can result in an improved pace of brain
image analysis, better diagnosis results, and easier treatment
follow-up procedures through the tumor progress assessment
[23].

Previously, surveys had been conducted on brain tumor
segmentation techniques in general. They included machine
learning, deep learning, and region growing-based techniques
for identification of performance reported, preprocessing
techniques, segmentation algorithm, and feature extraction
across literature in this area [17]. However, no dedicated
effort is reported to this yet for exploring deep learning
mechanisms applied so in an inclusive manner. Hence, this
research intends to briefly fill the gap by revisiting brain
tumor segmentation techniques and narrow downbriefly fill
the gap by revisiting brain tumor segmentation techniques
and narrow the research to a dedicated review of deep learn-
ing techniques’ applications. To move toward deep learning
classification and segmentation, it is worthwhile to revisit
the categorization of classification and segmentation of brain
tumors.

A. UNSUPERVISED MACHINE LEARNING APPROACHES
Region-based segmentation is one of the most common tech-
niques of brain segmentation with automated image process-
ing. An image region contains a collection of inter-connected
pixels that meet certain criteria of homogeneity, such as
texture, shape, or in-tensity values of pixels [24]. Dissimilar
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region partitioning of the image is used by region-based
segmentation for easily isolating the desired region of interest
[25]. This type of segmentation technique considers pixel
values; for instance, it would consider the pixel’s spatial
proximity and the variations in gray level differences based on
region compactness or Euclidean distance in grouped pixels.
Clustering algorithms and region growing is among the most
comply employed techniques of region-based segmentation
for brain tumors.

A clustering algorithm that partitions images into numer-
ous disjoint groups is a powerful region-based segmentation
approach. In this form of region-based segmentation, a given
region is assigned as the category for highly similar pix-
els, while different regions are assigned to pixels showing
dissimilarity [26]. Clustering techniques regarded under
unsupervised learning have been extensively studied in image
segmentation for medical applications. A variety of hybrid
techniques [27], [28], [29], subtractive clustering (SC) [27],
[28], [29], fuzzy c-means [30], [31], [32], [33], k-means,
and many versions of k-means are widely studied clus-
tering methods in the literature. K- means the method is
an unsupervised ML algorithm generally applied for seg-
menting the desired region in the remains of an image.
Extensive utilization of k-means could be seen in the testing
of brain tumor segmentation, which has offered satisfactory
accuracy [29]. Despite various advantages [34], [35], inad-
equate explanation of the tumor region is associated with
the k-means method [34]. Furthermore, other challenges,
such as outliers’ sensitivity [37] and lack of optimum results
in initial centroid selection [35], [36], make it a weaker
contender for the segmentation of brain tumors. Many solu-
tions have been proposed to overcome these challenges, such
as histogram-based k-means, modified adaptive k-means
(MAKM), adaptive k-means [36], and even the spread of
the initial cluster centers (k-means++). In Fuzzy c-means
(FCM), membership values are assigned to pixels represent-
ing the center of clusters containing those meeting the same
criteria [39]. It is regarded as a soft-clustering technique
and has presented a higher performance in noise-free results
against k-means. However, as brain imaging is susceptible to
unknown noises, severe performance degradation in FCM is
anticipated [41], [42], [43].

Regions with spatially distinguished positions and proper-
ties can be used to properly segment region growing based
segmentation. Regardless of its potential, it also inherits
similarity criterion [38] and noise sensitivity in brain tumor
segmentation. Also, identifying a good seed remains a hectic
task in growing-based segmentation [38].

B. SUPERVISED MACHINE LEARNING APPROACH
A supervised machine learning approach creates a renovated
tumorous pixel classification problem. Various features being
extracted are taken as input in the supervised learningmodels,
while pursued segmentation classes are the output vector of
the models. Compared to conventional segmentation meth-

ods, pixel classification is preferable for the scattered tumor
regions in the image of brain tumor segmentation [44]. Hence,
in brain tumor segmentation, segmentation techniques have
adopted traditional supervised machine learning algorithms
[45], [46], [47], [48], [49].

C. DEEP LEARNING APPROACH
In the deep learning method, automatic features are gener-
ated to avoid or minimize the handcrafted features. Brain
tumor segmentation using a deep learning approach gen-
erally involves a schema for passing images through the
channel of deep learning building blocks and performing
image segmentation based on the deep features. The cur-
rent literature has introduced many deep learning techniques
for brain tumor segmentation. These studies include deep
neural networks (DNNs), generative adversarial networks
(GANs), deep autoencoders (AEs), long short-term memory
(LSTM), recurrent neural networks (RNNs), convolutional
neural network (CNN), and deep convolutional neural net-
works (DCNNs). A convolutional neural network (CNN) is
an artificial neural network intended explicitly for undertak-
ing pixel data for image processing along with its recognition.
They are considered robust systems with image processing
capabilities. Both descriptive and generative functions are
performed by CNN using deep learning mechanisms that
usually include machines visioning such as video or image
recognition. Furthermore, theymay also involve Natural Lan-
guage Processing (NLP) and recommendation systems.

IV. BRAIN TUMOR CLASSIFICATION METHODS
While a huge number of studies were focused on brain seg-
mentation, there has been an equal amount of contribution to
the classification of brain tumors through MRI [17]. Accord-
ing to the central nervous system (CNS) tumors classification
of theWorldHealthOrganization (WHO), a total ofmore than
a hundred and fifty types of tumors can be investigated that
are generally characterized as primary and secondary tumors
[50]. The tumors originating from the brain are regarded
as primary tumors and are assigned their names from their
source cell type. In the meantime, a secondary brain tumor
originates from other parts of the body. Unique biological,
radiographic, and clinical characteristics are found to be
associated with each of these tumors. A biopsy is a com-
monly accepted standard process for classifying brain tumors,
though it generally needs definitive brain surgery to take
samples [51].
Meanwhile, a non-invasive approach is offered through

MRI tumor classification as the sample is not required mak-
ing it a comparatively safer procedure. Furthermore, brain
tumor classification based on machine learning techniques
has immense potential to improve diagnosis and antici-
pate treatment plans. Because of this approach, machine
learning-based automatic brain tumor classification from
magnetic resonance images remains a relevant area of
research where promising results are improvements are
sought by academia [52], [53], [54], [55], [56].
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A. MACHINE LEARNING BASED CLASSIFICATION
Machines are tasked with achieving improved performance
through learning in the machine learning paradigm. Tech-
niques in this field are generally categorized into three types:
reinforcement learning, unsupervised and supervised [57].

A certain level of expertise is required in the supervised
approach for classifying brain tumors and extracting optimal
features and selection techniques. Hidden patterns from unla-
beled data are discovered through algorithms of unsupervised
learning. Reward signals are used in reinforcement learning,
where the sequence of decisions is based on these signals.
Promising classification has been reported across academia
for the potential of machine learning in brain tumor classi-
fication against MR images [58], [59], [60], [61]. Recently,
researchers have given immense attention to unsupervised
approaches mainly because of their tendency for automatic
feature generation and excellent performance with a reduced
margin for errors [82], [83], [84], [85]. Deep learning (DL)
models are emerging as vital methods for image analysis in
medical fields, such as for even classification, segmentation,
and reconstruction.

Despite the promising progress in brain tumor classifica-
tion from MRI images using traditional machine learning
algorithms, there remain barriers to achieving the desired
results. The barriers are mainly posed by the inadequate
descriptive information extraction and ROI detection in the
feature extraction techniques based on convention-ally hand-
crafted features [62]. Such incompetence resides due to the
high-density nature and complex anatomy of brain structure.
In contrast to conventional machine learning techniques, deep
learning relies on learning hierarchical features and data rep-
resentationmaking it superior to its antecedent. Deep learning
models efficiently discover descriptive information about the
optimal representation of various brain tumors when they are
applied for brain tumor classification from MRI. So, brain
tumor classification is renovated from an outdated handmade
features-driven form to a data-driven problem [56].

B. DEEP LEARNING BASED CLASSIFICATION
A review of the current state of the art reveals that various
DL-based brain tumor classifications can be used. The perfor-
mance of these techniques is of particular interest to scholars
and practitioners. The variation among these techniques
can be accounted for through understanding differences in
the data augmentation techniques, preprocessing techniques,
data sets utilization, use of custom-designed vs. pre-trained
DL, and optional use of ROI segmentation before classi-
fication. For example, openly accessible contrast-enhanced
T1-weighted brain tumor MRI scans [63] were utilized in
the research. The pituitary, glioma, and meningioma brain
tumor types were contained in their data sets. Also, vertical
flipping and 90-degree rotationwere used to augment datasets
in the images. Resizing and normalization were taken as the
preprocessing techniques, while coronal, sagittal, and axial
were the three types of anatomical illustrations being made

FIGURE 1. Normalized MRI showing different tumors.

in their study. A custom CNN model was utilized while the
F1-score (average of 94.94%), re-call (95.07%), precision
(average 94.81%), accuracy (average of 95.4%), specificity,
and sensitivity scores were used for performance evaluation
of the model. The sensitivity was re-ported as 98.4% for
pituitary, 96.2% for glioma, and while lowest of 89.8% for
meningioma.

V. BRAIN TUMOR CLASSIFICATION THROUGH DEEP
LEARNING
In contrast to tumors in other parts of the body, human
brain biopsy is not generally acquired before the surgery
[66]. To acquire a precise diagnosis and prevent a medical
process and subjectivity, a suitable diagnostics tool for the
segmentation and classification of tumors from MRI images
would be required to be developed [67]. In this regard, the
development of novel technologies such as artificial learning
and machine learning greatly impacts the medical field as
they have offered significant support for medical imaging.
Figure 1 shows the different images of brain tumors.

Several automated learning methods have been found
applicable in MRI processing during the classification and
segmentation of images that can assist radiologists with deci-
sive insights. A special level of expertise is needed for brain
tumor classification in the supervised approaches extraction
of optimal features is needed, and choice has to be made
about selection techniques. Hence, despite the massive poten-
tial associated with this method [64], these limitations cease
to exist. So, in recent times, scholars have paid sufficient
attention to unsupervised approaches [12] for their automatic
feature generation capability with a decrease in error rate and
excellent performance.

In numerous studies, models of deep learning (DL) have
arisen as potentially applicable methods for image analysis in
the medical field, including functions such as seg-mentation
[68], reconstruction [69], and classification [12]. In [16]
introduced a novel architecture for brain tumors based on
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FIGURE 2. CNN architecture.

FIGURE 3. Preprocessing steps.

a convolutional neural network (CNN) con-ducting classi-
fication using three tumor types. Brain tumor classification
was done through a new convolutional neural network (CNN)
architecture by utilizing three tumor types in the study. Such
models are based on simply developed networks with a previ-
ously pre-trained network that can be tested throughweighted
images. Four current methods were used for the evaluation of
the overall model in their study. Two tenfold cross-validation
methods and databases were combined in these methods.
An augmented image database was utilized to assess the
model’s overall ability in their study. A convolutional neural
network (CNN) is a widely used deep learning model for
carrying out brain tumor classification. The adoption of these
networks has introduced efficient results and improvements.
Figure 2 shows the architecture of CNN model.

In the study of [70], a complete three-dimensional deep
neural network (3D CNN) which was completely automatic
and very efficient, was introduced. It had the tendency to
classify glioma brain tumors into high-grade glioma (HGG)
and low-grade glioma (LGG) by volumetric T1-Gado MR
sequence. Their model merged Contextual information in
global and local contexts while reducing their weights.
As the new preprocessing technique was introduced, adap-
tive contrast enhancement and normalization of intensity
were accomplished for MRI data. The influence of proposed
data augmentation and preprocessing was further subjected
to evaluation in terms of its accuracy in classifying data.
A well-established benchmark of Barts has been identified
for the evaluation of such results for authenticating the fea-
ture generation capability of the proposed architecture. The
model of [70] outperforms others who followed a similar
line of research. The overall accuracy of 96.49% has been
established so far in the unsupervised and supervised models.
Figure 3 shows the steps involved in data preprocessing.
Another prominent contribution lies in the work of [71],

who came up with another model with the potential of auto-

FIGURE 4. Glioma subject cases in brain tumor.

matic segmentation for segmenting MRI images in brain
tumor diagnosis. Among the pipelined approaches toward
machine learning mechanisms, convolutional neural net-
works (CNNs) hold a particularly special place in literature
for approaching complex biological phenomena such as those
in synapses (connections) and neurons (called nodes).

Based on structural multimodal magnetic resonance
images (MRIs), [72] classified brain tumors and achieved
greater consistency in generating accurate predictions. These
authors proposed a three-dimensional context-aware deep
learning for considering the uncertainty of the tumor area in
MRI image sub-zones for performing tumor classification.
Then, on the tumor classification, they appealed to a conven-
tional 3D CNN for reaching the subtype of the tumor. They
carried out survival prediction using a hybrid of machine and
deep learning mechanisms. The Multimodal Brain Tu-mor
Segmentation Challenge 2019 data set was subjected to pro-
posed approaches for predicting overall survival chances as
tumor segmentation was conducted. Robust segmentation
was achieved through this model, and the classification took
second place the classification results took second place.

In [71] researcher evaluated the constituent of CNNs for
the classification of brain tumors by initiating an investigation
with an understanding of CNNs and executed a review of the
current state of the art for regulating an illustrative pipeline.
They further transverse a novel field of radionics for further
investigation with respect to CNN that facilitated quantitative
structures of brain tumors such as textures and shapes of sig-
nal in-tensities for forecasting clinical results such as survival
or general response to therapies. Robust segmentation and
survival anticipationwere also proposed through the con-text-
aware neural network application by [72]. Figure 4 shows the
glioma subject cases of brain tumor.

Another prominent contribution lies in the work of [71],
who came up with another model with the potential of auto-
matic segmentation for segmenting MRI images in brain
tumor diagnosis. Among the pipelined approaches toward
machine learning mechanisms, convolutional neural net-
works (CNNs) hold a particularly special place in literature
for approaching complex biological phenomena such as those
in synapses (connections) and neurons (called nodes).
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FIGURE 5. CNN-based tumor classification.

Based on structural multimodal magnetic resonance
images (MRIs), [72] classified brain tumors and achieved
greater consistency in generating accurate predictions. These
authors proposed a three-dimensional context-aware deep
learning for considering the uncertainty of the tumor area
in MRI image sub-zones for performing tumor classifica-
tion. Then, on the tumor classification, they appealed to
a conventional 3D CNN for reaching the subtype of the
tumor. They carried out survival prediction using a hybrid
of machine and deep learning mechanisms. The Multimodal
Brain Tu-mor Segmentation Challenge 2019 data set was
subjected to proposed approaches for predicting overall sur-
vival chances as tumor segmentation was conducted. Robust
segmentation was achieved through this model, and the clas-
sification results took second place.

In [71] researcher evaluated the constituent of CNNs for
the classification of brain tumors by initiating an investigation
with an understanding of CNNs and executed a review of the
current state of the art for regulating an illustrative pipeline.
They further transverse a novel field of radionics for further
investigation with respect to CNN that facilitated quantitative
structures of brain tumors such as textures and shapes of sig-
nal in-tensities for forecasting clinical results such as survival
or general response to therapies. Robust segmentation and
survival anticipationwere also proposed through the con-text-
aware neural network application by [72]. Figure 5 shows the
CNN-based tumor classification.

Another study [74] proposed a BrainMRNet as a novel
convolution neural network for classifying brain tumors.
Attention modules provide the foundations for architecture,
and a residual network accompanies a hyper-column tech-
nique. BrainMRNets preprocessing would start the model,
and then augmented attentionmodels were allocated for every
image. After the selection of important areas in the MR
image, CNN layers transfer it one after the other. A hyperac-
tive column depicts the BrainMRNet model created through
an indispensable technique in convolution layers. Array struc-
ture on every last layer carries the extracted features from
each layer of the brain. The goal was to choose the most
efficient and powerful features among all features contained

within the array with 96.05% of success in classification
achieved through the BrainMRNet model.

Neutrosophy co-evolution neural network (NS-CNN) was
used in the research of [73] to develop a novel hybrid model
that aimed at the classification of the tumor area from images
of the brain as malignant and benign. A well-established
maximum fuzzy-sure entropy (NS-EMFSE) method using a
neutrosophy set was applied to segment MRI images. The
k-nearest neighbors (KNN) classifiers and support vector
machine (SVM) were used to classify and segment the brain
image. Their results showed that excellent performance is
portrayed with a variety of classifiers.

Another hybrid approach was taken by [75] for MR image
utilization in brain tumor classification. On the basis of
Resnet50 architecture, they developed a CNN model, and
they took the last layer of the model out as eight layers
were added. A high level of accuracy was achieved through
this model. Results were obtained with InceptionV3, Dense-
net201, Resnet50, Alexnet, and GoogleNet models.

For MRI sequences, a Discrete wavelet transforms (DWT)
fusion model was created by [76] through the use of CNN for
brain classification. They presented a hybrid of four textures
and structural information in MRI sequences (FLAIR, T1C,
T1, T2). A fusion process was developed as Daubechies
wavelet kernel was combined with DWT for producing a
more detailed information view of the examined brain tumor.
For feeding the presented CNN model, these authors used a
thresholdingmethod that could classify the tumor region from
non-tumor regions.

Another DL-based brain tumor classification study was
conducted by [82], who came up with a classification
approach taken through automated multi-model classifi-
cation, and five phases were introduced for the process.
Once phases related to preprocessing and deep learning
extraction were completed, two already trained CNN titled
VGG16 and VGG19 were utilized to extract features, after
which an extreme learning machine (ELM) was combined
with correntropy-based joint learning to produce intended
features. They reported an accuracy of 98.7%, showing
promising performance of the multimodal classification
approach.

Another automated model using CNN was introduced by
[99] to produce results for brain tumor classification. Instead
of relying on explicit features, the recognition of worthy
information is carried out to train data for classification.
These authors used the dice coefficient as a performance
parameter to show the effectiveness of the model. However,
in most of the literature, accuracy and other parameters have
been utilized for performance measurement.

To improve the performance and reduce the computa-
tional complexity of conventional deep CNN, [81] proposed
a novel model for the classification of the abnormal tumor.
To reduce the number of amendments in parameters, favor-
able modifications were introduced in the training model.
In the completely connected layers, the weight amendment
procedure was left out by these scholars to safely reduce the
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FIGURE 6. Literature searching criteria.

computational complexity in the model. High accuracy was
observed for the modified model in the study.

Authors have considered various parameters for drawing
the effectiveness of their proposed models against the previ-
ous ones. In this regard, accuracy, specificity, and sensitivity
have been widely utilized, while some scholars utilized Dice
similarity, F1-Scores, recall ability and many other parame-
ters to justify their models’ performance. Table 1 presents an
overview of the recently published literature on the classifi-
cation of tumors through deep learning while comparing the
performance of implemented approaches by these authors.

VI. METHODOLOGY
In this survey-based research, authors surveyed peer-reviewed
work between 2018 and 2020 that was published by Web
of Science and Scopus indexed journals. Survey aimed to
evaluate the current state of the art on machine learning
and deep learning-based classification models for classifying
brain tumor regions from non-tumor regions in the brain. For
this survey, an extensive review was conducted across major
databases that included: MDPI, Google Scholar, PubMed,
Science Direct and IEEE Xplore Digital Library. The search
criteria included machine learning, deep learning, tumor
classification, brain tumor classification and Deep Learning
classification of brain tumor.

A set of inclusion and exclusion criteria was established
for the selection of research papers from the above-mentioned
databases. Inclusion criteria stated that the paper must be peer
reviewed, it should be on brain MRR images and paper is
from WOS and Scopus indexed journal. Exclusion criteria
included case study papers, MSC, PhD papers, fewer or no
citations and studies with techniques other than MRI and
duplicate studies across multiple databases. Figure 6 shows
the searching criteria for literature.

VII. DISCUSSION
This study offers an extensive examination of methodolo-
gies utilized for the segmentation and classification of brain

tumors. A comprehensive range of both traditional machine
learning and deep learning-based techniques are covered,
accompanied by quantitative evaluations of their perfor-
mance. Within traditional image segmentation approaches,
including region growing and unsupervised machine learn-
ing, the paper identifies pertinent methods for brain tumor
segmentation (as presented in Table 1). One of the earliest
strategies, region growing, grapples with noise, suboptimal
image quality, and seed point selection challenges. The appli-
cation of automatic seed point selection via optimization
techniques and AI-driven alternatives is explored to surmount
these limitations. However, the efficacy of these measures
diminishes when confronted with tumors dispersed widely
across the brain. The subsequent wave of segmentation tech-
niques, categorized as part of the second generation, centers
around shallow unsupervised machine learning. Notably,
methodologies such as fuzzy c-means and k-means cluster-
ing, designed to categorize pixels into multiple classes, are
detailed.

Nevertheless, these methods remain noise-sensitive, thus
motivating endeavors to bolster performance by integrating
supplementary data and adopting adaptive centroid selec-
tion. The inherent complexity of delineating between normal
tissue and brain tumors poses a formidable hurdle for
both conventional and clustering-centric segmentation meth-
ods. The study highlights pixel-level classification-oriented
segmentation techniques, which leverage traditional super-
vised machine learning approaches. These techniques often
involve the intricate feature engineering process, wherein
tumor-specific attributes are extracted to effectively train
the model. Moreover, subsequent post-processing techniques
are employed to refine the outcomes of supervised machine
learning segmentation to enhance the final results.

In medical image analysis, classification and segmenta-
tion have been known among the major challenging tasks.
A precise explanation of the affected region in the brain
makes brain tumor classification the center of attention for
practitioners and scholars in this area. A review of past studies
reveals that successful detection of tumor region plays a piv-
otal role in improved treatment outcomes. The current state
of the art promises immense potential through automation
of the brain tumor classification as it can result in higher
clarity of patient’s state with the diagnosis while assisting
in planning treatments and outcomes. With the application
of various approaches, inevitable progress has been achieved
in the automation of brain tumor classification. However,
the pursuit of an entirely automated system is not without
challenges when it comes to its complete adoption in the
medical arena.

Previous studies and surveys [16], [17], [18], [19], [20],
[21], [22] on various approaches toward brain tumor seg-
mentation and classification revealed that automated models
using deep learning models have superior performance as
compared to the region growing and conventional machine
learning mechanisms. So, this survey dedicated itself to
the review of the current state of the art on automated
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TABLE 1. Overview summary of existing techniques.
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TABLE 1. (Continued.) Overview summary of existing techniques.

VOLUME 11, 2023 113059



A. Younis et al.: DL Techniques for the Classification of BT: A Comprehensive Survey

TABLE 1. (Continued.) Overview summary of existing techniques.

classification techniques for brain tumor MRI to produce an
inclusive picture of the most recent and worthy of adop-
tion models proposed in this area. The powerful learning
ability of deep learning mechanisms has been reviewed for
their performance, and Table 1 of the study compares them.
Furthermore, the categorization and classification of the
methods have been presented before moving toward review-
ing deep learning-basedmodels on brain tumor classification.
It has been established that deep learning-based models
exceed expectation compared to the rest of the available
approaches.

A review of past literature shows that it has been divided
based on approaches taken toward classifying brain tumors.
However, an inclusive review of the current state of the art
highlights the effectiveness of automated deep learning-based
models for offering precise insights to guide the treatment
projections of brain tumor patients. Convolutional Neural
Network has emerged as a powerful tool for image process-
ing. It has been long adopted in tumor diagnosis, serving
as a special kind of artificial neural network capable of
recognizing and processing images at the pixel level. Convo-
lution is a mathematical operation used by CNN that replaces
simple matrix multiplication in at slightest one of its layers
[64]. In the analysis of medical images, CNN deep networks
have been widely recognized for their immense potential.
However, the computational cost expense hinders clinical
practitioners’ adoption [102].

In brain tumor classification, many contributions came
to the horizon in the past two decades, and the number is
expected to grow even further. Advocates of computer effi-
ciency and user supervision have been highlighted as huge
aspects in practitioners’ acceptance of classification mod-
els. However, despite the momentous de-elopements, a gap
remains in practice due to a lack of association between
academia and clinicians. Most practitioners still rely on man-
ual estimates of tumors despite the availability of numerous
models. In the developments made for unsupervised learning
mechanisms, promising performance was proven by schol-
ars throughout. It suggests that by bringing advanced deep
learning models together for their classification potential and
high potential in diagnosing brain tumors, one can begin to
convince its adoption by clinicians. A summary showing the

FIGURE 7. Brain tumor segmentation techniques survey.

number of surveyed on the brain tumor segmentation is shown
in Figure 7.

VIII. CONCLUSION
Brain tumor classification from MRI images is a challeng-
ing and complex task as a high level of accuracy is in
demand to provide the best insights for clinicians. It can be
concluded from this research that despite the barrier to its
adoption, Deep learning-based classification methods show
a promising future in diagnosing and treating brain tumors.
Recent developments in this area are recorded in this study,
and outcomes in precise classification are evaluated. A gap
remains in developing standard procedures to incorporate the
potential of deep learning-based models in the diagnostic
procedures carried out in real cases. Furthermore, there is
a huge gap in the current literature regarding identifying
security challenges posed to the computer systems during the
classification of tumors from Brain MRI and the potential of
tempered results through malicious intents.

Future researchers can work on the cost and resource opti-
mization for CNN networks to encourage their widespread
adoption in the medical field. Furthermore, they can work
on developing standards for preprocessing techniques and
improving the overall architecture.

113060 VOLUME 11, 2023



A. Younis et al.: DL Techniques for the Classification of BT: A Comprehensive Survey

REFERENCES
[1] L. Rundo, C. Militello, V. Conti, F. Zaccagna, and C. Han, ‘‘Advanced

computational methods for oncological image analysis,’’ J. Imag., vol. 7,
no. 11, p. 237, Nov. 2021.

[2] T. A. Roberts, H. Hyare, G. Agliardi, B. Hipwell, A. d’Esposito,
A. Ianus, J. O. Breen-Norris, R. Ramasawmy, V. Taylor, D. Atkinson,
S. Punwani, M. F. Lythgoe, B. Siow, S. Brandner, J. Rees, E. Panagio-
taki, D. C. Alexander, and S. Walker-Samuel, ‘‘Noninvasive diffusion
magnetic resonance imaging of brain tumour cell size for the early
detection of therapeutic response,’’ Sci. Rep., vol. 10, no. 1, p. 9223,
Jun. 2020.

[3] J. E. Villanueva-Meyer,M. C.Mabray, and S. Cha, ‘‘Current clinical brain
tumor imaging,’’ Neurosurgery, vol. 81, no. 3, pp. 397–415, Sep. 2017.

[4] M. J. Rosenbloom and A. Pfefferbaum, ‘‘Magnetic resonance imaging
of the living brain: Evidence for brain degeneration among alcoholics
and recovery with abstinence,’’ Alcohol Res. Health, vol. 31, no. 4,
pp. 362–376, 2008.

[5] S. Morgello, ‘‘Coronaviruses and the central nervous system,’’ J. Neu-
roVirology, vol. 26, no. 4, pp. 459–473, Aug. 2020.

[6] R. Smithuis. Neuroradiology: Brain Index. Accessed: Sep. 7, 2022.
[Online]. Available: https://radiologyassistant.nl/neuroradiology/brain

[7] D. R. Johnson, J. B. Guerin, C. Giannini, J. M. Morris, L. J. Eckel, and
T. J. Kaufmann, ‘‘2016 updates to the WHO brain tumor classification
system: What the radiologist needs to know,’’ RadioGraphics, vol. 37,
no. 7, pp. 2164–2180, Nov. 2017.

[8] P. Roth, A. Pace, E. Le Rhun, M. Weller, C. Ay, E. C.-J. Moyal,
M. Coomans, R. Giusti, K. Jordan, R. Nishikawa, F. Winkler, J. T. Hong,
R. Ruda, S. Villà, M. J. B. Taphoorn, W. Wick, and M. Preusser,
‘‘Neurological and vascular complications of primary and secondary
brain tumours: EANO-ESMO clinical practice guidelines for prophy-
laxis, diagnosis, treatment and follow-up,’’ Ann. Oncol., vol. 32, no. 2,
pp. 171–182, Feb. 2021.

[9] D. N. Louis, A. Perry, P. Wesseling, D. J. Brat, I. A. Cree,
D. Figarella-Branger, C. Hawkins, H. K. Ng, S. M. Pfister, G. Reifen-
berger, R. Soffietti, A. vonDeimling, andD.W. Ellison, ‘‘The 2021WHO
classification of tumors of the central nervous system: A summary,’’
Neuro-Oncology, vol. 23, no. 8, pp. 1231–1251, Aug. 2021.

[10] C. Salvarani, R. D. Brown, T. J. H. Christianson, J. Huston, J. M. Morris,
C. Giannini, and G. G. Hunder, ‘‘Primary central nervous system vas-
culitis mimicking brain tumor: Comprehensive analysis of 13 cases from
a single institutional cohort of 191 cases,’’ J. Autoimmunity, vol. 97,
pp. 22–28, Feb. 2019.

[11] T. G. Debelee, M. Amirian, A. Ibenthal, G. Palm, and F. Schwenker,
‘‘Classification of mammograms using convolutional neural network
based feature extraction,’’ in Information and Communication Tech-
nology for Development for Africa (Lecture Notes of the Institute for
Computer Sciences, Social Informatics and Telecommunications Engi-
neering). Berlin, Germany: Springer, 2018, pp. 89–98.

[12] H. Mohsen, E.-S.-A. El-Dahshan, E.-S.-M. El-Horbaty, and
A.-B.-M. Salem, ‘‘Classification using deep learning neural networks
for brain tumors,’’ Future Comput. Informat. J., vol. 3, no. 1, pp. 68–71,
Jun. 2018.

[13] J. Wang, Y. Yang, J. Mao, Z. Huang, C. Huang, and W. Xu, ‘‘CNN-
RNN: A unified framework for multi-label image classification,’’ in Proc.
IEEEConf. Comput. Vis. Pattern Recognit. (CVPR), Las Vegas, NV, USA,
Jun. 2016, pp. 2285–2294.

[14] S. Pereira, A. Pinto, V. Alves, and C. A. Silva, ‘‘Brain tumor segmentation
using convolutional neural networks in MRI images,’’ IEEE Trans. Med.
Imag., vol. 35, no. 5, pp. 1240–1251, May 2016.

[15] Z. Zhan, J.-F. Cai, D. Guo, Y. Liu, Z. Chen, and X. Qu, ‘‘Fast multiclass
dictionaries learning with geometrical directions in MRI reconstruc-
tion,’’ IEEE Trans. Biomed. Eng., vol. 63, no. 9, pp. 1850–1861,
Sep. 2016.

[16] M. M. Badža and M. Č. Barjaktarović, ‘‘Classification of brain tumors
from MRI images using a convolutional neural network,’’ Appl. Sci.,
vol. 10, no. 6, p. 1999, Mar. 2020.

[17] E. S. Biratu, F. Schwenker, Y. M. Ayano, and T. G. Debelee, ‘‘A survey of
brain tumor segmentation and classification algorithms,’’ J. Imag., vol. 7,
no. 9, p. 179, Sep. 2021.

[18] N. Kumari and S. Saxena, ‘‘Review of brain tumor segmentation and
classification,’’ in Proc. Int. Conf. Current Trends Towards Converging
Technol. (ICCTCT), Coimbatore, India, Mar. 2018, pp. 1–3.

[19] A. Tiwari, S. Srivastava, and M. Pant, ‘‘Brain tumor segmentation and
classification frommagnetic resonance images: Review of selected meth-
ods from 2014 to 2019,’’ Pattern Recognit. Lett., vol. 131, pp. 244–260,
Mar. 2020.

[20] T. Magadza and S. Viriri, ‘‘Deep learning for brain tumor segmentation:
A survey of state-of-the-art,’’ J. Imag., vol. 7, no. 2, p. 19, Jan. 2021.

[21] C. S. Rao and K. Karunakara, ‘‘A comprehensive review on brain tumor
segmentation and classification ofMRI images,’’Multimedia Tools Appl.,
vol. 80, no. 12, pp. 17611–17643, May 2021.

[22] P. Sharma and A. P. Shukla, ‘‘A review on brain tumor segmentation
and classification for MRI images,’’ in Proc. Int. Conf. Advance Com-
put. Innov. Technol. Eng. (ICACITE), Greater Noida, India, Dec. 2021,
pp. 30–31.

[23] L. Pei, S. Bakas, A. Vossough, S. M. S. Reza, C. Davatzikos, and
K. M. Iftekharuddin, ‘‘Longitudinal brain tumor segmentation prediction
in MRI using feature and label fusion,’’ Biomed. Signal Process. Control,
vol. 55, Jan. 2020, Art. no. 101648.

[24] K. K. D. Ramesh, G. K. Kumar, K. Swapna, D. Datta, and S. S. Rajest, ‘‘A
review of medical image segmentation algorithms,’’ EAI Endorsed Trans.
Pervasive Health Technol., vol. 7, no. 27, p. e6, 2021.

[25] N. Dey and A. S. Ashour, ‘‘Computing in medical image analysis,’’
in Soft Computing Based Medical Image Analysis. Amsterdam, The
Netherlands: Elsevier, 2018, pp. 3–11.

[26] N. Dhanachandra, K. Manglem, and Y. J. Chanu, ‘‘Image segmen-
tation using K -means clustering algorithm and subtractive clustering
algorithm,’’ Proc. Comput. Sci., vol. 54, pp. 764–771, Jan. 2015.

[27] R. Agrawal, M. Sharma, and B. K. Singh, ‘‘Segmentation of brain tumour
based on clustering technique: Performance analysis,’’ J. Intell. Syst.,
vol. 28, no. 2, pp. 291–306, Apr. 2019.

[28] R. Pitchai, P. Supraja, A. H. Victoria, and M. Madhavi, ‘‘Brain tumor
segmentation using deep learning and fuzzy K-Means clustering for
magnetic resonance images,’’ Neural Process. Lett., vol. 53, no. 4,
pp. 2519–2532, Aug. 2021.

[29] M. A. Almahfud, R. Setyawan, C. A. Sari, D. R. I. M. Setiadi, and E.
H. Rachmawanto, ‘‘An effective MRI brain image segmentation using
joint clustering (K-means and fuzzy C-means),’’ in Proc. Int. Seminar
Res. Inf. Technol. Intell. Syst. (ISRITI), Yogyakarta, Indonesia, Nov. 2018,
pp. 11–16.

[30] H. Hooda, O. P. Verma, and T. Singhal, ‘‘Brain tumor segmentation: A
performance analysis using K-means, fuzzy C-means and region growing
algorithm,’’ in Proc. IEEE Int. Conf. Adv. Commun., Control Comput.
Technol., Ramanathapuram, India, May 2014, pp. 8–10.

[31] A. Bal, M. Banerjee, P. Sharma, and M. Maitra, ‘‘Brain tumor segmenta-
tion on MR image using K-means and fuzzy-possibilistic clustering,’’ in
Proc. 2nd Int. Conf. Electron., Mater. Eng. Nano-Technol. (IEMENTech),
Kolkata, India, Apr. 2018, pp. 4–5.

[32] J. Selvakumar, A. Lakshmi, and T. Arivoli, ‘‘Brain tumor segmentation
and its area calculation in brain MR images using K-mean cluster-
ing and fuzzy C-mean algorithm,’’ in Proc. IEEE-International Conf.
Adv. Eng., Sci. Manage. (ICAESM), Nagapattinam, India, Mar. 2012,
pp. 186–190.

[33] M. Shasidhar, V. S. Raja, and B. V. Kumar, ‘‘MRI brain image seg-
mentation using modified fuzzy C-means clustering algorithm,’’ in
Proc. Int. Conf. Commun. Syst. Netw. Technol., Katra, India, Jun. 2011,
pp. 473–478.

[34] E. Abdel-Maksoud, M. Elmogy, and R. Al-Awadi, ‘‘Brain tumor segmen-
tation based on a hybrid clustering technique,’’ Egyptian Inform. J., vol.
16, pp. 71–81, Mar. 2015.

[35] N. Dhanachandra, K. Manglem, and Y. J. Chanu, ‘‘Image segmen-
tation using K-means clustering algorithm and subtractive clustering
algorithm,’’ Proc. Comput. Sci., vol. 54, pp. 764–771, 2015.

[36] N. Kaur and M. Sharma, ‘‘Brain tumor detection using self-adaptive K-
means clustering,’’ in Proc. Int. Conf. Energy, Commun., Data Analytics
Soft Comput. (ICECDS), Aug. 2017, pp. 1861–1865.

[37] S.Mannor, X. Jin, J. Han, X. Jin, J. Han, X. Jin, J. Han, and X. Zhang, ‘‘K-
medoids clustering,’’ in Encyclopedia of Machine Learning. New York,
NY, USA: Springer, 2011, pp. 564–565.

[38] Y. H. Wang, ‘‘Tutorial: Image segmentation,’’ Nat. Taiwan Univ., Taipei,
Dec. 2010, pp. 1–36, no. 1.

[39] J. C. Bezdek, L. O. Hall, and L. P. Clarke, ‘‘Review of MR image
segmentation techniques using pattern recognition,’’Med. Phys., vol. 20,
no. 4, pp. 1033–1048, Jul. 1993.

VOLUME 11, 2023 113061



A. Younis et al.: DL Techniques for the Classification of BT: A Comprehensive Survey

[40] M. P. Arakeri and G. R. M. Reddy, ‘‘Efficient fuzzy clustering based
approach to brain tumor segmentation on MR images,’’ in Communica-
tions in Computer and Information Science. Berlin, Germany: Springer,
2011, pp. 790–795.

[41] Y. K. Dubey and M. M. Mushrif, ‘‘FCM clustering algorithms for seg-
mentation of brain MR images,’’ Adv. Fuzzy Syst., vol. 2016, pp. 1–14,
Jun. 2016.

[42] K. Srinivas and B. R. S. Reddy, ‘‘Modified kernel based fuzzy clustering
for MR brain image segmentation using deep learning,’’ Int. J. Eng. Adv.
Technol., vol. 8, pp. 2249–8958, Aug. 2019.

[43] C. J. J. Sheela and G. Suganthi, ‘‘Automatic brain tumor segmentation
from MRI using greedy snake model and fuzzy C-means optimiza-
tion,’’ J. King Saud Univ. Comput. Inf. Sci., vol. 34, no. 3, pp. 557–566,
Mar. 2022.

[44] A. Mano and S. Anand, ‘‘Local average based kinetic gas molecular
(LA-KGMO) optimized MR brain image segmentation using modified
self organizing map (MSOM),’’Wireless Pers. Commun., vol. 128, no. 4,
pp. 2703–2723, Feb. 2023.

[45] B. Cui, M. Xie, and C. Wang, ‘‘A deep convolutional neural network
learning transfer to SVM-based segmentation method for brain tumor,’’
in Proc. IEEE 11th Int. Conf. Adv. INFOCOMM Technol. (ICAIT), Jinan,
China, Oct. 2019, pp. 1–5.

[46] A. Bougacha, J. Boughariou, M. B. Slima, A. B. Hamida,
K. B. Mahfoudh, O. Kammoun, and C. Mhiri, ‘‘Comparative study
of supervised and unsupervised classification methods: Application to
automatic MRI glioma brain tumors segmentation,’’ in Proc. 4th Int.
Conf. Adv. Technol. Signal Image Process. (ATSIP), Tunisia, Mar. 2018,
pp. 21–24.

[47] T. Hatami, M. Hamghalam, O. Reyhani-Galangashi, and
S. Mirzakuchaki, ‘‘A machine learning approach to brain tumors
segmentation using adaptive random forest algorithm,’’ in Proc. 5th
Conf. Knowl. Based Eng. Innov. (KBEI), Tehran, Iran, Feb. 2019,
pp. 076–082.

[48] T. Fülöp, Á. Gyorfi, S. Csaholczi, L. Kovács, and L. Szilágyi, ‘‘Brain
tumor segmentation frommulti-spectral MRI data using cascaded ensem-
ble learning,’’ in Proc. IEEE 15th Int. Conf. Syst. Syst. Eng. (SoSE),
Budapest, Hungary, Jun. 2020, pp. 2–4.

[49] S. Csaholczi, L. Kovács, and L. Szilágyi, ‘‘Automatic segmentation of
brain tumor parts from MRI data using a random forest classifier,’’
in Proc. IEEE 19th World Symp. Appl. Mach. Intell. Inform. (SAMI),
Herl’any, Slovakia, Jan. 2021, pp. 21–23.

[50] K. D. Miller, Q. T. Ostrom, C. Kruchko, N. Patil, T. Tihan, G. Cioffi,
H. E. Fuchs, K. A. Waite, A. Jemal, R. L. Siegel, and J. S. Barnholtz-
Sloan, ‘‘Brain and other central nervous system tumor statistics,’’ CA,
Cancer J. Clinicians, vol. 71, no. 5, pp. 381–406, 2021.

[51] G. S. Tandel, M. Biswas, O. G. Kakde, A. Tiwari, H. S. Suri, M. Turk,
J. Laird, C. Asare, A. A. Ankrah, and N. N. Khanna, ‘‘A review on a
deep learning perspective in brain cancer classification,’’ Cancers, vol.
11, p. 111, Jan. 2019.

[52] J. L. Quon et al., ‘‘Deep learning for pediatric posterior fossa tumor
detection and classification: A multi-institutional study,’’ Amer. J. Neu-
roradiology, vol. 49, no. 9, pp. 1718–1725, Aug. 2020.

[53] H. A. Khan, W. Jue, M. Mushtaq, and M. U. Mushtaq, ‘‘Brain tumor
classification in MRI image using convolutional neural network,’’ Math.
Biosci. Eng., vol. 17, pp. 6203–6216, Sep. 2020.

[54] J. S. Paul, A. J. Plassard, B. A. Landman, and D. Fabbri, ‘‘Deep learning
for brain tumor classification,’’ in Medical Imaging 2017: Biomedical
Applications in Molecular, Structural, and Functional Imaging, A. Krol
and B. Gimi, Eds. Bellingham, WA, USA: SPIE, 2017.

[55] S. Deepak and P. M. Ameer, ‘‘Brain tumor classification using deep CNN
features via transfer learning,’’ Comput. Biol. Med., vol. 111, Aug. 2019,
Art. no. 103345.

[56] F. J. Díaz-Pernas, M. Martínez-Zarzuela, M. Antón-Rodríguez, and
D. González-Ortega, ‘‘A deep learning approach for brain tumor clas-
sification and segmentation using a multiscale convolutional neural
network,’’ Healthcare, vol. 9, no. 2, p. 153, Feb. 2021.

[57] P. Dangeti, Statistics for Machine Learning. Birmingham, U.K.: Packt
Publishing, 2017.

[58] M. Gurbina,M. Lascu, and D. Lascu, ‘‘Tumor detection and classification
ofMRI brain image using different wavelet transforms and support vector
machines,’’ in Proc. 42nd Int. Conf. Telecommun. Signal Process. (TSP),
Budapest, Hungary, Jul. 2019, pp. 505–508.

[59] N. Engy, M. S. Nancy, and W. Al-Atabany, ‘‘Evaluating the efficiency of
different feature sets on brain tumor classification in MR images,’’ Int.
J. Comput. Appl., vol. 180, no. 38, pp. 1–7, May 2018.

[60] G. Garg and R. Garg, ‘‘Brain tumor detection and classification based on
hybrid ensemble classifier,’’ 2021, arXiv:2101.00216.

[61] K. A. Sathi and Md. S. Islam, ‘‘Hybrid feature extraction based brain
tumor classification using an artificial neural network,’’ in Proc. IEEE 5th
Int. Conf. Comput. Commun. Autom. (ICCCA), Greater Noida, Oct. 2020,
pp. 155–160.

[62] J. Kang, Z. Ullah, and J. Gwak, ‘‘MRI-based brain tumor classification
using ensemble of deep features and machine learning classifiers,’’ Sen-
sors, vol. 21, no. 6, p. 2222, Mar. 2021.

[63] J. Cheng. (2017). Brain Tumor Dataset. [Online]. Available:
https://figshare.com/articles/dataset/brain_tumor_dataset/1512427

[64] A. Alghoul, ‘‘Email classification using artificial neural network,’’ Int. J.
Academic Eng. Res. (IJAER), vol. 2, no. 11, pp. 8–14, 2018.

[65] A. Nada and M. Abdullah, ‘‘Age and gender prediction and validation
through single user images using CNN,’’ Int. J. Academic Eng. Res.
(IJAER), vol. 4, no. 8, pp. 21–24, 2020.

[66] Y. E. Al-Atrash, ‘‘Modeling cognitive development of the balance scale
task using ANN,’’ Int. J. Academic Inf. Syst. Res. (IJAISR), vol. 4, no. 9,
pp. 74–81, 2020.

[67] R. S. A. Al-Araj, S. K. Abed, A. N. Al-Ghoul, and S. S. Abu-Naser,
‘‘Classification of animal species using neural network,’’ Int. J. Academic
Eng. Res. (IJAER), vol. 4, no. 10, pp. 23–31, 2020.

[68] Z. Akkus, A. Galimzianova, A. Hoogi, D. L. Rubin, and B. J. Erickson,
‘‘Deep learning for brain MRI segmentation: State of the art and future
directions,’’ J. Digit. Imag., vol. 30, no. 4, pp. 449–459, Aug. 2017.

[69] A. M. A. Nada, ‘‘Arabic text summarization using AraBERTmodel using
extractive text summarization approach,’’ International J. Academic Inf.
Syst. Res. (IJAISR), vol. 4, no. 8, pp. 6–9, 2020.

[70] H. Mzoughi, I. Njeh, A. Wali, M. B. Slima, A. BenHamida, C. Mhiri, and
K. B. Mahfoudhe, ‘‘Deep multi-scale 3D convolutional neural network
(CNN) for MRI gliomas brain tumor classification,’’ J. Digit. Imag.,
vol. 33, no. 4, pp. 903–915, Aug. 2020.

[71] A. Bhandari, J. Koppen, and M. Agzarian, ‘‘Convolutional neural net-
works for brain tumour segmentation,’’ Insights Imag., vol. 11, no. 1,
pp. 1–9, Dec. 2020.

[72] L. Pei, L. Vidyaratne, M. M. Rahman, and K. M. Iftekharuddin, ‘‘Context
aware deep learning for brain tumor segmentation, subtype classification,
and survival prediction using radiology images,’’ Sci. Rep., vol. 10, no. 1,
pp. 1–11, Nov. 2020.

[73] F. Özyurt, E. Sert, E. Avci, and E. Dogantekin, ‘‘Brain tumor detec-
tion based on convolutional neural network with neutrosophic expert
maximum fuzzy sure entropy,’’ Measurement, vol. 147, Dec. 2019,
Art. no. 106830.

[74] M. Toğaçar, B. Ergen, and Z. Cömert, ‘‘BrainMRNet: Brain tumor detec-
tion using magnetic resonance images with a novel convolutional neural
network model,’’Med. Hypotheses, vol. 134, Jan. 2020, Art. no. 109531.

[75] A. Çinar and M. Yildirim, ‘‘Detection of tumors on brain MRI images
using the hybrid convolutional neural network architecture,’’ Med.
Hypotheses, vol. 139, Jun. 2020, Art. no. 109684.

[76] J. Amin, M. Sharif, N. Gul, M. Yasmin, and S. A. Shad, ‘‘Brain tumor
classification based on DWT fusion of MRI sequences using convolu-
tional neural network,’’ Pattern Recognit. Lett., vol. 129, pp. 115–122,
Jan. 2020.

[77] J. Amin, M. A. Anjum, M. Sharif, S. Jabeen, S. Kadry, and P. M. Ger, ‘‘A
new model for brain tumor detection using ensemble transfer learning
and quantum variational classifier,’’ Comput. Intell. Neurosci., vol. 2022,
pp. 1–13, Apr. 2022.

[78] F. H. Shajin et al., Computer Methods in Biomechanics and Biomedical
Engineering: Imaging & Visualization, vol. 11, no. 3. Taylor & Francis,
Aug. 2022, pp. 750–757, doi: 10.1080/21681163.2022.2111719.

[79] M. A. Naser and M. J. Deen, ‘‘Brain tumor segmentation and grading of
lower-grade glioma using deep learning in MRI images,’’ Comput. Biol.
Med., vol. 121, Jun. 2020, Art. no. 103758.

[80] X. Zhou, X. Li, K. Hu, Y. Zhang, Z. Chen, and X. Gao, ‘‘ERV-net: An
efficient 3D residual neural network for brain tumor segmentation,’’ Exp.
Syst. Appl., vol. 170, May 2021, Art. no. 114566.

[81] D. J. Hemanth, J. Anitha, A. Naaji, O. Geman, D. E. Popescu, and
L. H. Son, ‘‘A modified deep convolutional neural network for abnormal
brain image classification,’’ IEEE Access, vol. 7, pp. 4275–4283, 2019.

113062 VOLUME 11, 2023

http://dx.doi.org/10.1080/21681163.2022.2111719


A. Younis et al.: DL Techniques for the Classification of BT: A Comprehensive Survey

[82] M. A. Khan, I. Ashraf, M. Alhaisoni, R. Scherer, A. Rehman, and
S. A. C. Bukhari, ‘‘Multimodal brain tumor classification using deep
learning and robust feature selection: A machine learning application for
radiologists,’’ Diagnostics, vol. 10, no. 8, p. 565, Aug. 2020.

[83] B. Thyreau and Y. Taki, ‘‘Learning a cortical parcellation of the brain
robust to the MRI segmentation with convolutional neural networks,’’
Med. Image Anal., vol. 61, Apr. 2020, Art. no. 101639.

[84] J. Sourati, A. Gholipour, J. G. Dy, X. Tomas-Fernandez, S. Kurugol,
and S. K. Warfield, ‘‘Intelligent labeling based on Fisher information
for medical image segmentation using deep learning,’’ IEEE Trans. Med.
Imag., vol. 38, no. 11, pp. 2642–2653, Nov. 2019.

[85] M. I. Sharif, J. P. Li, M. A. Khan, S. Kadry, and U. Tariq, ‘‘M3BTCNet:
Multi model brain tumor classification using metaheuristic deep neural
network features optimization,’’ Neural Comput. Appl., vol. 1, pp. 1–16,
2022, doi: 10.1007/s00521-022-07204-6.

[86] S. Gull, S. Akbar, S. A. Hassan, A. Rehman, and T. Sadad, ‘‘Automated
brain tumor segmentation and classification through MRI images,’’ in
Proc. Int. Conf. Emerg. Technol. Trends Internet Things Comput. Cham,
Switzerland: Springer, 2022, pp. 182–194.

[87] G. Latif, G. Ben Brahim, D. N. F. A. Iskandar, A. Bashar, and
J. Alghazo, ‘‘Glioma tumors’ classification using deep-neural-network-
based features with SVM classifier,’’ Diagnostics, vol. 12, no. 4, p. 1018,
Apr. 2022.

[88] G. S. Sunsuhi and S. Albin Jose, ‘‘An adaptive eroded deep convolu-
tional neural network for brain image segmentation and classification
using inception ResnetV2,’’ Biomed. Signal Process. Control, vol. 78,
Sep. 2022, Art. no. 103863.

[89] S. K. Rajeev, M. Pallikonda Rajasekaran, G. Vishnuvarthanan, and
T. Arunprasath, ‘‘A biologically-inspired hybrid deep learning approach
for brain tumor classification from magnetic resonance imaging using
improved Gabor wavelet transform and elmann-BiLSTM network,’’
Biomed. Signal Process. Control, vol. 78, Sep. 2022, Art. no. 103949.

[90] B. Ahmad, J. Sun, Q. You, V. Palade, and Z. Mao, ‘‘Brain tumor
classification using a combination of variational autoencoders and gen-
erative adversarial networks,’’ Biomedicines, vol. 10, no. 2, p. 223,
Jan. 2022.

[91] V. V. S. Sasank and S. Venkateswarlu, ‘‘An automatic tumour growth pre-
diction based segmentation using full resolution convolutional network
for brain tumour,’’ Biomed. Signal Process. Control, vol. 71, Jan. 2022,
Art. no. 103090.

[92] F. Demir, ‘‘Deep autoencoder-based automated brain tumor detection
from MRI data,’’ in Artificial Intelligence-Based Brain-Computer Inter-
face. New York, NY, USA: Academic Press, 2022, pp. 317–351.

[93] E. Irmak, ‘‘Multi-classification of brain tumor MRI images using deep
convolutional neural network with fully optimized framework,’’ Iranian
J. Sci. Technol., Trans. Electr. Eng., vol. 45, no. 3, pp. 1015–1036,
Sep. 2021.

[94] M. I. Sharif, M. A. Khan, M. Alhussein, K. Aurangzeb, and M. Raza,
‘‘A decision support system for multimodal brain tumor classification
using deep learning,’’ Complex Intell. Syst., vol. 8, no. 4, pp. 3007–3020,
Aug. 2022.

[95] N. Abiwinanda, M. Hanif, S. T. Hesaputra, A. Handayani, and
T. R. Mengko, ‘‘Brain tumor classification using convolutional
neural network,’’ in Proc. IFMBE. Singapore: Springer, 2018,
pp. 183–189.

[96] G. Çinarer, B. G. Emiroğlu, and A. H. Yurttakal, ‘‘Prediction of glioma
grades using deep learning with wavelet radiomic features,’’ Appl. Sci.,
vol. 10, no. 18, p. 6296, Sep. 2020.

[97] S. Kokkalla, J. Kakarla, I. B. Venkateswarlu, and M. Singh, ‘‘Three-class
brain tumor classification using deep dense inception residual network,’’
Soft Comput., vol. 25, no. 13, pp. 8721–8729, Jul. 2021.

[98] D. Liu, Y. Liu, and L. Dong, ‘‘G-ResNet: Improved ResNet for
brain tumor classification,’’ in Neural Information Processing. Berlin,
Germany: Springer, 2019, pp. 535–545.

[99] P. Moeskops, J. de Bresser, H. J. Kuijf, A. M. Mendrik, G. J. Biessels,
J. P. W. Pluim, and I. Išgum, ‘‘Evaluation of a deep learning approach for
the segmentation of brain tissues and white matter hyperintensities of pre-
sumed vascular origin in MRI,’’ NeuroImage, Clin., vol. 17, pp. 251–262,
Jan. 2018.

[100] W. Ahmad, A. Rasool, A. R. Javed, T. Baker, and Z. Jalil, ‘‘Cyber security
in IoT-based cloud computing: A comprehensive survey,’’ Electronics,
vol. 11, no. 1, p. 16, Dec. 2021.

[101] A. R. Javed, W. Ahmed, M. Alazab, Z. Jalil, K. Kifayat, and
T. R. Gadekallu, ‘‘A comprehensive survey on computer forensics: State-
of-the-art, tools, techniques, challenges, and future directions,’’ IEEE
Access, vol. 10, pp. 11065–11089, 2022.

[102] K. He and J. Sun, ‘‘Convolutional neural networks at constrained time
cost,’’ in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR),
Boston, MA, USA, Jun. 2015, pp. 5353–5360.

AYESHA YOUNIS was born in Faisalabad,
Pakistan. She received the first M.Sc. degree
in computer engineering from the University of
Agriculture Faisalabad, in 2017, and the master’s
degree in signal and information processing from
the Tianjin University of Technology and Edu-
cation, Tianjin, China, in 2020. She is currently
pursuing the Ph.D. degree with the School of
Microelectronics, Tianjin University, Tianjin. Her
research interests include biomedical signal pro-

cessing, image processing, and medical image processing.

QIANG LI received the B.E. and M.E. degrees
from the School of Information Engineering,
Taiyuan University of Technology, Taiyuan,
China, in 1997 and 2000, respectively, and the
Ph.D. degree from the School of Electronic Infor-
mation Engineering, Tianjin University, Tianjin,
China, in 2003. He is currently a Professor with
the School ofMicroelectronics, Tianjin University.
His research interests include intelligent signal
processing and AI system design.

MUDASSAR KHALID received the B.Sc. degree
in electrical engineering from COMSATS Univer-
sity, Pakistan, and the M.Sc. degree in information
and communication engineering from Northwest-
ern Polytechnical University, China. He is cur-
rently a Research Assistant with Chulalongkorn
University, Thailand.

BEATRICE CLEMENCE received the bachelor’s
degree in computer science (BCS) from the Insti-
tute of Accountancy Arusha, Tanzania, and the
M.Eng. degree in applied computer technology
from the Tianjin University of Technology and
Education, China. She’s currently a Research
Assistant with Tianjin University of Technology
and Education.

MOHAMMED JAJERE ADAMU (Member,
IEEE) received the B.Eng. degree in computer
engineering from the University of Maiduguri,
Nigeria, in 2012, and the M.Eng. degree in sig-
nal and information processing from the Tianjin
University of Technology and Education, China,
in 2017. He is currently pursuing the Ph.D.
degree with Tianjin University, China. His cur-
rent research interests include signal and medical
image processing and antenna design and analysis

for industrial/medical applications.

VOLUME 11, 2023 113063

http://dx.doi.org/10.1007/s00521-022-07204-6

