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ABSTRACT Artificial intelligence and computer vision have widespread applications in workout analysis.
It has been extensively used in sports and the athlete industry to identify errors and improve performance.
Furthermore, these methods prevent injuries caused by a lack of instructors or costly infrastructure. One
such exercise is the squat, which is a movement in which a standing person descends to a posture with
their torso vertical and their knees firmly bent, then returns to their original upright position. Each person’s
squat is distinct, with varying limb lengths causing their form to change when observed. It has been
observed that the mobility of various joints and muscular strength have a role in this. A squat improves
the user by increasing overall leg strength, strengthening knee and hip joints, and lowering the risk of heart
disease due to cardiovascular development. This paper presents a method for classifying squat types and
recommending the right squat version. This study uses MediaPipe and a deep learning-based technique to
decide if squatting is good or bad. A stacked Bidirectional Gated Recurrent Unit (Bi-GRU) model with an
attention layer is proposed to consistently and fairly assess each user, categorizing squats into seven classes.
This stacked Bi-GRU model with an attention unit is then compared to other cutting-edge models, both
with and without the attention layer. The model outperforms other models by attaining an accuracy of 94%
and is demonstrated to work the best and most consistently for our dataset. Furthermore, the individual
executing the incorrect squat is corrected to the best of their ability, depending on their performance and
body proportions, by providing the correct form.

INDEX TERMS Action quality assessment, attention, computer vision, curve fitting, gated recurrent unit,
pose estimation, squat.

I. INTRODUCTION
An incorrect type of exercise might result in injury; thus, the
exercise should be performed under professional supervision.
A squat is a standing exercise in which a person descends
to a posture with a vertical torso and fully bent knees, then
restores to a normal standing position. Squats are one of
the most challenging exercises. Each individual will have
a unique squat; when observed, the lengths of their limbs
will cause their form to shift. It has been observed that the
flexibility of different joints and the power of respective
muscles influence the type of squat performed. A person with
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a long femur but a short torso could not squat as deeply
as someone with a short femur but a long torso. This does
not imply that a person’s squat is unacceptable; rather, it is
a variant of a proper squat. Similarly, a person with an
anthropometry such that their hip opens wider than usual
would be able to squat to depth with their feet comfortably
positioned apart. Still, a normal individual would be unable
to do so.

The squat has several advantages, including increased
overall leg strength, stronger knee and hip joints, and a
decreased risk of heart disease because of cardiovascular
development. Squatting regularly strengthens the legs, mus-
cles and bones, lowering the risk of osteoporosis. A plethora
of literature deals with models using sensors to provide

VOLUME 11, 2023

 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 107135

https://orcid.org/0000-0003-1796-5995
https://orcid.org/0000-0002-9039-1548
https://orcid.org/0000-0003-0874-7793


M. Chariar et al.: AI Trainer: Autoencoder Based Approach for Squat Analysis and Correction

exercise assistance [1]. Sensors like accelerometers record the
movement or vibration of each joint to classify the activity.
In addition, a lot of literature addresses sensors, including
cameras and Kinect, to accurately retrieve the joint positions
of the user [1]. As a result, posture estimation, implemented
in multiple studies, is a crucial part of workout evaluation.
AI Fitness Trainer using MediaPipe [2] utilizes MediaPipe
as a pose estimation algorithm and uses hard-coded methods
to evaluate squats. The metric is the angle formed at the
knee, between the hip and the ankle. Consequently, it only
accepts videos taken from the side and classifies squats as
good or bad. Different beginner and advanced modes are
also provided, changing the threshold to classify the squats.
SquatDepth [3] utilizes the MediaPipe in the same way as
in [2] and has hard-coded its classification method. The
metric uses the y coordinate of the hip and the y coordinate
of the knee. However, it also accepts videos taken from
the side. Feedback is given visually via three dots that
turn green if the squat is classified as good. Otherwise, the
dots remain red. Squatevaluation [4] uses a method similar
to [5] to perform pose estimation. Authors further use a 3
Dimensional (3D) Convolutional Neural Network (CNN) to
classify squats. This method can only classify squats into
two types, good or bad, and tends to classify bad squats as
good squats. This method accepts videos taken from the front
and the side for classification. Squat-Classification-And-
Counting [6] uses the pose estimation method used in [7] and
a custom-defined Neural Networks (NN) regressor to classify
squats. The squats are classified according to depth and
have three classes: quarter squat, half squat, and full squat.
This method, again, can only accept videos taken from the
side and fails to classify squats otherwise. Standard-Squat-
Posture-Classifier [8] uses MediaPipe for pose estimation,
and Support Vector Machine (SVM) classifier is used to
classify squats. The squats are classified into six classes, and
the classification takes place in real-time. This allows for
real-time feedback, which is displayed to the user. Videos
taken from the side and the front are accepted by this
method. IVU [9] uses MediaPipe to extract pose and an Long
Short-Term Memory (LSTM) to classify squats. Squats are
classified into seven classes based on [10]. This method also
classifies squats based on videos taken from the front and
side.

The following observations were made based on the
previous works. The squat analysis problem combines several
techniques in Human Action Recognition (HAR), Pose
Estimation, Action Imitation, and Classification.

1) Human Action Recognition: HAR is recognizing
actions using computing methods. Multiple methods,
such as Hidden Markov Model (HMM)s, Bayesian
learning, NNs, SVM, etc., have been used to perform
HAR.

2) Pose Estimation: Pose estimation is utilized to gather
data on joint angles and limb lengths. Multiple algo-
rithms such as OpenPose, MediaPipe Pose, BlaisePose,
You Only Look Once v7 (YOLOv7) pose, VoxelPose,

etc., are used to provide the pose data in 3D coordinate
format for multiple points on the body.

3) Exercise Evaluation and Analysis: Exercise eval-
uation using methods such as NN, HMM, SVM,
etc., has been done previously. Algorithms are built
to evaluate exercises after extracting features using
Pose Estimation algorithms. The metrics vary for each
exercise.

4) Action Imitation: Action Imitation is a relatively
new field. Actions have been imitated by periodic
repetition of the action and estimating the action by
using curves to define the motion of a point on the
body.

A. ACTION RECOGNITION
Chen et al. [11] provided a technique for identifying
10 different activities using an HMM and star skeletonization
as a typical description of human posture. A real-time,
low-cost technique to detect falls has been presented by
Dubois and Charpillet [12], which employs HMM to identify
seven out of eight possible actions successfully. Using
a combination of the Kinect v2 and the star skeleton
algorithm, Hai and Kha [13] utilized HMM to identify
seven more actions and classify activities in both indoor
and outdoor settings. By combining HMM with NN-based
technologies, Singh et al. [14] presented an automated video
surveillance model that can differentiate between suspicious
and non-suspicious actions in a monitored environment.
A human action recognition technique thatmakes use of angle
and coordinate-based features in addition to a multivariate
continuous Gaussian Mixture Model (GMM) classifier is
proposed by Hachaj and Ogiela in [15]. A methodol-
ogy for recognizing and predicting human movements in
human-robot interactions has been developed [16]; it needs
to be emphasized that this framework accurately predicts
the near future; however, it cannot represent a whole
motion. A Bayesian approach is presented by Madabhushi
and Aggarwal [17] and uses a monocular grayscale image
sequence to track the subject’s head movement throughout a
series of frames to identify human activity. A human activity
identification system for mobile cameras is presented [18].
Human activity recognition follows the categorization of the
body’s posture by considering all information on the subject’s
pose, location, and time elapsed.

Wu et al. [19] describe a method called Deep Dynamic
Neural Network (DDNN) for multi-modal gesture recog-
nition. A 3D CNN model that can extract features of the
spatial and temporal dimensions is proposed [20], which
performs 3D convolutions. The model generates multiple
information channels from the input frames and combines all
of them for the final feature representation. Paulose et al.,
in [21], describe a method using a Recurrent Neural
Network (RNN) to classify actions with star skeletons.
An architecture employing CNN, LSTM and temporal-wise
attention to determine human actions is presented in [22].
Putra et al. [23], propose 3 LSTM models and evaluate
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them against 4 other LSTM models for HAR, evaluated
on the Weissman Dataset. The MediaPipe is used as
the preprocessing algorithm, which extracts 1662 points
from the video. Sudhakar Yadav et al. [25] propose an
LSTM-based Activity Recognition System to compare a
nondescript pose estimation algorithm with MediaPipe’s
pose estimation algorithm. In addition, they compare RNN
with the LSTM. The LSTM with MediaPipe performs the
best. Majd and Safabakhsh [26] propose a correlational
convolutional LSTM, or Correlational Convolutional Long
Short Term Memory (C2LSTM), which utilizes correlational
and convolutional layers along with LSTM layers to provide
a complete model for HAR. Zhang et al. in [27] compare
Convolutional Long Short Term Memory (ConvLSTM)s and
Fully Connected Long Short Term Memory (FC-LSTM)s
with different attentions. They design and compare a Spatial-
Temporal Dual Attention Network (STDAN) for HAR to
existing models. Authors, in [28], propose a Spatio-Temporal
Long Short Term Memory (ST-LSTM) with Trust Gates
to perform 3D HAR. The ST-LSTM is a variation of the
traditional LSTM network that considers the 3D position
of each node on the body, extracted via Pose Estimation
algorithms. Liu et al. [29] propose a Global Context-Aware
Attention Long Short Term Memory (GCA-LSTM) network
for 3D HAR. The GCA-LSTM is a variation of the traditional
LSTM network, much like ST-LSTM, which takes into
consideration that while recognizing actions, humans focus
on some part of the body or, in other words, pay ‘attention’ to
it. A human action scoring model that is unsupervised and
autoencoder-based is presented in [30], which detects and
understands the temporal patterns of the human pose across
multiple frames by utilizing a sequence-to-sequence model.
Doan [31] implement HAR using NNs on a Raspberry Pi. The
paper discusses MediaPipe poses on HAR using a Raspberry
Pi. The author collects their dataset and reports an accuracy
of 96.8% on this dataset.

B. POSE ESTIMATION
The method proposed in [32] for human pose recognition
based on Deep Neural Network (DNN) was executed by
training 4000 training and 1000 testing images using a DNN
based regression model that performed better results on
pose estimation as compared to generic CNNs, which were
initially designed for classification. The authors in [33] dis-
cuss how machines can understand and identify humans and
their interactions. Tu et al. [34] present a novel multi-person
3D pose estimation approach. Puwein et al. [35] proposed a
method to jointly perform camera pose estimation and human
pose analysis from a video recorded by a set of cameras
separated by a comprehensive baseline. Mobini et al. [36]
discuss the Kinect’s skeleton tracking accuracy for upper
body rehabilitation applications. Kim et al. [37] present a
3D human pose estimation system from monocular images
and root joints and adding joint angle ranges for pose
balancing; they developed a complete body humanoid robot

model by using the 2D skeleton poses calculated by the
ready-made deep learning method, MediaPipe Pose, as the
input and fitting through re-projecting the 3D humanoid
robot model to the 2D model at the joint angle level
using the fast optimization method. The authors in [38]
propose a novel approach to estimating human posture
by recovering the 2 Dimensional (2D) position of each
joint from several photos taken simultaneously at different
angles. Kanazawa et al. [39] describe a way to fit a human
mesh to an ‘in the wild image’ of a person. Cao et al. [5]
discuss the usage of part affinity fields for multi-person
pose estimation. Sun et al. [7] propose a method to preserve
the high-resolution representation while estimating pose and
compare it to existing methods. It is concluded that the
HRNet, a variation of the ResNet, performs better than their
previously proposed resnets [40].

C. EXERCISE EVALUATION AND ANALYSIS
Teikari and Pietrusz [41] talk about the state of precision
strength, tools, and feedback system in their survey. In [42],
the authors propose an exercise evaluation system using
BlazePose as a pose estimation algorithm. Taware et al. [43]
discuss the working and integration of Artificial Intel-
ligence (AI) in workout assistants and fitness guides,
which uses MediaPipe pose estimation to keep track of
users’ body postures while doing exercises to avoid any
injuries. Madanayake et al. [44] discuss a fitness mate and
its design process by implementing a system to enable
users to perform exercises and avoid injury even when
unsupervised. Jain et al. [45] introduce pose trainer, an AI
trainer that employs the BlazePose tool from MediaPipe’s
Pose estimation module to detect a user’s posture and then
assess the pose of an activity to offer helpful feedback.
Saraee et al. in [46], introduce a system called PostureCheck,
which assesses the posture of a person exercising using a
Microsoft Kinect camera and Bayesian estimation. A plan
was presented [47] to implement a CNN model that was
trained on Common Object in Content (COCO) for human
pose estimation to monitor user workouts. Park in [48] design
a mobile personal workout assistant using a deep neural
network utilizing about 20000 data points from a squat
workout data set. Varghese et al. [49] propose a real-time
fitness activity recognition and correction solution using deep
neural networks and compare LSTM-RNNs, ConvLSTMs,
and Generative Adversarial Networks (GAN)s to classify
exercises.

While authors in [51] worked with MediaPipe and You
Only Look Once (YOLO)s pose estimation algorithms to pro-
pose functions to transform the physical body into Artificial
Reality (AR) and Virtual Reality (VR) worlds. Kwon and
Kim [52] introduce a system that can correct the posture of
a subject in real time using OpenCV and MediaPipe. A 3D
pose estimation tool that provides visual feedback to users
learning how to perform exercises was designed by [53].
Agarwal et al. [54] study yoga applications that use AI to
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motivate their customers with personalized experiences and
positive feedback such as voice guidance and reminders.
Chaudhari et al. [55] describe a method for correcting a prac-
titioner’s posture while practising Yoga Asana that is based
onMachine Learning (ML) approaches. Chaudhari et al. [55]
use a computer web camera along with a MediaPipe to
extract joint angles from 2D to 3D converted data and
compare it to joint angles extracted from an expert yoga
position. Wang et al. [56] propose a portable quantifiable
deadlift evaluation system, which uses Body Sensor Network
(BSN) with inertial and surface Electromyography (sEMG)
information to extract the human motion information and
segment the deadlift into certain phases to realize the detailed
analysis.

Oh and Kim [57] use two devices, a Kinect and a
Wii Balance board, to capture data and classify squats
as correct and incorrect using a SVM and a naive Bayes
classifier. Virtucio and Naval [58] developed a support vector
machine model that can classify squat postures based on
the coordinates of body landmark data extracted through
MediaPipe pose. The classifier obtained an accuracy score
of 92.92%. Authors in [59] use a mono camera along
with MediaPipe to extract 3D data from 2D video data
and classify squats using Double Exponential Smoothing
(DES) while authors in [60] discuss how to apply pattern
recognition and ML techniques to identify whole-body
movement patterns during the performance of deep squats
and hurdle steps. Rungsawasdisap et al. [61], [62] describe a
method to recognize the squat action and classify it into six
different types of squats using HMM and CNN, respectively.
They use a perception neuron motion capture suit to assign
nodes to the body and recover visual or movement data.
Ogata et al. [10] discuss a method in which the pose data
is extracted using the method described by [39], and the
distances between each node are normalized. The technique
uses a 1 Dimensional (1D) CNN to classify the squats
into seven types. Authors in [1] describe a system, USquat,
that utilizes computer vision and ML for understanding and
analyzing squats. Ota et al. [63] address the issue of whether
OpenPose-based motion analysis has sufficient reliability
and validity. They use a model that analyses the motion of
a bilateral squat to verify the same and determine which
factors are most crucial when analysing squats and the
accuracy of the data the model produces. Zhang et al. [64]
discuss a squat motion detection model which is designed
by combining the MediaPipe algorithm and the You Only
Look Once v5 (YOLOv5) network. The result was that the
method could effectively detect deep squatting movements,
eliminate false detection rates, and improve the algorithm’s
robustness in complex environments with an accuracy rate
of 96%.

D. ACTION IMITATION
Yu and Zou [65] proposed an imitation system for gait,
which can recreate gait for some time from one gait
cycle or one step. They also implement gait recognition

using Hidden Conditional Random Field (HCRF) with SVM
classifier.

Chaudhari et al. [66] explored further attention models,
including the Luong style and Bhadnau style Attention
models. Luong et al. [67] suggested an attention model for
NN-based Translation in which Luong style Attention,
or dot product attention, was proposed. Hochreiter and
Schmidhuber [68] introduced LSTMs, which is a variation
of the RNN and retains context for short-term memory.
Cho et al. [69] introduce Gated Recurrent Units (GRU),
which is a variant of the LSTM.

AI trainer has been becoming popular in fitness and sports
performance evaluation as it offers valuable insights and
assistance in assessing squat technique, form, and potential
areas of improvement. These days, many tend to use online
platforms to perform exercises; however, there is no provision
for feedback and performance improvement. AI algorithms
can analyze video footage of individuals performing squats
and provide real-time feedback on their form. Computer
vision techniques can detect key joint angles, body posture,
and alignment deviations. This information can help identify
improper squatting techniques and suggest corrective actions.
Pose estimation algorithms can track the positions of body
joints in real-time or from recorded videos. This can provide
quantitative data on joint angles, alignment, and movement
patterns during squats. This information is used to improve
and correct the poses of individuals.

AI models can be trained on a large dataset of correct
and incorrect squatting techniques. By analyzing new squat
videos, these models can classify and score the quality of
each squat based on predefined criteria. This can provide
standardized and consistent evaluation, reducing subjectivity.
AI can simulate biomechanical models of squatting, consid-
ering factors like muscle activation, joint forces, and balance.
These variables are analyzed to understand the impact of
different techniques on the body, aiding in developing safer
and more efficient squatting practices. Wearable sensors
or devices can provide real-time squat performance data,
including depth, speed, and balance. AI can process this data
to offer instant feedback to users, helping them adjust their
form and technique on the spot. AI-powered systems can
analyze an individual’s squat performance over time, identify
weaknesses or areas needing improvement, and generate
personalized training plans. These plans can help individuals
gradually enhance their squat technique and overall strength.
AI-trainers can analyze squat performance to detect potential
injury risks, such as excessive joint stress or poor alignment.
AI trainer virtual coaches can guide users through squatting
exercises, providing real-time feedback and instructions.
This can be particularly useful for individuals who don’t
have access to in-person trainers. The proposed research
introduces and examines the squat performer’s predicted
limb lengths to evaluate each person fairly and equitably.
Our approach combines the benefits of MediaPipe for pose
estimation for squat data collected using the stereo camera,
Encoder architecture for squat classification, and curve
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fitting for squat correction. The main objective of this work
includes

• To propose and implement a deep learning architecture
to identify if the individual performing the squat
exercises to the best of their ability based on their body
proportions.

• The study expands the prior work in the Action Quality
Assessment (AQA) area to identify and assess squat
movement variations.

• To allow beginners to test their understanding of the
subject and to monitor their posture and progress
during squat sessions. This research will also aid the
community in assisting users in understanding their form
and performing the proper squat.

• To propose a cost-effective system that identifies squats
and corrects incorrect squats by displaying the correct
form to the person using it.

The structure of the paper is organised as follows.
SectionII-A presents the proposed methodology describing
the dataset collection, stereo vision, pose estimation, classi-
fication and correction method with a detailed explanation
of each sub-blocks involved, followed by result analysis and
discussion in sectionIII. Finally, the conclusion is presented
in the section IV.

II. PROPOSED METHODOLOGY
A. PROBLEM DEFINITION
Beginners in the gym tend to make mistakes in exercises
that may lead to lifelong injuries. This is true for more
experienced athletes as well. One slight imprecision in an
essential activity, such as the squat, can cause the whole form
of the person to vary. The squat is one of the most nuanced
exercises, and multiple myths about it cause beginners to
shy away. Hence, they make common mistakes such as
not allowing their knees to cross their toes, not squatting
deeper than parallel, etc. This model aims to aid beginners
in correcting their form and squat, using advanced tools such
as deep learning and computer vision, to the best of their
ability.

Fitness trainers or coaches have become a common
practice. However, it is costly to employ a coach and thus
only sometimes feasible for a beginner in the gym. Using
pre-existing software and equipment, this model attempts to
alleviate the problem by suggesting a method to help begin-
ners get introduced to fitness and working out by assisting
them to practice better and avoid injuries while performing
exercises by focusing on the squat. Implementing this work
may also assist sports scientists and physiotherapists analyse,
diagnose and treat people more efficiently. The contribution
of the work is as follows: (i) The video dataset comprising
1332 is collected on seven types of squats using more than
50 volunteers (ii) The stereo camera setting has been done to
collect the data that is fed to MediaPipe to estimate the pose
(iii) The classifier is trained to classify the type of squat. (iv)
The wrongly performed squat is identified, and a corrected
version is shown to the user (v) A comparative study has been

FIGURE 1. Process flow of the proposed approach for squat detection
and correction.

performed to compare the proposed method with the existing
state-of-the-art methods.

The flowchart of the proposed approach for squat analysis
is depicted in Fig. 1. After calibrating both cameras, the stereo
camera setup collects the data. The dataset is then labelled to
train the deep learning model. Initially, the pose is estimated
by feeding the data through MediaPipe, followed by data
cleaning. Data is split into train and test data to train a custom
auto-encoder model. The model is then used to classify the
squat type. The corrected version of the squat is shown to
the user along with the wrong form that helps to correct the
squat. This system continuously improves the performance of
squats. Each sub block of Fig. 1 is explained in the following
sections.
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FIGURE 2. 3D model for camera holder.

FIGURE 3. Proposed experimental setup to collect the dataset.

B. STEREO VISION MODULE
Stereo vision is extracting 3D information from digital
images taken by two cameras separated horizontally to
obtain two different views of the same scene. Stereo vision
is employed in this project to get more accurate pose
information. A pair of Intel Real Sense D435 depth cameras
are used (however, one can use any RGB camera for this
purpose). The color images obtained from both cameras are
used as input to determine the pose of a person [70], [71].

An experimental setup was made to collect the dataset for
the proposed work. The mounts for the cameras were 3D
printed along with the mounting screws, as shown in Fig. 2.
The experimental setup is depicted in Fig. 3-4. The cameras
are mounted on a set of Poly Vinyl Chloride (PVC) pipes held
50× 60 cm apart. This is to keep the angle subtended at the
intersection of the focal points between 30 and 60 degrees.
The mount places the camera 40 cm off the base of the
setup, effectively placing the camera 1.2 m above the ground.
This allows a full view of the person performing the squat,
including the person’s feet and head.

1) CALIBRATION
Calibration is used for configuring an instrument to provide
a result for a sample within an acceptable range. Calibration

FIGURE 4. Proposed experimental setup.

FIGURE 5. Images used for calibration process.

of the cameras is done to obtain the intrinsic and extrinsic
parameters so that a proper estimate of the actual limb lengths
may be obtained while estimating pose. A code derived from
python-stereo-camera-calibrate [72] is used to calibrate the
cameras. A chessboard pattern printed on paper is used to
calibrate the cameras. While calibrating, it is necessary to
obtain Root Mean Square Error (RMSE) of less than or equal
to 0.3 for individual cameras and less than or equal to 0.5 for
both cameras. Sample images are shown in Fig. 5

2) STEREO POSE ESTIMATION
Both cameras record videos of the same scene simultane-
ously. The dataset is collected and converted to pose data
using a code derived from bodypose3d [73]. MediaPipe is
employed to estimate the pose due to the following reasons:
(i) It is more or less robust to occlusions, including self-
occlusion; (ii) It can estimate the pose of a single person
in a frame; (iii) It is computationally inexpensive and has a
low runtime; (iv) It is readily available and is an off-the-shelf
algorithm, used in research regularly.

Pose data is then extracted from both videos and Direct
Linear Transform (DLT) is used to transform 2D pose
data into 3D pose data. DLT is a powerful technique in
machine vision that enables 3D reconstruction and camera
calibration. A 2-camera setup, DLT, can improve accuracy
and obtain depth perception. DLT works by establishing
correspondences between 3D points in the real world and
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FIGURE 6. MediaPipe’s application to extract the skeleton of the body.

their corresponding 2D projections in the image plane. The
DLT method is based on Singular Value Decomposition
(SVD)). With a two-camera setup, two cameras capture the
same scene from different viewpoints, providing additional
information for depth estimation. Since the DLT method
provides us with a system of two equations for one camera
view, a pair of cameras (or more) are required to estimate the
world coordinates.

Initially, MediaPipe extracts landmarks to convert videos
into pose data. Further, the camera parameters and DLT
estimate the world coordinates. The pose data is proportional
to the person in the video compared to MediaPipe’s
normalized data. MediaPipe extracts thirty-three key points,
of which 19 are extracted from the video data using this
algorithm. These key points can be shown in Fig. 6. Fig 7
depicts sample frames of the skeleton and key points obtained
after passing through the GLT algorithm.

C. DATASET COLLECTION
More than 50 individuals volunteered to assist in data
collection. All of them were asked to sign a form stating
that they consented to the data collection. The videos
are recorded in different environment settings, indoor and
outdoor scenes. A wide range of lighting conditions were
selected under various clothing options. Each data span
around 2 to 5 seconds. The length of the video varies based
on the individual, and the distribution of frame length over
the dataset is depicted in Fig. 9. This resulted in a dataset
comprising over 1332 pieces of video data spanning seven
different classes. The distribution of the dataset over these

FIGURE 7. Sample frames from the pose estimation video.

TABLE 1. The details of squat dataset.

FIGURE 8. Pie chart of the data collected.

classes is presented in the Pie chart, Fig.8. The classes and
the corresponding number of data points are shown in Table 1.
This approach did not employ data augmentation, as it may
change the exercise form. Thus, vertical augmentation makes
sense in this method. Each volunteer is asked to perform good
and bad squats of different types.

The length of the data varied between 30 frames and
291 frames. Hence, it was optimal to pad the data to
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FIGURE 9. Histogram of the data lengths.

300 frames. The padding value selected was ’-1’. The
variation in the data length is shown in Fig. 9. The data
is split in the 80:20 ratio, where 80% of the dataset is
used for training the model, and 20% is used for validation.
We have used 1332 videos of which 1065 are used to train
the models, and the rest 267 are employed to validate the
data. We have tested the algorithm on real-time videos and
provided the corrected form in case the user fails to perform
a correct squat. The evaluations are performed using the
accuracy and loss curves for the datasets. The datasets are
manually labelled as good and bad squat by an expert before
training the model, which is used to measure the model
performance.

D. PROPOSED CLASSIFIER FOR SQUAT CLASSIFICATION
To classify squats, the proposed custom autoencoder model
was generated and depicted in the block diagram Fig 10.

1) CLASSIFIER MODEL
A stacked Bi-GRU model, with an attention layer, was
chosen for classification. GRUs are used since they can
provide context to time series data. Using a bidirectional
network allows context to flow in both directions, forward
and backward.

Below is a brief explanation of the GRU layer.

ht = GRUenc(xt , ht−1) (1)

st = GRUdec(yt , st−1) (2)

In Equation 1 and Equation 2, ht refers to the encoder
hidden state at time-step t, with input token embedding xt and
st refers to the decoder hidden state at time-step t, with input
token embedding yt.
An attention mechanism is used in the model. It allows

the model to focus on specific input parts by assigning
weights to different positions. Attention mimics the human
behaviour of focusing on essential things while ignoring the
less relevant ones. Attention has been used with Recurrent
Neural Networks and their variants with great success. In this
model, Luong style attention or Dot Product Attention is

TABLE 2. Parameters of the proposed model.

used.

ci =

Tx∑
j=1

αijhj (3)

αij =
exp(eij)∑Tx
k=1 exp(eik )

(4)

eij = a(si−1, hj) (5)

In Equation 3, Equation 4 and Equation 5, αij refers to the
attention weight with ith decoder step and jth encoder step,
resulting in context vector ci.

If ht and st have the same number of dimensions, then:

eij = sTi−1hj (6)

Otherwise:

eij = sTi−1Whj (7)

Finally, output oi is produced by:

st = tanh(W [st−1; yt ; ct ]) (8)

ot = softmax(Vst ) (9)

The model details are given in Table 2.
The model is trained for 1000 epochs, with a learning

rate 0.001. The model also has dropout layers that prevent
overfitting. The best-trained model is selected, which has a
validation accuracy of 94%.

2) ESTIMATION OF GOOD SQUATS
The proposed method classifies the given squat as good or
bad. A set of landmarks is extracted through MediaPipe.
A curve is fitted to each coordinate of each key point on the
body for a good squat video.

y = k0 + k1x + k2x2 + k3x3 + . . . .. + kn−1xn−1
+ knxn

(10)

In Equation 10, k0 refers to the y intercept of the
curve. After observing the curves of multiple coordinates
of multiple squats, it was concluded that the shape of
the curve remains the same. At the same time, the y
intercept varies, and the curve is stretched over a larger
timeframe.

Hence, a curve was fitted to one good squat, then shifted
up or down about the y-axis using the y-intercept. The curve
is also stretched or squeezed over a timeframe using time
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FIGURE 10. The proposed architecture of Bi-GRU with attention for squat classification.

TABLE 3. Qualitative analysis of existing models for squat classification.

scaling. This is done to extract the estimated good squat. This
preserves the limb lengths of the person doing the squat while
evaluating the squat.

• Fig. 11a - 11c show the curves fit for the x, y and z
co-ordinates of the 0th key-point of camera 0 for an
Olympic squat.

• Fig. 11d - 11f show the curves fit for the x, y and z
co-ordinates of the 0th key-point of camera 1 for an
Olympic squat.

• Fig. 11g - 11i show the curves fit for the x, y and
z co-ordinates of the 0th key-point of camera 0 for a
powerlifting squat.

• Fig. 11j - 11l show the curves fit for the x, y and z
co-ordinates of the 0th key-point of camera 1 for a
powerlifting squat.

Fig. 12 shows the 3d curves representing the squat over video
frames for the Olympic and powerlifting squat. This explains
how a person performs the squat in a given time frame and
each camera.

III. RESULTS AND DISCUSSION
Due to changes in the algorithm and dataset, we found the
difficulty to compare the proposedmethodwith existing squat
analysis approaches. Hence, in this section, we compare the
existing approaches on the particular dataset mentioned by
the authors in respective papers. We collected the dataset
required for squat classification from various sources. It was
concluded that existing codes should be evaluated on a dataset
prescribed to that particular approach. The dataset is then
labelled and split into videos of single squats rather than
sets of squats. This helped to evaluate the existing models
better. The set of datasets is as follows: (i) Countix Dataset
(ii) Kinetics 700 Dataset (iii) MultiModal - Fit (MM - Fit)
Dataset (iv) UCF-101 Dataset (v) Singe Individual Dataset
from Temporal Distance Matrices for Squat Classification
(vi) FitnessAQA Dataset

We conducted a comparative study on the available dataset
using state-of-the-art methods. We analyse each process
with its advantages and disadvantages. We considered six
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FIGURE 11. Sample images of the curve fit to estimate the correct squat.

FIGURE 12. Tracking of a body position over time.
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FIGURE 13. Accuracy versus Epoch of the models.

FIGURE 14. Confusion matrices from the comparative study.

squat analysis algorithms to examine both quantitatively and
qualitatively. A qualitative analysis is provided in Table 3,
and confusion matrices are depicted in Fig. 14. It has been
observed that the existing solutions use different datasets
and different approaches. Thus, it is unfair to compare these
algorithms. Hence, we propose a novel approach to make
it more general by collecting our dataset using a stereo
camera and deep learning techniques to analyse the squat.
We will make our dataset and algorithm publicly available
for researchers in the future.

A comparison was made between different models, and
it was concluded that the Bi-GRU model with an attention
layer performed best. Table 4 shows the overall accuracies

of the models. The Fig 13 explains the model performance
for Bi-RNN, Bi-LSTM, and Bi-GRU with and without
attention layer, respectively. The Bi-GRU with attention
layers performs better for the current dataset, proving high
accuracy for training and validation datasets. Similarly, the
loss graphs of each model are presented in Fig 15. The
confusion matrix provides the details of true positive, false
positive, true negative, and false negative for all selected
classes. Fig. 16 depicts the confusion matrix for tested
models. Table 5 shows the class-specific accuracies for the
models. The Labels are written in short in the table; the
expanded forms are given below:

FromTables 4 and 5, we can draw the following inferences:
adding the attention layer improves the overall accuracy of
the models. Providing context for short-term memory via
long-term memory enhances the performance of models.
The LSTM model outperforms the GRU model without
an attention layer, but the GRU model outperforms the
LSTM model with an attention layer. The RNN model
does not gain much performance even after adding an
attention layer. The accuracy is low in both groups. All
models underperform on Bending forward (BF). This may
be because of under-representation in the dataset, due to
the predisposition of the model to have this fault, or due to
higher portions of unclean data being present in this class.
The models without the attention layer underperform on
Toes Lifting (TL), but those with attention perform well
on TL. Bi-GRU with an attention layer provides highest
accuracy of 94% among the state-of-the-art classification
models and is highlighted in bold. This is followed by
Bidirectional Long Short Term Memory (Bi-LSTM) model
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FIGURE 15. Loss versus epoch of the models.

FIGURE 16. Normalized confusion matrices of the models.

with attention layer. However, the Bidirectional Recurrent
Neural Network (Bi-RNN) model provides least accuracy of
77.5% for our dataset. The normalized confusion matrices
reflect the accuracy of the proposed architecture.

The current research could be further extended to exercise
analysis using ML algorithms and imitating human move-
ment using the same. In addition, it can be extended to
yoga and other type of exercises as well. In addition, several
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TABLE 4. Comparison of different models.

TABLE 5. Comparison of accuracies of different models for different
squat types.

classification algorithms could be tested. A few such
approaches would be: using different types of LSTM
networks such as GCA-LSTM, ST-LSTM, FC-LSTM,
ConvLSTM, etc. for classification purposes. It is helpful
to build Attention models customized to the task and
implemented for the classification and estimation tasks. The
proposed method used the curve fitting method to generate
an excellent squat. However, using NN based regressor on
developing the excellent squat could be explored. Implement-
ing different pose estimation algorithms such as OpenPose,
VoxelPose, YOLOv7 Pose, etc., can open new room for
improvement for the task of exercise analysis. Using multi-
view systems, with views that can see the subject from all
sides for HAR having more classes in the data, such as
buttwink, knee varus, lack of control on the eccentric, etc.,
would diversify the squat data.

IV. CONCLUSION
The paper proposes a novel method to classify various squat
types and recommends the right squat version. A dataset
comprising 1332 individual records spanning seven different
classes was collected as part of the study. We employed a
custom Bi-RNN, Bi-LSTM, Bi-GRU architecture with and
without attention layer for squat classification. A stacked
bidirectional GRU classifier with an attention layer out-
performed among selected techniques to classify the squat
types. The Bi-GRU classifier reported an accuracy of 94%,
which showed the best among existing research in this
area. A comparison has been conducted with state-of-the-art
models, which proved that the stacked Bi-GRUwith attention
performed consistently best. Finally, an estimator was created
to give feedback on the inputted squat.

AI systems can track an individual’s squat performance
over time, highlighting improvements and areas that still need
work. This can help users stay motivated and focused on their
fitness goals. As with any application of AI, it’s important to

ensure that the data used for training and evaluation is diverse,
representative, and of high quality. Balancing technological
assistance and human coaching is crucial for effective and
safe squat evaluation.
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