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ABSTRACT The aim of this research is to define the placement of distributed generations (DGs) in radial
distribution networks (RDNs) using a meta-heuristic method called the Enhanced Search Group Algorithm
(ESGA). This algorithm is an upgraded version of the conventional SGA that incorporates the Chaotic Local
Search (CLS) approach to improve global exploration ability. The purposes of the optimal DG placement
(ODGP) problem are to decrease active power losses, increase voltage stability, and boost the voltage profile
of RDNs. The study applied the ESGA to optimize the placement and size of DGs, considering two cases
of power factors (unity and optimal) in 33, 69, and 118-bus RDNs. Based on the optimal results, employing
optimal power factors in operating DGs pointedly enhances the performance of RDNs by decreasing power
loss, reducing voltage deviation, and increasing voltage stability. The ESGA method outperforms other
approaches regarding solution quality, indicating its effectiveness in resolving ODGP problems, particularly
for large-scale and complex networks.

INDEX TERMS Search group algorithm, distributed generation, optimal power factor, power loss, voltage
profile, voltage stability.

I. INTRODUCTION
The demand for electricity on a global scale is expected
to increase significantly in the next few decades [1].
An energy report from BloombergNEF predicts that the
demand for electricity worldwide will rise from 25 billion
MWh in 2017 to approximately 38.7 billion MWh in 2050,
representing a 57% increase [2]. Traditionally, meeting this
demand would involve expanding existing power systems
and constructing new centralized power plants, which incurs
substantial investment and operational expenses. Addition-
ally, electricity generation from fossil fuels or nuclear power
plants can have adverse environmental impacts. Integration
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of Distributed Generation (DG) in power grids is considered
a potential solution. DG is a more economical option since
it involves the production of electricity on a smaller scale
as opposed to centralized power plants, and the technology
used in DG is primarily from renewable energies (e.g.,
wind, solar, geothermal, hydrogen, biomass, and ocean),
leading to environmental benefits [3]. Appropriate allocation
of DGs connected to radial distribution networks (RDNs)
can lead to the reduction of power loss and enhancement of
system voltage. Moreover, integrating DG can delay network
reinforcement and reduce the transmission lines’ capacity
[3]. Nevertheless, the misallocation of DGs can lead to
decreased system stability, voltage fluctuations, and high
power losses [4]. Therefore, it is crucial to identify the
appropriate sizes and locations of DGs to ensure maximum
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technical, economic, and environmental advantages in the
planning of RDNs.

Over the past decade, researchers have shown considerable
interest in the optimal placement of DGs (ODGP) in
RDNs, due to the significant benefits of DG. Analytical
methods have been proposed in numerous studies to resolve
ODGP problems. A study introduced an analytical method
in [5] to find the optimum sizes and positions of DGs
with the objective of reducing active power losses. The
method includes an analytical expression and an effective
methodology that both use the exact loss formula. The
reference in [6] improved the analytical method proposed
in [5] by developing a comprehensive formula. This new
formula was designed to find the op optimum sizes and
positions of various kinds of DGs. A two-phase method for
the ODGP problems was introduced in [7]. The first phase
used the voltage stability state and loss sensitivity of nodes to
determine an appropriate DG position, while the analytical
expressions were utilized to estimate the optimal sizes of
the DGs in the second phase. Although analytical methods
have advantages such as short computational time and easy
implementation, they may face challenges when dealing with
complex problems that involve many DGs, diverse forms of
DGs, or multiple objective functions. Additionally, analytical
approaches could struggle to handle large-scale problems.

For solving ODGP problems, artificial intelligence-based
methods have also been explored as an alternative approach.
For instance, in [8], researchers used a Genetic Algorithm
(GA) that considered uncertainties in renewable DG and
load demand. This method was used to assess various
costs associated with system upgrades, energy loss, and
interruption. Researchers in [9] proposed an approach to
address the multi-objective ODGP problem using a cloud
theory adapted GA (AGA). This approach considers various
indexes such as power losses, line load capability, voltage
stability, and voltage profile, voltage stability. A judgment
matrix was used to define the weight for each index. The
ODGP issue in RDNs has been tackled using adaptive
GA (AGA) with an on-load tap changer (OLTC) in [10],
where two AGA variants were proposed to minimize a
combined objective function related to voltage deviation
and active power losses. To address the ODGP problem in
RDNs, Particle Swarm Optimization (PSO) is a widely used
artificial intelligence technique. In [11], a multi-objective
function was formulated by considering various objectives,
including short-circuit level, the capacity of conductors,
active power loss, and reactive power loss of the system.
The PSO method was applied to solve this problem using
different load models. In [12], PSO was utilized to identify
the appropriate placement of various DGs to decrease the
active power losses of the system, utilizing the precise
loss formulation. Different variants of the PSO technique
have been employed, as demonstrated in several studies:
multi-objective evolutionary PSO (MEPSO) [13], binary
PSO [14], and discrete PSO [15]. These methods have

shown success in finding optimal solutions for the ODGP
problem. To summarize, both GA and PSO are artificial
intelligence techniques that can be applied to solve the ODGP
problem. However, each method has its limitations. GA can
be time-consuming andmay not find a global solution. On the
other hand, PSO has better global search ability and its ability
to define the global solution for large-scale problems is not
guaranteed. Additionally, bothmethods require careful tuning
of their parameters to obtain good solutions [16].

There are various other AI-based methods that have been
utilized to optimize the ODGP problems in RDNs. The
authors in [17] used the artificial bee colony (ABC) approach
for defining the optimum positions and capacities of DGs
with the aim of curtailing the active power losses. Ref.
[18] introduced a method based on Cuckoo Search (CS)
to solve the ODGP problems, which aims to enhance the
voltage profile and decrease power losses in RDNs. The
ODGP in RDNs was investigated using the Backtracking
Search Optimization Algorithm (BSOA) in [19]. A combined
objective function of voltage profile and power loss was
formulated based on weighted coefficients. Ref. [20] used
Ant Lion Optimizer (ALO) to identify optimal settings
of renewable DGs, wherein the Loss Sensitivity Factors
(LSFs) approach was used to identify potential nodes.
The ODGP problem in RDNs was tackled in [21] using
the Krill Herd Algorithm (KHA) method, which aimed to
optimize energy losses and system power losses. The authors
in [22] introduced a capuchin search algorithm (CapSA)
to determine the optimal sizes and locations of biomass
DGs in distribution systems, wherein they also conducted
sensitivity analyses concerning various numbers of DGs.
In [23], presented the chimp optimizer (CO) was presented
as a solution for the ODGP on 33-, 69-, and 119-bus systems.
That study considered two modes of DGs, namely unity and
non-unity power factors. In [24], ODGP problem was solved
by an improved wild horse optimizer (IWHO) to enhance
the system reliability, improve the voltage profile, and reduce
operational losses. Several methods have also recently been
developed to solve the ODGP problem, such as the mod-
ified gravitational search algorithm with expert experience
(MGSA-EE) [25], artificial hummingbird algorithm (AHA)
[26], adaptive equilibrium optimizer (AEO) [27], crystal
structure algorithm (CrSA), war strategy optimizer (WSO),
and average and subtraction-based optimizer (ASBO) [28].
For finding an optimal or near-optimal solution, artificial
intelligence-based approaches are commonly used. However,
some of these methods may encounter local optimization and
demand a high computational cost for complicated problems.

Hybrid methods have been created to address ODGP
problems. These hybrid methods combine the strengths of
individual methods to enhance either the convergence speed
or accuracy of the hybrid algorithm. Ref. [29] introduced
a combination of PSO and GA techniques to optimize the
locations and power outputs of DGs in RDNs. DG locations
were defined using GA while DG capacities were optimized
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using PSO. The primary objective was to concurrently
enhance voltage stability, reduce active power loss, and boost
voltage regulation in RDNs. The authors in Ref. [29] also
suggested an alternative hybrid approach called GA/IWD,
as described in [30], that combines the GA and Intelligent
Water Drops (IWD) algorithms to tackle the identical
problem addressed in their earlier study. Similarly, a hybrid
approach called AM-PSO was developed to address the
ODGP problem, as detailed in [31]. This approach combines
an analytical method for evaluating the capacities of DG
units with PSO for locating their optimal positions, thereby
achieving minimal power loss in the network. Ref. [32]
introduced an approach named EA-OPF for addressing the
ODGP issue with the goal of minimizing power losses. This
technique combines the optimal power flow (OPF) method
and an effective analytical (EA) approach. Initially, the EA
method was employed to obtain the optimal locations of
DGs. Afterward, OPF was utilized to calculate the optimum
capacities of the DGs at those specific locations. While
hybrid approaches often yield superior solutions compared
to standalone methods, they can pose challenges in terms
of implementation and computational resources due to their
complex structures and numerous control parameters.

In past studies, several methods were suggested to tackle
ODGP problems with similar objective functions as in
[29], [30], including Stochastic Fractal Search (SFS) [33],
Chaotic Symbiotic Organism Search (CSOS) [34], Quasi-
Oppositional Swine Influenza Model-Based Optimizer with
Quarantine (QOSIMBO-Q) [35], and Quasi-Oppositional
Teaching Learning Based Optimizer (QOTLBO) [36]. The
studies [34] and [36] focused on the implementation of DG
units with a unity power factor. On the other hand, optimal
DG power factors and large-scale systems have not been
considered for the ODGP problem in [35]. The previous
studies mentioned have not adequately considered the impact
of varying DG power factors on the performance of the
RDNs. As per IEEE 1547 standard [37], DGs are capable
of operating at any power factor. Hence, it is required to
study various power factors of DGs in the ODGP problem.
Although a variety of metaheuristic algorithms have been
applied to the ODGP problem, they encounter problems
with convergence speed and may become trapped in local
optima. Additionally, certain studies focused solely on a
single small-scale system, which insufficiently validates
the reliability of the proposed approach. Moreover, the
DGs integration still has certain limitations, necessitating
additional research. As the ODGP problem can be more com-
plicated when considering the DG power factor, developing
an algorithm is necessary to effectively resolve the ODGP
problem.

The goal of this research work is to solve the ODGP
problem to reduce active power losses, minimize voltage
deviation, and maximize the voltage stability of RDNs.
To address the ODGP framework, the study introduces a
novel meta-heuristic method called the Enhanced Search
Group Algorithm (ESGA). The conventional SGA is

combined with a Chaotic Local Search (CLS) approach to
progress its global exploration capability and convergence
speed. The study employs the proposed ESGA method to
identify optimal locations and sizes of DG units in the 33,
69, and 118-bus RDNs under various objective function
scenarios. The contributions of the study are given below:
• The study suggests an improved algorithm (ESGA) to
tackle the ODGP framework with a single objective
function of active power loss reduction, while also opti-
mizing multiple objective functions of active power loss,
voltage stability, and voltage profile simultaneously.

• The study evaluates the performance of the suggested
ESGA on three different RDNs: the 33-bus, 69-bus,
and 118-bus networks. The results attained by ESGA
are compared against those attained by the conventional
SGA and other previously published studies. The
comparisons demonstrate that ESGA outperforms the
other methods and provides a superior solution.

• The study investigates the influence of DG power factors
on RDNs. The findings show that operating the optimal
DGs power factors leads to a substantial enhancement
in RDNs performance, including reducing power loss,
minimizing voltage deviation, and maximizing voltage
stability.

• The ODGP problem is investigated in a scenario that
accounts for daily variable load and DG uncertainty,
wherein the objective function is to minimize daily
energy loss for a representative day.

Section II outlines the ODGP formulation. Section III
introduces a detailed presentation of the suggested ESGA.
Section IV explains the ESGA employment to the ODGP
optimization. The simulation outcomes are presented in
Section V, and the study concludes with a summary of
findings in Section VI.

II. PROBLEM FORMULATION
The goal of the ODGP is to find the best positions and
capacities for DGs in an RDN, in order to decrease active
power loss and voltage deviation, while also increasing the
voltage stability index. All constraints related to the system
operation must be met.

A. ACTIVE POWER LOSS
The formula of the active power loss (PL) in an RDN is as
follows:

PL =
NL∑
l=1

RlI2l (1)

where NL denotes the number of branches in RDN, Il denotes
the current passing through the l th branch, and Rl denotes the
resistance of the l th branch.

B. VOLTAGE DEVIATION (VD)
Voltage profile improvement aims to minimize the voltage
deviation (VD) of all load buses from 1.0 p.u., which can be
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FIGURE 1. A single line in a distribution network.

described in the following equation:

VD =
NB∑
i=1

(Vi − 1.0)2 (2)

where NB denotes the number of buses in an RDN, and Vi is
the voltage magnitude at the ith bus.

C. VOLTAGE STABILITY INDEX (VSI)
The VSI at the (i+ 1)th bus is determined by [38]:

VSIi+1 = |Vi|4 − 4(Pi+1Xl − Qi+1Rl)

− 4(Pi+1Rl + Qi+1Xl)|Vi|2 (3)

where the power of Pi+1 and Qi+1, as shown in Fig. 1,
is calculated as follows [31]:

Pi+1−jQi+1 = Il × Vi+1 (4)

where:

Il =
Vi − Vi+1
Rl + jXl

(5)

where Xl denotes the reactance of the l th branch.

D. OBJECTIVE FUNCTIONS
The ODGP problem under study is represented as a
mathematical model that includes both single-objective and
multi-objective problems:

1) SINGLE OBJECTIVE FUNCTION
In the case of the single objective, only active power loss
minimization is considered in the ODGP as follows:

FF = min(PL) (6)

2) MULTI-OBJECTIVE FUNCTION
In this study, three objective functions, including power loss,
voltage deviation, and voltage stability index are optimized
simultaneously. To this end, the weighted metric method is
applied to deal with multi-objective problems. This method
converts a multi-objective function into a single-objective
function by assigning weighting factors to the objective
functions. Accordingly, the three functions PL , VD, and
VSI−1 are merged as follows [29]:

FF = min

(
PL

PL,base
+ ω1

VD
VDbase

+ ω2
VSI−1

VSI−1base

)
(7)

where ω1 and ω2 are weighting factors, chosen as 0.6 and
0.35, respectively. The values of the weighting factors in
Eq. (7) are kept the same values in the study [29] for fair result
comparisons. Furthermore, the objective functions in Eq. (7)
are normalized by dividing by their corresponding base.

E. SYSTEM CONSTRAINTS
The equality and inequality constraints of the ODGP problem
are described below:

1) POWER BALANCE
In an RDN, the total generation including powers from the
slack bus and power outputs of DG units must equal power
load demands plus system power losses. The power balance
equations of active and reactive powers in an RDN are
described below:

PSS +
NDG∑
n=1

PDG,n =

NB∑
i=1

PD,i +

NL∑
l=1

PL,l (8)

QSS +
NDG∑
n=1

QDG,n =

NB∑
i=1

QD,i +

NL∑
l=1

QL,l (9)

where NDG is the number of DG units; PSS and QSS are
powers injected from the reference bus; PDG,n and QDG,n
represent power generated from the nth DG unit; PD,i and
QD,i represent power load demands by the ith bus; PL,l and
QL,l represent power losses in the l th branch.

2) VOLTAGE CONSTRAINT
The voltage magnitude at each bus is restricted as follows:

Vmin,i ≤ Vi ≤ Vmax,i; i = 1, . . . ,NB (10)

in which Vmin,i and Vmax,i represent the voltage limits at the
ith bus, respectively.

3) THERMAL CONSTRAINT
The current flowing through a line ought not to violate its
maximum capacity:

|Il | ≤
∣∣Imax,l

∣∣ ; l = 1, . . . ,NL (11)

in which Imax,l represents the maximum loading of the l th

branch.

4) DG GENERATION CONSTRAINT
The power generated from each DG unit is limited by the
following equations:

PDGmin,n ≤ PDG,n ≤ PDGmax,n; n = 1, . . . ,NDG (12)

where PDGmin,n and PDGmax,n represent the power output
limits of nth DG unit.
The reactive power QDG,n and apparent power SDG,n from

DGs can be defined as follows:

QDG,n = PDG,n · tan(cos−1(pfDG,n)) (13)

SDG,n =

√
P2DG,n + Q

2
DG,n (14)
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where pfDG,n represents the power factor of nth DG unit.

5) DG POWER FACTOR CONSTRAINT
DG power factors are limited as follows:

pfDGmin,n ≤ pfDG,n ≤ pfDGmax,n; n = 1, . . . ,NDG (15)

where pfDGmin,n and pfDGmax,n represent the power factor
limits of nth DG unit.

6) DG PENETRATION CONSTRAINT
The total power generated from each DG ought to be less than
or equal to the total power load demand:

NDG∑
n=1

PDG,n ≤

NB∑
i=1

PD,i (16)

NDG∑
n=1

SDG,n ≤

NB∑
i=1

SD,i (17)

where SD,i represents the apparent power load demand at the
ith bus.

III. ENHANCED SEARCH GROUP ALGORITHM
The ESGA is an upgraded version of the SGA that
incorporates a chaotic local search (CLS) technique. With
the integration of this technique, the ESGA algorithm
can effectively exploit the area around the best solution,
resulting in better optimization results. By implementing
the CLS method, the ESGA can converge to the optimal
solution more quickly and generate higher-quality solutions
for optimization problems.

A. SGA
SGA is an optimization algorithm introduced in [39], which
aims to achieve an optimal balance between exploring and
exploiting the design domain. In the beginning, it explores
the domain to locate promising areas, and then in subsequent
iterations, it exploits those areas to search for the best
solution. The optimization process of the SGA is regulated
by a parameter called the perturbation constant (α), while
the mutation phase generates replacement solutions for the
current search group, wherein the search group comprises a
group of individuals who create these new solutions.

Firstly, SGA initializes a population of np solutions from
the search domain as follows:

Xi = Xmin + rand(0, 1)(Xmax − Xmin); i = 1, . . . , np
(18)

where np is the population size, Xi denotes the ith solution
vector in the initial population, rand(0, 1) denotes a random
number between 0 and 1, and Xmin and Xmax denote the
boundaries for each dimension of the problem, respectively.

Afterward, the entire population is evaluated, and a
standard tournament selection process is used to choose ng
individuals from population P, which forms a search group
R. The search group is then subjected to mutations during

each iteration to improve the global searchability of the SGA
algorithm. In eachmutation step, a number of new individuals
are created to replace the nmut members of the search group,
as described below:

xj,mut = E[R:,j]+ tϵσ [R:,j]; j = 1, . . . ,D (19)

Themutation process involves modifying the jth variable of
an individual, denoted as xj,mut , using themean value operator
(E), standard deviation operator (σ ), and a random variable
(ϵ). The parameter t determines the degree to which new
individuals are created, while R:,j represents the jth column
of the search group matrix, and D is the number of design
variables. The probability of replacing amember of the search
group is determined based on the rank of the search group,
which is calculated using inverse tournament selection.

After the search group is created and mutated, each
member of the search group produces a family as follows:

xj,new = Ri,j + αϵ; j = 1, . . . ,D (20)

In this process, the perturbation size is controlled by the
parameter α. As the optimization process progresses, the
perturbation decreases with each iteration. The value of α is
updated using a parameter b as follows:

αG+1 = bαG (21)

For the global stage, the best member from each family
is selected to create the new search group. However, in the
local stage, the selection process is adjusted, and the best
ng individuals from all families form a new search group to
exploit the region around the current best design.

B. THE PROPOSED ESGA
To improve the searchability and avoid getting stuck in the
local optimization of the proposed method, the original SGA
is combined with the CLS approach. The ESGA consists
of two optimization phases. For the first phase, the SGA
technique is used to define the best solutions in the search
space. In the second phase, the CLS approach exploits the
nearby search space of current search group members to
generate better solutions.

For each search group member, a new solution may be
generated using CLS in the following equation [40]:

Xnewi,k = Xi,k + (Zk − 0.5)× (Xm,k − Xn,k ) (22)

where Xi,k and Xnewi,k represent the positions of the ith current
search group member and new solution created from CLS
at k th iteration; Xm,k and Xn,k denote two random solutions
selected from the current search group. The new solution
Xnewi,k will replace the current search group member Xi,k in
the current search group if its fitness function value is fitter
than the current search group member.

In (22), Zk is a variable of chaotic sequence at the k th

iteration, which is created using the logistic map as follows
[41]:

Zk+1 = µ× Zk × (1− Zk ) (23)
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in which Z0 = rand(0, 1), Zk ∈ (0, 1) ∀{0, 1, 2, . . .} and µ ∈

(0, 4]. The CLS is performed until the maximum iterations of
CLS (K ) are reached. A pseudocode of the ESGA is outlined
in Algorithm 1.

Algorithm 1 Pseudocode of ESGA
Input: np, ng, nmut , α,Gmax,K
Output: Otimal solution x∗ = R1,:

1 / * Step 1: Initialization * /
2 x1, x2, . . . , xnp = initialization()
3 for i← 1 to np do
4 OFi = fobj (xi)
5 end
6 Sort all individuals of population P
7 / Step 2: Initial search group selection ∗/
8 Create an initial search group RG by selecting ng individuals

from population P
9 for G← 1 to Gmax do
10 /∗ Step 3: Mutation of the search group */
11 index = reverse_tournament ()
12 for j← 1 to nmut do
13 xnew = mutation

(
Rindex(j)

)
14 end
15 / * Step 4: Generation of the families */
16 for j← 1 to ng do
17 Fi = family_generation (Ri)
18 end
19 / * Step 5: Selection of the new group * /
20 % Global phase %
21 Sort each family
22 Form search group RG+1 by selecting the best member

of each family
23 % Local phase%
24 Sort members in all families
25 Form search group RG+1 by selecting the best ng

members among all families
26 / * Step 6: Chaotic local search * /
27 for i← 1 to ng do
28 Xi = Ri
29 Z0 = rand(0, 1)
30 for k ← 1 to K do
31 Xnewi,k = Xi,k + (Zk − 0.5)×

(
Xm,k − Xn,k

)
32 if OF

(
Xnewi,k

)
> OF

(
Xi,k

)
then

33 Xi,k = Xnewi,k
34 end
35 Zk+1 = µ× Zk × (1− Zk )
36 end
37 Ri = Xi
38 end
39 end

IV. APPLICATION OF ESGA TO ODGP PROBLEM
This study applies the developed ESGA for the ODGP
problem with the following two scenarios:
• Scenario I: Minimizing PL objective.
• Scenario II: Simultaneously optimizing three objectives
including PL , VD, and VSI .

Each scenario is analyzed with regard to the operation of DG
units in various cases including:
• Case 1: DGs are operated with a unity power factor.
• Case 2: DGs are operated with an optimal power factor.

FIGURE 2. Flowchart of ESGA for ODGP problem.

A. POPULATION INITIALIZATION
The initial population in the ESGA is denoted by X =
[X1, ..,Xnp ]

T . Each row of the matrix corresponds to a
solution candidate, denoted as Xi(i = 1, . . . , np). For the
ODGP problem, the solution vector for Cases 1 and 2 is
represented in (24) and (25), respectively, which are given as
follows:

Xi = [lDG,1, . . . , lDG,NDG ,PDG,1, . . . ,PDG,NDG] (24)

Xi = [lDG,1, . . . , lDG,NDG ,PDG,1, . . . ,PDG,NDG ,

pfDG,1, . . . , pfDG,NDG ] (25)

For individuals of ESGA, the solution variables are
assigned random values within their respective boundaries
during the initialization process as follows:

lDG,n = round[lDG,min + (lDG,max − lDG,min)

× rand(0, 1)] (26)

PDG,n = PDG,min+(PDG,max−PDG,min)×rand(0, 1), (27)
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pfDG,n = pfDG,min + (pfDG,max − pfDG,min)× rand(0, 1)

(28)

where lDG,n is the locations of DG to be installed.

B. FITNESS FUNCTION
Each individual in the population is evaluated using the
fitness function presented below:

FFT = FFm + Kp
NB∑
i=1

(Vi − V lim
i )2 + Kq

NL∑
l=1

(Il − I liml )2

+ Kv(PEDG − PE lim
DG)

2 (29)

The coefficients Kp, Kq, and Kv represent penalties
associated with the bus voltage, line current capacity, and
DG penetration, respectively, which are set at high values
(103). As shown in (29), the objective functions correspond
to m = 1 or 2 depending on the specific scenario being
analyzed.

The power flow problem is solved using Matpower 6.0
[42] to calculate the fitness value of each solution in this
study. To address constraint violations, a repairing approach
is employed in which the variables (i.e., bus voltage, current,
and DG penetration) are relocated to their upper or lower
bounds as follows:

x lim =


xmax if x > xmax

xmin if x < xmin

x otherwise

(30)

in which x denotes the values ofVi, Il , andPEDG; xlim denotes
the limits of Vi, Il , and PEDG.

C. APPLICATION OF ESGA TO THE ODGP PROBLEM
The steps involved in applying the ESGA to solve the ODGP
problem are depicted in Fig. 2 and are outlined as follows:

1) Define power system data for the ODGP problem,
objective functions to be considered, boundaries for
control variables, and set of equality and inequality
constraints;

2) Set ESGA parameters: np, ng, nmut , α, K , and Gmax;
3) Initialize randomly a population as described in IV-A;
4) Compute the fitness function value for all individuals

in the initial population using (29);
5) Generate an initial search group RG by selecting ng best

solutions from P. Set G = 0;
6) Set G = G+ 1;
7) Mutate nmut individuals according to (19);
8) Each search group member creates a family (Fi) using

(20);
9) Select the new search group as follows:

• Global phase: search group RG+1 is formed by
selecting the best solution of each family;

• Local phase: search group RG+1 is formed by
selecting the best ng solutions from all families;

10) Apply the CLS strategy to achieve better search group
members;

FIGURE 3. Convergence characteristics of ESGA and other methods for
Scenario I of 33-bus RDN.

11) Updating αG+1 using (21);
12) If G < Gmax, back to Step 6; otherwise, stop the

optimization process.

V. RESULTS
The effectiveness of the proposed ESGA is demonstrated by
testing it on 33-bus, 69-bus, and 118-bus RDNs across two
scenarios. Each scenario is run through 30 independent trials
to obtain the best solution. The control parameters for the
ESGA are set as follows: np = 20, ng = 4, nmut = 1
(for 33-bus and 69-bus), np = 100, ng = 20, nmut = 2
(for 118-bus), α = 2, and K = 10. The value of Gmax is
selected based on the complication of the test system being
solved. In order to compare results, the original SGA and
other well-known optimization algorithms, including PSO,
GA, and ABC are also implemented to solve the ODGP
problem. These methods also use the same population size
and the maximum number of iterations as ESGA for the same
test system.

A. 33-BUS RDN
Firstly, the 33-bus RDN [43] is used to test the ESGA. The
ESGA performs with a maximum iteration (Gmax) of 50. The
active power loss, VD, and VSI−1 values are 210.9983 kW,
0.1338 p.u., and 1.4989 p.u, respectively, when no DGs are
installed. The test assumes the installation of three DG units.

1) SCENARIO I
In this scenario, the ODGP problem is determined using
ESGA to achieve the objective of reducing power loss. In two
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TABLE 1. Simulation results of different approaches for Scenario I of 33-bus RDN.

TABLE 2. Simulation results of different approaches for Scenario II of 33-bus RDN.

cases of power factors, the optimal results from ESGA are
compared to those from other approaches in previous studies,
which are presented in Table 1. Case 1 shows that ESGA
reduces the active power loss to 72.7869 kW after installing
DG units, which corresponds to a power loss reduction of
65.50%. The power loss reduction achieved by ESGA in
Case 1 is lower compared to the ABC, KHA [21], AEO [27],
CrSA [28], ASBO [28], QOSIMBO-Q [35], and QOTLBO
[36] methods, and is close to the result of the SGA, PSO,
GA, MGSA-EE [25], WSA [28], and SFS [33]. In Case 2,
ESGA achieves a minimum active power loss of 11.7410 kW,

resulting in a power loss reduction of 94.44%. This result
is lower than those from SGA, ABC, PSO, GA, CrSA [28],
WSA [28], ASBO [28], and SFS [33], and it is similar to those
from AM-PSO [31], and EA-OPF [32] methods.
Compared with Case 1, a higher active power loss

reduction in Case 2 is apparent in Table 1, which corresponds
to the scenario where DG units are functioning at their
optimal power factors. This suggests that installing optimal
DGpower factors can greatly reduce power loss in the system.
Moreover, Fig. 3 reveals that ESGA has superior convergence
speeds for all cases compared to SGA, ABC, PSO, and GA.
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FIGURE 4. Convergence characteristics of ESGA and other methods for
Scenario II of 33-bus RDN.

FIGURE 5. Voltage profile of the 33-bus RDN in Scenario II.

2) SCENARIO II
In this scenario, the ODGP problem simultaneously opti-
mizes active power loss, VD, and VSI. Table 2 displays
the findings for two operating conditions of DG units
using ESGA, SGA, and other techniques. In Case 1, ESGA
achieves an active power loss of 77.0419 kW, a VD value of
0.0065 p.u., and a VSI−1 value of 1.0908 p.u. Based on the
results in Case 1, ESGA obtains a superior fitness function
value in comparison to SGA, ABC, PSO, GA, GA/PSO
[29], GA/IWD [30], CSOS [34], QOSIMBO-Q [35], and
QOTLBO [36]. The result achieved by ESGA is nearly
identical to that achieved by SFS [33]. In Case 2, ESGA

FIGURE 6. VSI values of the 33-bus RDN in Scenario II.

FIGURE 7. Convergence characteristics of ESGA and other methods for
Scenario I of 69-bus RDN.

produces an active power loss of 11.9008 kW, a VD value
of 0.00034 p.u., and a VSI−1 value of 1.0243 p.u., which are
similar to that achieved by SFS [33]. ESGA obtains better
results than other methods for Case 2.

From Table 2, Case 2 delivers better results for all three
objective functions than Case 1. This suggests that incor-
porating optimal DG power factors significantly enhances
active power loss, VD, and VSI−1. Fig. 4 demonstrates the
convergence patterns of ESGA and other methods in Scenario
II. For all cases, ESGA outperforms SGA, ABC, PSO, and
GA in terms of convergence ability. Figs. 5 and 6 display
the voltage profiles and VSI values of 33-bus RDN for Cases
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FIGURE 8. Convergence characteristics of ESGA and other methods for
Scenario II of 69-bus RDN.

FIGURE 9. Voltage profile of the 69-bus RDN in Scenario II.

1 and 2, respectively. It can be shown that Case 2 leads to a
notable improvement in voltage profile and VSI.

B. 69-BUS RDN
A medium-scale 69-bus RDN [44] is used to test the ESGA
in this section. The maximum iteration (Gmax) of ESGA is
set to 100. Before DGs integration, the system has an active
power loss of 224.9917 kW, a VD value of 0.0993 p.u., and
a VSI−1 value of 1.4635 p.u. Three DG units are installed in
this system.

1) SCENARIO I
Table 3 displays the results attained by ESGA, SGA, and
other techniques for two cases in Scenario I, where only

FIGURE 10. VSI values of the 69-bus RDN in Scenario II.

FIGURE 11. Convergence characteristics of ESGA and other methods for
Scenario I of 118-bus RDN.

active power loss is considered. For Case 1, ESGA identifies
an active power loss of 69.4260 kW (69.14% reduction),
which is nearly identical to MGSA-EE [25], WSA [28],
ASBO [28], and SFS [26] and lower than other methods.
For Case 2, the active power loss attained by ESGA is
4.2676 kW (98.10% reduction), which is lower than the
values produced by SGA, ABC, PSO, GA, CrSA [28], WSA
[28], ASBO [28], and SFS [33]. It is evident that the active
power loss in Case 2 is significantly lower than that in
Case 1. This suggests that optimal DG power factors lead
to a remarkable improvement in the active power loss of the
system. Moreover, the convergence curves of ESGA, SGA,
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TABLE 3. Simulation results of different approaches for Scenario I of 69-bus RDN.

TABLE 4. Simulation results of different approaches for Scenario II of 69-bus RDN.

ABC, PSO, and GA in Fig. 7 illustrate that ESGA has a faster
convergence speed than other methods.

2) SCENARIO II
ESGA is utilized to solve the ODGP problem with three
objectives, namely active power loss, VD, and maximizing
VSI in this scenario. The results found by ESGA, SGA, and
other methods are presented in Table 4 for two different
power factor values of DG units. For Case 1, ESGA achieves
an active power loss value of 72.1273 kW, a VD value of
0.0016 p.u., and aVSI−1 value of 1.0508 p.u., which leads to a
fitness function value of 0.5812. As shown in Table 4, ESGA
exhibits better performance in terms of fitness function value
than SGA, ABC, PSO, GA, GA/PSO [29], GA/IWD [30],
SFS [33], CSOS [34], QOSIMBO-Q [35], and QOTLBO
[36]. In Case 2, the fitness function value from ESGA is
slightly better than that of SGA, ABC, PSO, and GA, and

similar to SFS [33]. Therefore, ESGA offers a competitive
compromise solution for the multi-objective ODGP problem
of the 69-bus RDN. The convergence characteristics of
ESGA, SGA, ABC, PSO, and GA are shown in Fig. 8. It is
evident that ESGA outperforms SGA, ABC, PSO, and GA
in terms of convergence ability for both cases. The results
demonstrate that optimal DGs power factors (Case 2) lead to a
substantial enhancement in all three objectives in comparison
with Case 1. Moreover, as shown in Fig. 9 and Fig. 10, the
voltage profile and VSI values in Case 2 are better than that
in Case 1.

C. 118-BUS RDN
The effectiveness of the suggested ESGA with a large-scale
system is verified by testing it on the 118-bus RDN [45].
Its maximum iteration (Gmax) is set to 200. Without any
DGs installed, 118-bus RDN has an active power loss of
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TABLE 5. Simulation results of different approaches for Scenario I of 118-bus RDN.

TABLE 6. Simulation results of different approaches for Scenario II of 118-bus RDN.

1298.0916 kW, a VD value of 0.3577 p.u., and a VSI−1 value
of 1.7552 p.u. The test assumes the installation of seven DG
units.

1) SCENARIO I
The results of ESGA, SGA, ABC, PSO, GA, KHA [21],
SFS [33], and QOTLBO [36] for Scenario I of 118-bus
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FIGURE 12. Convergence characteristics of ESGA and other methods for
Scenario II of 118-bus RDN.

FIGURE 13. Voltage profile of the 118-bus RDN in Scenario II.

RDN are presented in Table 5. For Case 1, ESGA finds an
active power loss of 516.1280 kW (a reduction of 60.24%),
while for Case 2, the active power loss yielded by ESGA
is 126.2267 kW (a reduction of 90.28%). In both cases,
the active power loss values yielded by ESGA are superior
to those yielded by other compared methods. These results
demonstrate the effectiveness of ESGA in resolving the
ODGP with a large-scale system in Scenario I. According
to Table 5, ESGA obtains a significantly better active power
loss value in Case 2 compared to Case 1, indicating that
installing optimal DGs power factors can suggestively reduce
the active power loss of RDN. Furthermore, Fig. 11 illustrates

FIGURE 14. VSI values of the 118-bus RDN in Scenario II.

FIGURE 15. Hourly load demand curve for a representative day.

FIGURE 16. Hourly expected output of a PV DG for a representative day.

the convergence curves of ESGA and other methods, showing
a faster convergence speed of ESGA.

2) SCENARIO II
To address the ODGP problem in this scenario, ESGA is
utilized for the concurrent minimization of active power loss,
VD, and VSI−1. Table 6 gives the results of simulations
yielded by ESGA, SGA, and other methods. The ESGA
produces an active power loss of 548.9334 kW, a VD value of
0.0309 p.u., and aVSI−1 of 1.1277 p.u. for Case 1. For Case 2,
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FIGURE 17. Hourly power output of PV DGs corresponds to hourly load
demand of 33-bus and 69-bus RDNs.

the corresponding values are 128.2423 kW, 0.0057 p.u.,
and 1.0996 p.u. From Table 6, active power loss, VD, and
VSI−1 values in Case 2 are better than those in Case 1. This
signifies that the installations of optimal DG power factors
provide a significant enhancement in all three considered
objectives.

The results of the simulation for the multi-objective
scenario of 118-bus RDN are presented in Table 6. In Case 1,
ESGA outperforms SGA, ABC, PSO, GA, SFS [33], CSOS
[34], andQOTLBO [36] in terms of the fitness function value.
In Case 2, ESGA achieves a lower fitness function value
than SGA, ABC, PSO, and GA. The fitness function value
obtained by ESGA is theminimum value among all compared
methods for each case. Therefore, the ESGA method offers a
competitive solution to the multi-objective ODGP problem of
118-bus RDN.

In Fig. 12, the convergence curves of ESGA, SGA, ABC,
PSO, and GA are presented, and it is inferred that ESGA
has a faster convergence speed than other compared methods.
In addition, Figs. 13 and 14 display the voltage profile and
VSI values of the 118-bus RDN, respectively, which shows
that Case 2 leads to a considerable enhancement in the voltage
profile and VSI of the RDN.

D. CONSIDERATION OF DAILY VARIABLE LOAD AND PV
DG UNCERTAINTY FOR THE ODGP PROBLEM
In this section, the ODGP problem is investigated in a sce-
nario that considers daily variable load and DG uncertainty.
Assume that three PV DGs are integrated into the RDN. This
investigation is performed on the 33-bus and 69-bus RDNs.

FIGURE 18. Hourly power loss of 33-bus and 69-bus RDNs with and
without DG integration.

TABLE 7. Mean and standard deviation of solar irradiance.

In this scenario, the objective function of the ODGP problem
is to minimize daily energy loss for a representative day with
24 hours (T = 24) and a time step (1t) of 1 hour [46]:

Eloss =
24∑
t=1

PL(t)×1t (31)

where PL(t) is the active power loss at time t .
The hourly load demand curve for a representative day is

depicted in Fig. 15, which is taken from [47]. At each time t ,
power load demands of the RDN vary with the load factor (in
Fig. 15) as follows [47]:

PD(t) = PD,base × λ(t) (32)

QD(t) = QD,base × λ(t) (33)

where PD,base and QD,base denote the initial active and
reactive power demands, respectively.

Since solar irradiance primarily governs the output power
of PV DGs, the Beta probability density function (PDF)
can be applied to simulate the stochastic behavior of solar
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TABLE 8. Simulation results of 33-bus and 69-bus RDNs considering daily
variable load and PV DG uncertainty.

FIGURE 19. Voltage profile of 33-bus and 69-bus RDNs without DG
integration for a representative day.

irradiation as follows [47], [48]:

fs(s) =


0(α + β)
0(α)0(β)

s(α−1)(1− s)(β−1) 0≤s≤1;α, β≥0

0 otherwise

(34)

where s represents the random variable of solar irradiance
(kW/m2), α and β represent parameters of beta PDF which
can be defined based on mean (µ) and standard deviation (σ )
of historical solar irradiance data in the following equation
[47], [48]:

β = (1− µ)
(

µ(1+ µ)
σ 2 − 1

)
(35)

FIGURE 20. Voltage profile of 33-bus and 69-bus RDNs with DG
integration for a representative day.

α =
µ× β

1− µ
(36)

The expected output for a given time t is determined as
follows [47], [48]:

PPV (t) =
∫ 1

0
Po(s)fb(s) ds (37)

where

Po(s) = NPV × FF × Vy × Iy (38)

FF =
VMPP × IMPP
Voc × Isc

(39)

Vy = Voc − Kv × Tcy (40)

Iy = s[Isc + Ki × (Tc − 25)] (41)

Tcy = TA + s
(
NOT − 20

0.8

)
(42)

where NPV denotes the number of PV modules, IMPP and
VMPP are the current and voltage at the maximum power
point, respectively, ISC denotes short-circuit current, Voc
denotes the open-circuit voltage,Ki andKv denote the current
and voltage temperature coefficients, respectively, TA denotes
the ambient temperature, and NOT denotes the nominal
operating temperature of the cell.

The mean and standard deviation for each hour of the
24-hour day are shown in Table 7, which are computed based
on the historical data taken from [47], [48]. The specifications
of the PV module used in the PV model can be given as
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TABLE 9. Simulation results of different approaches for 23 benchmark functions.

follows: NPV = 4000, IMPP = 7.76 A, VMPP = 28.36 V ,
ISC = 8.38 A, Voc = 36.76 V , Ki = 0.00545 A/◦C ,
Kv = 0.1278 V/◦C , TA = 30.76◦C , and NOT = 43◦C
[47], [48]. Fig. 16 presents the hourly expected output of the
PV module, defined based on Eqs. (34)-(42). The curve in
Fig. 16 shows the hourly output of PV DGs as percentages of
the daily peak outputs.

Table 8 shows the results of 33-bus and 69-bus RDNs
considering daily variable load and PV DG uncertainty for
a representative day. The results of ESGA are compared
with the original SGA to validate its performance. Without
PV DGs integration, 33-bus RDN has a total daily energy
loss of 3420.3929 kW. After optimization, ESGA determines
the optimal DG locations at buses 14, 24, and 30 with a
total size of the DGs of 4.4409 MVA. Accordingly, the
daily energy loss of the RDN is improved to 1689.1032 kW
from 3420.3929 kW in the initial case (50.62 % reduction).
Meanwhile, the optimal locations of three PV DGs are at
bus 11, 21, and 61 with a total size of 3.9792 MVA for
69-bus RDN. Hence, energy loss is reduced to 1785.8079 kW
(52.83 % reduction). From Table 8, ESGA also obtains better
results than SGA for both case studies.

Fig. 17 shows the hourly power output of PVDGs of ESGA
corresponding to the hourly load demands of the 33-bus
and 69-bus RDNs, respectively. Fig. 18 illustrates the hourly
power losses in the case of with and without DG integration
for the 33-bus and 69-bus RDNs, respectively. As shown in
Fig. 18, the output of PV DGs greatly reduces the power
losses of the RDNs during the time span of 6 to 20 hours,
a period when the load demand typically escalates.

Fig. 19 depicts the voltage profiles of the 33-bus and 69-bus
RDNs for a representative day without DG integration,
respectively. Meanwhile, the voltage profiles of two RDNs

with DG integration are presented in Fig. 20. During times
when PV DGs generate power, the voltage profiles of both
two RDNs are remarkably enhanced.

VI. CONCLUSION
This study effectively addressed the ODGP problem by
formulating it with both single-objective and multi-objective
functions. The first scenario considered active power loss
as a single objective function. Meanwhile, three objective
functions, namely active power loss minimization, voltage
profile improvement, and voltage stability index maximiza-
tion, were joined into a multi-objective problem using
weighted coefficients. The ESGA was used to optimize
the distribution of DGs in RDNs, meeting all operating
constraints. Simulation tests were conducted on three RDNs
of different sizes, with DG units considered at two power
factors. The results indicated that the optimal DG power
factors pointedly decreased active power losses, enhanced
voltage deviation, and boosted the voltage stability index. The
ESGA outperformed other methods in terms of solution qual-
ity, accuracy, and convergence speed, especially for large-
scale systems. Therefore, ESGA is a highly recommended
approach for solving the ODGP problem.

APPENDIX
To assess the algorithm’s performance, ESGA is evaluated
using the 23 benchmark functions labeled as F1 - F23.
Detailed definitions of these issues are taken from [49],
[50], and [51]. Despite the simplicity, numerous researchers
have employed these test functions to verify their proposed
methods. The simulations are conducted with a population
size of 30 and maximum iterations of 500. The best results
obtained by ESGAover 30 independent runs are collected and
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comparedwith published results in [49], [50], includingGSA,
PSO, grey wolf optimization (GWO), and whale optimizer
algorithm (WOA).

Table 9 presents the statistical results of ESGA and other
methods for 23 benchmark functions. Out of a total of
23 test functions, ESGA achieves similar results with other
algorithms for 4 functions (i.e., F16, F17, F18, and F19) and
surpasses other algorithms for 11 functions (i.e., F5, F8, F11-
F15, and F20-F23). Meanwhile, the results obtained from
ESGA are very competitive for the remaining functions. The
good performance of ESGA for these test functions indicates
that ESGA strikes an effective balance between exploitation
and exploration, leading to a strong ability to avoid local
optima.
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