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ABSTRACT Electrocardiogram (ECG) is nowadays an important technology to be applied in the clinical
diagnosis for the detection of the heart disease. But the large storage and high-burden transmission of the
ECG data is a challenge. Therefore, the compressive sensing (CS) is appropriate to deal with those signals
for it can compress and sample the signal at the same time. In order to get rid of the constraints in the
traditional CS methods, we propose a compressive sensing framework based on multiscale feature fusion
and SE block. In the compression process we use sequential convolutional layers instead of the traditional
compressive sensing using measurement matrix projection for ECG signals. In the reconstruction process,
the multi-scale feature fusion method is first used to fuse multiple feature maps output from the convolution
layer to better extract signal features. Subsequently, Squeeze-and-Excitation (SE) block is used to further
enhance the feature representation. Finally, sequence modeling of the ECG signal is performed using LSTM
to obtain the reconstructed signal. The results show that the proposed method performs well on various
datasets and evaluation metrics, in the case of SR = 0.4, the PRD and SNR of the experiments on the
MIT-BIH Arrhythmia database are 1.55% and 37.66dB, respectively. The PRD and SNR of the experiments
on the Non-Invasive Fetal ECG Arrhythmia Database were 2.48% and 34.57dB, respectively, which were
the lowest among all the comparison methods, indicating that the proposed method has good ECG signal
processing capability.

INDEX TERMS Deep learning, compressive sensing, multi-scale feature, SE block, LSTM.

I. INTRODUCTION
Electrocardiogram (ECG) plays a more and more important
role in clinical diagnosis and healthcare application because
it can be used in the detection of the latent cardiac diseases
of the patients in early time to avoid further exacerbation
of the situation. The ECG monitoring devices usually work
hours to record the beats of heart, leading to large amounts
of data to be stored, or even be transmitted when it comes
to telemedicine. Thus, the need to reduce the amount of data
is generated. In Nyquist-Shannon sampling theory, recover-
ing the analog signal without distortion means the sampling
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frequency is no less than two times the highest frequency in
the analog signal spectrum. Compressive sensing [1] (CS) is
a technology which can sample the signal and recover the
data from fewermeasurement suggested byNyquist-Shannon
sampling theory. Thus, it is regarded as a proper approach
to deal with the large number of ECG data. In the clinical
situation, CS compresses the original ECG signal to measure-
ment with lower dimension which need less storage room,
and measurement can be recovered to reconstructed signal
which approaches the original signal, which is suitable for
clinical diagnosis.

Traditional CS methods always exploit known measuring
matrix to compress the original signal, and reconstruc-
tion involves finding a solution in the underdetermined
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system. Besides, traditional CS methods have some strict
constraints. Firstly, the original signal needs to be sparse
in some domain. However, many signals in nature are not
sparse, so they need to go through some transformation,
such as wavelet transformation [2] or Fourier transforma-
tion [3]. Secondly, we should find a proper measuring
matrix to compress the original signal efficiently. The matrix
is always a known one satisfying the Restricted Isometry
Property (RIP) principle. RIP principle can be defined as
follow:

(1 − δ) ∥x∥22 ≤ ∥8x∥22 ≤ (1 + δ) ∥x∥22 (1)

where δ is a small constant, x is original signal and 8 is the
measuring matrix. For a given 8, if there exists a δ satisfying
Equation (1), 8 has the RIP principle, which means the
matrix can be used as measuring matrix in CS application to
compress the original signal. Finally, in the process of finding
the solution in the underdetermined system, researchers face
the non-convex optimization problem which is difficult to
solve accurately in a reasonable amount of time. Thus, they
often convert the problem into a convex one by altering some
conditions.

Based on the above three points, many researchers pro-
posed relative methods. Tropp et al. [4] propose the OMP
algorithm to implement fast reconstruction from random
linear measurements, significantly narrow the gap between
the theoretical performance of greedy acid sum and linear
programming approach. Zhang and Rao [5] establish a sparse
representation model without parameter coupling, then pro-
pose BSBL-EM algorithm based on sparse representation
to recover block sparse signals, and the signal is recon-
structed with high quality by deriving DOA and polarization
parameters using intra-block correlations. Zhang et al. [6]
exploited the spatial ad temporal structure of the signals
and the relationship between them to compress and recover
the fetal ECG signal. Vito et al. [7] proposed an algorithm
based on the optimization of the dictionary. The method
used overcomplete wavelet dictionary which is reduced by
the training phase and took advantage of the features of
ECG signals of different scale to conduct the reconstruction.
Aiming at the problem in the CS domain. Kumar et al. [8]
proposed a low-ranking approach and used Kroneker’s sparse
bases to exploit the spatial-temporal correlations in the
ECG signals. The optimization problem in the recover-
ing process was solved by an algorithm called ‘‘Emperor
Penguin Colony’’, which has higher accuracy of recon-
struction and lower complexity. Liu et al. [9] exploited a
method using basis pursuit to denoise and compress sens-
ing the ECG signal. In the process, the method adopted
low-pass filtering and alternating direction method of multi-
pliers (ADMM) algorithms, achieving good denoising quality
and low recovering error. Liu et al. [10] aimed at getting an
approximated norm constraint method for sparse expression
using accelerated gradient descent method, and getting a
self-training dictionary. This scheme performs well in terms

of signal-to-noise ratio, percent norm difference and run-
ning time. Shinde et al. [11] put forward a scheme using an
enhanced bi-orthogonal wavelet filter and finetuned the scal-
ing coefficients, revealing that the influence of the method
on the variation in mutation rate and awareness probabil-
ity for ECG signal corresponding to different bi-orthogonal
wavelets. Erkoc and Karaboga [12] designed a sparse recon-
struction method based on non-dominated sorting genetic
algorithm and verified the effectiveness of the optimization
ability of the method.

Although traditional CS methods reduce the amount of
the data, there are still some limits in the practical situa-
tion. Methods recover the single signal using optimization
algorithm, and the measuring matrix is fixed when com-
pressing the signal, so the overall structure information of
the original signals is not exploited during the process.
Therefore, the performance of the reconstruction of original
signals is not so good as expected when the sensing rate is
rather low.

Thus, as the deep learning theory developed, it has been
gradually put into use in the CS field, because reconstruction
methods using deep learning are almost data-driven and self-
adaptive, achieving better performance. Usually, the labels
in a Convolutional Neural Network (CNN) framework are
fitting values or the categories. But in deep learning CS
methods, the labels are the original signals.

In recent years, there are more and more researches about
deep learning CS approaches. They can be roughly divided
into three types. The first category includes the networks
using unrolling iterative algorithm. Each stage of one network
corresponds to one of the iterative steps it exploits. The exam-
ples of them are ADMM-Net proposed by Yang et al. [13]
and ISTA-Net proposed by Zhang and Ghanem [14] The two
methods used Alternating Direction Method of Multipliers
(ADMM) algorithm and Iterative Shrinkage-Thresholding
Algorithm (ISTA) to optimize the model to get better quality,
respectively. The second category contains those based on
Deep Neural Network (DNN) framework and similar struc-
ture. Many researchers have proposed relative approaches.
Wei et al. [15] utilized a privacy-aware sensing and trans-
mission scheme, exploiting a model-based sparsity-aware
DNN to extract the features of the original signal and recon-
struct them accurately. Zhang et al. [16] combined CNN and
long short-term memory (LSTM) to learn the mapping
from the measurement after rising dimension to the orig-
inal signal. The methods can recover the signal fast and
gain good reconstruction quality. Muduli et al. [17] adopted
Stacked Denoised Autoencoder to conduct the CS process
of Fetal ECG. In the framework, the compression is done
in the encoder and the reconstruction in decoder with a
model similar to CS-Based Multiple Measurement Vector
model. Sheykhivand et al. [18] utilized seven convolutional
layers and three LSTMs to construct an framework for
EEG compressive sensing, enabling the detection of driver
fatigue with a minimal EEG electrodes. There are also some
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DNN frameworks without LSTM for ECG compressive sens-
ing, e.g., Al-Marridi et al. [19] used a convolutional autoen-
coder (CAE) to implement efficient compression and recon-
struction of ECG signals. The third category is comprised
of methods using Generative Adversarial Network (GAN).
Li et al. [20] defined a new structure regularization called
Patch Correlation Regularization to extract the information
of signal efficiently. Besides, they adopted a generator using
SU-Net to enhance the ability of revealing the information.
Yaqub et al. [21] constructed a GAN model based on transfer
learning and examined the capability of the GAN model
for under sampled multi-channel MR images in terms of
difference between training and test data, which produced
superior results with fewer data.

Deep learning based compressive sensing can obtain better
reconstruction performance than conventional methods, once
the network is trained, it can reconstruct signals at a very
fast speed, but most of the existing deep learning based
compressive sensing methods tend to be over complicated in
the signal compression module, but if a simple compression
model is used may lead to insufficient feature extraction that
affects the reconstruction quality.

In order to address the issues mentioned above, in our
paper, we propose a deep compressed sensing framework
based on multi-scale feature fusion and SE block to achieve
highquality reconstruction of ECG signals while reducing the
complexity of the compression module, and our contributions
are listed below:

• The compression module consists of three sequential
convolutional layers, and the channels of the convo-
lutional layers are adjusted according to the sensing
rate to implement adaptive compression. In addition the
space complexity of the compression module is reduced
due to the parameter sharing of the convolutional
layers.

• Weused amulti-scale convolutional feature fusion struc-
ture, where two feature maps are convolved with three
different kernel sizes respectively, and the feature maps
obtained from the same kernel sizes are summed to
extract the different scales of ECG signals.

• We introduce SE block in the reconstruction process to
improve the performance of the ECG signal reconstruc-
tion model and thus reconstruct the ECG signal more
accurately.

• We conduct our experiment on two different ECG
data-bases, validating the performance of our method.
Compared with other methods, the performance of the
proposed method shows the best performance on differ-
ent ECG databases.

The rest of the paper is organized as follow. Section II illus-
trates the relative technology in the CS domain. Section III
describes the method we propose and the structure of our
network. Section IV lists the details in our experiment and the
comparison results between all the five methods. Section V
is the discussion about the method. Section VI concludes this
paper.

II. BACKGROUND
A. COMPRESSED SENSING
In Compressed sensing, the whole process can be comprised
of compression and reconstruction parts. The compression
module can be expressed as follow:

y = 8x (2)

where x denotes the original signal, y denotes the measure-
ment obtained in the compression module and 8 is a fixed
measuring matrix with dimension of M × N (M ≪ N ).
In order to get accurate reconstruction signal, 8 must satisfy
RIP principle and x must be sparse in some domain.

In practice, measuring matrixes can be divided into two
categories. One is random measuring matrix, such as Gaus-
sian random matrix [22] and Bernoulli random matrix [23].
The other is deterministic measuring matrix, such as matrix
generating from chaotic sequence [24].

Original signal x can be expressed as below:

x = 9α (3)

where 9 = [ψ1, ψ2, · · · , ψN ] denotes a set of orthogonal
bases, α denotes the representation of x under 9. If there are
k (k ≪ N ) non-zero elements in α, we call α is k-sparse.
Therefore, a reconstruction of the signal accurately needs x
or α to be sparse.

B. DEEP LEARNING CS METHODS
The deep learning CS method can be divided into three cate-
gories. Thus, we briefly introduce the three types of models
in the rest of the subsection.

1) CS NETWORK BASED ON UNROLLING ITERATIVE
ALGORITHM
In the unrolling iterative CS network, If the iterative process
is mapped into a data flow diagram,we can observe that easily
the dataflow is comprised of the repetition of the alternat-
ing optimization of different operators in iterative algorithm.
There are nodes mapped from the operators in the iterative
algorithm in each stage, and the ith iterative in the algorithm
corresponds to the ith stage in the dataflow. That is why
we call this type of models unrolling iterative CS networks.
The parameters in the framework are updated using back
propagation, and the performance of the networks is better
than the traditional methods. The basic framework is depicted
in Figure. 1.

FIGURE 1. Basic framework of unrolling iterative CS network.

2) CS NETWORK BASED ON DNN
The CS network based on DNN usually include input layer,
hidden layers and output layer. If the input is original signal,
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the network includes compressing and reconstruction parts.
In the compressing module, multiple convolutional layers
are adopted to work as compression function. And in the
reconstruction module, we often use convolutional layers,
pooling layers, upsample layers or else to recover the signal
from the compression. If the input is the measurement of
the original signal, the network only includes reconstruction
module and the measurements are often obtained through the
multiplication between the measuring matrix and the original
signal. The output of the network is the recovered signal.
Unlike the DNN model in classification tasks, the label of
the network is the original signal rather than a single value.
Through the comparison between the output and the label,
we can get the evaluation of the performance of the methods.
Figure. 2. shows an example of DNN CS model.

FIGURE 2. An example of DNN CS model.

3) CS NETWORK BASED ON GAN
In general GAN, the generator always generates synthetic
data from a random noise z, and the discriminator plays
the role of a binary classifier to categorize the real data
and the synthetic data. Through the back propagation of
the loss function which contains adversarial loss (the cross-
entropy loss), the generator and discriminator get updated
alternatively. In this case, the generated synthetic data get
closer and closer to the real data. In CS field, the generator
doesn’t generate data from a random z, instead, it is a whole
process of general CS process. That is to say, the input and
output of the generator is the original signal and reconstructed
signal, respectively, which has the similar structure as that of
the autoencoder, firstly the original signal is compressed by
several layers of neural network to get the compressed value,
secondly the reconstructed signal is obtained by several layers
of neural network. And then the discriminator distinguishes
the original signal from recovered one.

C. SQUEEZE AND EXCITATION (SE) BLOCK
SE block is a method for enhancing feature channels in
CNNs, proposed by Hu et al. [25] The main characteristic is
the introduction of a block called ‘‘Squeeze-and-Excitation’’
in the traditional convolutional neural network structure,
which is used to adaptively adjust the importance of features
between different channels to improve the classification per-
formance of the network. The core idea of SE block is to
model global features on each channel to learn the correlation

FIGURE 3. The structure of SE block.

between feature channels and adaptively adjust the impor-
tance of features between channels. As shown in Figure. 3.,
this process consists of two main phases: Squeeze and Exci-
tation. in the Squeeze phase (Fsq(·) in Figure. 3.), the SE
block first performs a global average pooling of the input
features in order to obtain a feature value on each channel.
Then, a fully connected layer is used to map these feature
values to a smaller dimension in order to reduce the compu-
tational cost and spatial complexity. In the Excitation phase
(Fex(·, W) in Figure. 3.), the SE block adaptively adjusts the
feature importance of each channel using a sigmoid function.
Specifically, SE block inputs the globally averaged pooled
features into a fully connected layer and outputs a vector
with a dimension equal to the number of channels of the
input features. Then, each element in this vector is mapped
to a value between 0 and 1 by a sigmoid function, indicating
the importance of the feature corresponding to the channel.
Finally, these values are multiplied by the input features,
thus adaptively adjusting the importance of the features of
each channel, allowing the network to distinguish more accu-
rately between the different features. By adaptively adjusting
the importance of features between different channels, the
SE block can significantly improve the classification perfor-
mance of the network and has achieved excellent performance
on several image classification datasets. In addition, the
design ideas of SE block can be applied to other fields, such
as target detection and semantic segmentation tasks.

III. MATERIALS AND METHODS
In this paper, we propose a deep compressive sensing frame-
work for ECG signals based on multiscale feature fusion
and SE block. The framework consists of four main mod-
ules: preprocessing, compression, initial reconstruction and
secondary reconstruction. The data preprocessing module
normalizes the input ECG signal, the compression mod-
ule utilizes sequential convolutional layers to compact the
features of the ECG signal, and the initial reconstruction
upscales the compressed signal and recovers the same size as
the original ECG signal. The secondary reconstruction mod-
ule extracts features of different scales using different kernel
sizes, subsequently, and fuses the different scale features, then
the interdependencies of features between individual chan-
nels are learned using SE block to enhance the expressiveness
of the network. Finally, the temporal features of the ECG
signal are extracted using LSTM and the ECG signal is recon-
structed by fully connected layers. The overall framework is
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FIGURE 4. The overall framework of our network.

shown in Figure. 4. This section focuses on introducing our
network architecture and calculating the number of parame-
ters to analyze its complexity.

A. DATASET
In this paper, we validated the performance of the proposed
method on the MIT-BIH Arrhythmia Database [26], which
was established with the support of Boston’s Beth Israel
Hospital and MIT, and it contains 48 ECG signal records
from 47 subjects, each record includes two channels of ECG
signals with a sampling frequency of 360 Hz. We utilized
the ECG signals from the lead MLII in the experiments,
we excluded records 102 and 104 because these two only
recorded lead V2 and lead V5. In addition, we validated the
robustness of the proposed model using the Non-Invasive
Fetal ECG Arrhythmia Database, which contains 12 arrhyth-
mia records and 14 normal rhythm records, each of which
contains four or five abdominal channels and one chest mater-
nal channel, with a sampling frequency of 500 Hz or 1000Hz.

B. DATA PREPROCESSING
The range of values of ECG signal sampling points is not
fixed. In order to avoid the possible gradient exploding
problem, signal should be normalized before being input
into the network. Let x =

{
x(1), x(2), · · · , x(i)

}
be the

original ECG signals, and x(i) represents the i-th signal
with 256 sampling points. The normalization is expressed as

follow:

x̂(i) =
x(i) − min

(
x(i)

)
max

(
x(i)

)
− min

(
x(i)

) (4)

where min
(
x(i)

)
is the minimum value in x(i), max

(
x(i)

)
is

the maximum value in x(i) and x̂(i) is the transformation of
the signal x(i) after normalization. After the normalization
operation, the values of the input signal is between zero and
one, which contributes to a proper gradient and the stable
convergence of the network.

C. COMPRESSION
In the compression module, we use three sequential convo-
lutional layers to compress the ECG data. The kernel size of
the convolutional layers is 1 × 4 and the stride is 4. After
three convolutional layers, the size of the feature map is
reduced to 1 × 4, and we need to calculate the channels
according to the sensing rate. For example, the ECG signal
we have chosen contains 256 sampling points, in the case of
the sensing rate is 0.05, we need to compress the signal into
floor(256×0.05) = 12measurements, thenwe need to set the
output channels of the convolution layer to floor(12÷4) = 3,
where floor(·) means that the decimal part is discarded and
only the integer part is retained. The output of the convolution
layer can be considered as the response of the signal under
different filters, which helps to understand the frequency
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domain characteristics of the signal and the activity in specific
frequency bands.

D. RECONSTRUCTION
The reconstruction module includes initial and secondary
reconstruction. Themain function of the initial reconstruction
is to recover the dimension of the ECG signal. Since the
dimensionality of themeasurements is much smaller than that
of the original signal, we need to extend the dimensionality of
the measurements to ensure that the size of the reconstructed
signal is always the same as that of the original signal before
the secondary reconstructionmodule. First, we use a convolu-
tional layer with a kernel size of 1×3, an input channel equal
to the output channels in the compression module described
above, and the output channels is 64, and the stride is 1.
Then, using the LeakyReLU activation function, we convert
the feature map to a size of 1 × 4 × 64, matching the total
number of sample points of the original signal. Finally, the
reshaping layer is then applied to the feature map to keep it
at the same size as the original signal.

The input of the secondary reconstruction module is the
1 × 256 × 1 signal obtained from the initial reconstruction.
Firstly, the features of the signal are extracted utilizing two
sequential convolutional layers and LeakyReLU, where the
size of the convolutional kernel is 1 × 11 and the number
of channels is 16, and these two convolutional layers output
feature maps having the same size and the same number
of channels. Secondly, we use 1 × 9, 1 × 11 and 1 × 13
convolutional layers with stride of 1 and LeakyReLU acti-
vation function to extract features at different scales for the
feature maps obtained from the above two convolutional
layers, respectively, and get six groups of feature maps, and
sum the feature maps obtained from the same kernel size to
obtain three groups of feature maps at different scales. and
concatenate the three features maps. Third, we use the SE
block (will be described below) to compute the dependencies
between channels and reassign the weights to obtain a signal
of length 1 × 256 with 48 channels. The signal is then
converted to a signal of length 1 × 256 with 1 channel using
a convolutional layer with a kernel size of 1 × 11 and a
Leaky-ReLU activation function. Finally the temporal fea-
tures of the signal are extracted employing an LSTM with
250 hidden units, and the signal is restored to the same
dimension of the original signal using a fully concatenated
layer and a dimensional reshaping layer. This method sums
the multi-scale features generated from two different signals
and finally splices all the features to improve the character-
ization ability of the network and the signal reconstruction
performance.

E. SE-BLOCK
The input of the SE module is a signal of length 1× 256 with
48 channels, firstly, a global pooling average layer is utilized
to obtain a feature map of length 1 × 1 with 48 channels.
In order to reduce the complexity of the network, a fully-
connected layer is used before the ReLU activation function,

the output of this fully-connected layer is a signal of length
1 × 1 with 16 channels, and a fully-connected layer is used
again before the Sigmoid activation function to recover the
number of channels of the signal, which results in a signal of
length 1 × 1 with 48 channels. After the ReLU and Sigmoid
activation functions, the weights of the channels are reas-
signed, and then the weights are multiplied with the input of
the SE module by channel to get the output of the SE module,
so that the output of the SE module is the reassigned channel
relationship, and the specific process is shown in Figure. 5.
The use of this module can emphasize the more informative
features and suppress the less informative ones, which makes
it easier to generate the representation of the information and
improve the reconfiguration performance of the network.

FIGURE 5. The SE block structure in our approach.

F. COMPLEXITY ANALYSIS
The proposed model consists of a total of 593,209 + 36 × C
parameters, including 20,609 + 36 × C parameters in con-
volutional layers, 507,000 parameters in LSTM layers, and
65,600 parameters in fully connected layers. The detailed
breakdown is shown in TABLE 1, where C represents the
number of channels in the compression module’s convolu-
tional layers, which needs to be calculated based on the
sensing rate. As mentioned earlier, in the case of sensing rate
is 0.05, C equals 3.

IV. RESULTS
In this section, we compare our CS method with two tra-
ditional CS methods and three deep learning CS methods,
showing that our method gains the best performance among
all the five methods in terms of the two evaluating met-
rics. In addition, we choose another database to repeat the
experiments and find that our approach also performs better
than other comparative methods. The experiment details and
results are listed below.

A. EXPERIMENT SETTING
1) DATASET
The proposed method is validated on the database MIT-BIH
Arrhythmia database [26]. The database contains two-lead
30 min heartbeats records from 48 patients. In our experi-
ments, we adopt MLII signals. Nos. 101, 107, 109, 112, 116,
119, 121, 200, 205, 210, 215, 219, 221, 228, 230, 234 are cho-
sen as our testing datasets, and the rest records are chosen as
our training datasets. We select 18000 ECG signal segments
evenly from training datasets and 4000 from testing datasets,
each with 256 sampling points.
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TABLE 1. The model parameter.

In CS domain, the sensing rate (SR) can be defined as
follow:

SR =
M
N

(5)

where N is the number of sampling points in one original
signal, and M is the number of sampling points in one mea-
surement. As for deep learning CS, the sampling points refer
to the total numbers (length × width × channel number) in a
feature map. In our experiments, N is 256 and the we choose
0.05, 0.1, 0.2, 0.3, 0.4 and 0.5 as our sensing rates.

2) METRICS
To evaluate the performance of the CS methods quantita-
tively, we use Percentage Root-mean-square Difference [28]
(PRD) and Signal-to-Noise [29] (SNR) to measure the differ-
ence between the original signal and reconstructed signal.

PRD can be expressed as follow:

PRD (%) =
∥x − x̄∥2

∥x∥2
× 100 (6)

where x and x̄ are the original signal and the recon-
structed signal generated by the generator, respectively. PRD
describes the ratio of the l2 norm of the distance between
the original signal and reconstructed signal to l2 norm of the
original signal, indicating the recovering error. The smaller
the PRD, the better the reconstruction quality. According to
the value of the PRD, we can divide the reconstruction quality
to four levels, as depicted in TABLE 2.
SNR can be expressed as follow:

SNR (dB) = 10 log10
∥x∥22

∥x − x̄∥22
(7)

TABLE 2. PRD and reconstruction quality level.

SNR is relative to the reciprocal of the PRD, showing
the recovering quality. The bigger the SNR, the better the
recovering quality.

3) LOSS FUNCTION
In this paper, we need to compress the original signal using
continuous convolution to map the high-dimensional original
signal into the low-dimensional compressed domain, and
measure the difference between the reconstructed signal and
the original signal by the loss function during decompression.
Since the mean square error has good mathematical proper-
ties and intuitive physical meaning, such as derivability and
convexity, making it easy to solve and optimize during the
optimization process, in this paper we use MSE as the loss
function used to train the proposed framework to improve the
quality of the reconstructed signal, MSE can be expressed as
follow:

MSE =
1
n

∑n

i=1
(xi − x̂i)

2 (8)

where xi denotes the input of our methods, namely, the orig-
inal signal, and x̂i denotes the reconstructed signal.
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TABLE 3. The PRD and SNR of diff8rent compressive sensing methods at different sensing rates on MIT-BIH database.

FIGURE 6. The curve of PRD and SNR of different compressive sensing methods at different sensing rates on MIT-BIH database.

4) TRAINING PARAMETERS
In the process of training, we choose Adam as our optimizer.
We set the initial learning rate of the generator and the
discriminator to 0.0005, with the first and second moment
decay rate as 0.9 and 0.999, respectively. The total training
epoch is 200 and the batch size is 32. In our experiment,
we conduct all the experiments at sensing rates 0.05, 0.1,
0.2, 0.3, 0.4 and 0.5. Our experiments are all conducted on
Windows 10, Pytorch 1.9.0, GPU NVIDIA Tesla K80 and
CPU Intel Xeon E5-2678 v3.

B. COMPARISON WITH OTHER CS METHODS
We compare our methods with two traditional CS meth-
ods (BSBL-BO [12] and OMP [4]) and two deep learning
CS methods (CSNet [16] and CAE [19] in terms of PRD
and SNR. In our methods, we use signal segments of
256 sampling points as the input, however, the CAE methods
converted the one-dimension signal into a square one using
zigzag method. Thus, when we conduct the contrast experi-
ment using CAE methods, we reshape the original signal into
size of 16 × 16. As for the BSBL-BO and OMP methods,
we exploit sparse randommatrix and randomGaussianmatrix
for compression.

The average PRDs and SNRs of different CS methods at
different sensing rates are listed in TABLE 3. As can be seen
from the table, the reconstruction performance of the pro-
posedmethod is optimal at all sensing rates compared to other
benchmark methods. When the sensing rate is 0.1, the PRD
of BSBL-BO, OMP, CSNet, CAE and the proposed method
are 44.85%, 90.23%, 13.63%, 14.91% and 9.70%, respec-
tively, and the corresponding SNRs are 8.38dB, 2.47dB,
19.41dB, 18.50dB and 22.43dB, and our proposed method
has the lowest PRD and the highest SNR values. When the
sensing rate is 0.4, the PRDs of BSBL-BO, OMP, CSNet,
CAE and our proposed method are 5.30%, 30.00%, 3.20%,
7.58% and 1.55%, respectively, and the corresponding SNRs
are 27.36dB, 14.29dB, 31.52dB, 24.07dB and 37.66dB, our
proposed method also has the lowest PRD and the highest
SNR values.

Figure. 6. shows the trend of the PRDs and SNRs of dif-
ferent CS methods at different sensing rates. We can observe
that the curve of PRD of our methods is the flattest, that is to
say, our methods gains the lowest construction error at all the
sensing rates among all the comparative methods.

We choose a signal segment about 5 s from No.219 in
the testing datasets, and recover the signal at sensing rate
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FIGURE 7. The comparison of original signal and reconstructed signal using
different compressive sensing methods at sensing rates of 0.1 when
reconstructing signal about 5s in the 219 record on MIT-BIH database.

of 0.1 for the visual comparison. Figure. 7. shows the com-
parison of the reconstructed signal obtained using different

compressed perception methods to the original signal. As can
be seen from the figure, our proposed method obtains the
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FIGURE 7. (Continued.) The comparison of original signal and reconstructed signal using
different compressive sensing methods at sensing rates of 0.1 when reconstructing signal
about 5s in the 219 record on MIT-BIH database.

TABLE 4. The PRD and SNR of different compressive sensing methods at different sensing rates on MIT-BIH database.

FIGURE 8. The curve of PRD and SNR of different compressive sensing methods at different sensing rates on NIFEA database.

lowest PRD (9.72%) and the highest SNR (20.27 dB), pro-
duces the reconstructed signal closest to the original signal,
and the peak of the recovered signal matches the original sig-
nal the best, and obtains the best reconstructed performance.

C. EXPERIMENT ON ANOTHER DATABASE
We have obtained satisfactory results on the MIT-BIH
Arrhythmia Database and in order to validate the robustness
of our methods, we choose another database—Non-Invasive
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FIGURE 9. The comparison of the original signal and reconstructed signal at
sensing rate of 0.1 when reconstructing signal about 2s in the ARR_09 record on
NIFEA database.

Fetal ECG Arrhythmia Database [27] to conduct experi-
ments using all the five methods at different sensing rates.

This database consists of the chest signals and four to five
leads abdomen signals from 26 objects. In our experiment,

VOLUME 11, 2023 104369



J. Hua et al.: ECG Signals Deep CS Framework Based on Multiscale Feature Fusion and SE Block

FIGURE 9. (Continued.) The comparison of the original signal and reconstructed signal at
sensing rate of 0.1 when reconstructing signal about 2s in the ARR_09 record on NIFEA
database.

we choose the signal in ECG channel. Records ARR_09,
ARR_10, ARR_11, ARR12, NR_11, NR_12, NR_13 and
NR_14 are adopted as testing datasets, and the rest as the
training datasets. We select 16000 ECG signal segment con-
sisting of 256 sampling points evenly from the training
datasets and 4000 from the testing datasets. Consistent with
the experiments on the MIT-BIH arrhythmia database, the
sensing rates were also 0.05, 0.1, 0.2, 0.3, 0.4, and 0.5 in the
experiments, and the learning rates and other hyperparame-
ters remained consistent.

The average PRDs and SNRs of different CS methods
at different sensing rates on the Non-Invasive Fetal ECG
Arrhythmia Database are listed in TABLE 4. As can be
seen from the table, proposed method has the highest SNR
and the lowest PRD at all sensing rates, and presents the
best reconstruction performance overall. When the sensing
rate is 0.1, the PRDs of BSBL-BO, OMP, CSNet, CAE and
the proposed method are 44.37%, 71.31%, 12.71%, 13.94%
and 7.14%, respectively, and the corresponding SNRs are
9.13 dB, 5.33 dB, 20.78 dB, 19.17 dB and 25.45 dB. Proposed
method has the lowest PRD and the highest SNR value.When
the sensing rate is 0.4, the PRD of BSBL-BO, OMP, CSNet,
CAE and the proposed method are 3.63%, 8.21%, 3.55%,
7.81% and 2.48%, respectively, and the corresponding SNRs
are 31.06dB, 24.92dB, 31.26dB, 23.86dB34.57dB, and the
proposed method also has the lowest PRD and the highest
SNR values.

Figure. 8. shows the trend of the PRDs and SNRs of
different CS methods at different sensing rates. We can
also conclude that our method has the best performance in
Non-Invasive Fetal ECG Arrhythmia Database as well.

We choose a signal segment about 2 s from record ARR_09
in the testing datasets, and reconstruct the signal at sensing
rate of 0.1 for visual comparison. The original (Indicated by
the red line) and recovered(Indicated by the blue line) signal

are depicted in Figure. 9. From the figure, we can see that the
reconstructed signal produced by our method is the closed
to the original one and has the lowest PRD among all the
comparative methods.

The experiment results on the Non-Invasive Fetal ECG
Arrhythmia Database show that our methods gain good per-
formance as well on the new database, proving the robustness
of our scheme.

V. DISCUSSION
From the experiment results, we can see that deep learning CS
methods outperform the traditional CS methods generally on
the reconstruction of ECG signals in terms of PRD and SNR.
The traditional CS methods usually use iterative algorithm to
reconstruct signals, therefore they can’t exploit the structure
information in all the data. However, the deep learning CS
methods learn the data distribution from the training datasets,
and can apply it in the recovering process. That is why the
deep learning CS methods have a higher construction quality.

Our approach is mainly based on multiscale feature fusion
and SE block. using SE block can help the model to bet-
ter capture important information when learning features by
learning correlations between feature channels to adjust the
importance of each channel, thus improving the performance
of the model on a specific task and improving the perfor-
mance of the model. In addition, the SE block is relatively
simple in design and can be easily integrated with existing
CNN models. In contrast, LSTM is able to automatically
learn and capture long-term dependencies in ECG signal
sequences and encode them into compact feature represen-
tations, solving the problem of modeling time-series data
and long sequences for efficient reconstruction. However, the
proposed method performs not very well in reconstruction
at low sensing rates and may lead to misdiagnosis in some
particular cases.
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VI. CONCLUSION
In this paper, we propose a compressive sensing framework
based on multiscale feature fusion and SE block. The frame-
work consists of four main components. We first normalize
the original signal to facilitate the training of the model,
and then use successive convolutions to compress the ECG
signal for measurement. In the reconstruction process we first
extract local features at different scales using different scales
of convolution and fuse different local features with each
other, then use SE block to capture important feature infor-
mation, and finally use LSTM to extract the time dependence
of the ECG signal to improve the reconstruction performance.
Through the comparison experiments of MIT-BIH arrhyth-
mia database and non-invasive fetal ECG arrhythmia in this
paper, our method obtains better reconstruction quality than
other comparison methods. At different sensing rates, our
method obtains the lowest PRD and the highest SNR. When
the sensing rate is 0.4, the proposed method obtains a PRD
of 1.55%, which shows a very good signal reconstruction
quality according to the metrics in Table 1, and the SNR
is 37.66 dB, which is significantly better than the traditional
compressed sensing methods and other deep compressed
sensing methods. In future work, we will investigate how
to reconstruct ECG signals with high quality at low sensing
rates, and explore the application of deep compressive sens-
ing approaches for multi-lead ECG signals.
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