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ABSTRACT This systematic literature review aims to investigate the current state-of-the-art in machine
learning (ML) based road traffic analysis, hindrance estimation, and predicting vehicle safety measures for
the Internet of Vehicles (IoV). Specifically, we focus on the verification of the scope and need of federated
learning in this field. Federated learning is a decentralizedML technique that allows multiple edge devices to
collaboratively train a shared model while keeping the data locally. We searched various academic databases
and selected peer-reviewed publications related to the topic. The review highlights the existing challenges and
limitations of the traditional centralized ML approaches and presents the advantages and potential benefits
of federated learning in road traffic analysis and vehicle safety. Furthermore, we analyzed the current state-
of-the-art research in federated learning for road traffic analysis and identified the research gaps and future
research directions. The findings of this review demonstrate the scope and need of federated learning in the
field of road traffic analysis and vehicle safety, as well as the potential of federated learning to overcome the
limitations of the centralized ML approaches.

INDEX TERMS Internet of Vehicles, driving behavior analysis, machine learning, collision prediction,
traffic accidents, deep learning, risk assessment.

I. INTRODUCTION
The ‘‘Internet of Vehicles (IoV)’’ has gained increasing
focus in recent years due to its potential to revolutionize
the transportation industry. Machine learning (ML) has been
identified as a promising technology that can be utilized
in various aspects of the IoV, such as road traffic analysis,
hindrance estimation, and predicting vehicle safety measures.
However, traditional centralized ML approaches have limita-
tions in handling the vast amounts of data generated by the
IoV [1].

Federated learning has emerged as a promising decen-
tralized ML technique that can overcome the limitations of
centralized ML approaches and improve the accuracy and
safety of road traffic analysis and vehicle safety measures for
the IoV. Federated learning allows multiple edge devices to
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collaboratively train a shared model while keeping the data
locally [2].

The proposed systematic literature review aims to inves-
tigate the current state-of-the-art in ML-based road traffic
analysis, hindrance estimation, and predicting vehicle safety
measures for the IoV, and to verify the scope and need
of federated learning in this field. The review will con-
duct a comprehensive search of academic databases and
select peer-reviewed publications related to the topic. The
advantages and potential benefits of federated learning in
road traffic analysis and vehicle safety, as well as the exist-
ing challenges and limitations of traditional centralized ML
approaches will be analyzed. Additionally, research gaps and
future research directions in the field will be identified [1].

This systematic literature review aims to contribute to
the development of more accurate and efficient ML-based
solutions for road traffic analysis, hindrance estimation, and
vehicle safety measures for the IoV. It is expected that the
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findings of this reviewwill facilitate the adoption of federated
learning in the IoV and improve the accuracy and safety of
road traffic analysis and vehicle safety measures [3].

II. LITERATURE REVIEW
A review of the literature is an important aspect of research
that offers a thorough overview of the body of already known
data as well as gaps in a certain topic. In this section,
we present a systematic literature review on ‘‘Machine
Learning (ML)’’ based Road Traffic, Vehicle Hindrances
Estimation, and Predicting Vehicle Safety Measures for the
Internet of Vehicles (IoV).

The review is structured into three subsections: review
strategy, research questions, and review. The review strategy
outlines themethodology used to conduct the literature search
and select relevant articles. The research questions provide a
clear focus for the review and serve as a guide to the reader.
Finally, the review section presents a detailed analysis of the
selected articles, highlighting key findings, and identifying
research gaps.

Our goal in conducting this review is to provide a compre-
hensive overview of the current state-of-the-art in ML-based
road traffic analysis, hindrance estimation, and predicting
vehicle safety measures for the IoV. Additionally, we aim
to identify research gaps and potential directions for future
research.

We hope that this literature review will serve as a valuable
resource for researchers, practitioners, as well as policymak-
ers interested in the application of ML in the transportation
industry.

A. REVIEW STRATEGY
A possible review strategy for a systematic literature review
on ‘‘Machine Learning based Road Traffic, Vehicle Hin-
drances Estimation and Predicting Vehicle Safety Measures
for Internet of Vehicles’’ that verifies the scope and need of
federated learning could be as follows:

1. Define the research questions: Define the research
questions based on the research objectives and the gaps
identified in the literature. For example:

• What is the current state-of-the-art in ML-based road
traffic analysis, hindrance estimation, and predicting
vehicle safety measures for the IoV?

• What are the advantages and potential benefits of feder-
ated learning in road traffic analysis and vehicle safety
for the IoV?

• What are the existing challenges and limitations of
traditional centralized ML approaches for road traffic
analysis and vehicle safety for the IoV?

• What are the research gaps and future research direc-
tions in ML-based solutions for road traffic analysis,
hindrance estimation, and vehicle safety measures for
the IoV?

2. Define the inclusion and exclusion criteria: Define the
inclusion and exclusion criteria for the literature search

based on the research questions. For example, the inclu-
sion criteria may include:

• Studies presented at conferences or printed in peer-
reviewed publications

• Studies on ML-based road traffic analysis, hindrance
estimation, and predicting vehicle safety measures for
the IoV

• Studies that use federated learning as a technique for
handling the vast amounts of data generated by the IoV

The exclusion criteria may include:
• Studies not published in English
• Studies not focused on ML-based road traffic analysis,
hindrance estimation, and predicting vehicle safety mea-
sures for the IoV

• Studies that do not use federated learning as a technique
for handling the vast amounts of data generated by
the IoV

3. Conduct the literature search: Conduct the literature
search using relevant academic databases such as
‘‘Google Scholar’’, ‘‘ACM Digital Library’’, as well
as ‘‘IEEE Xplore’’. Use a combination of keywords
related to the research questions and the inclusion
criteria, such as ‘‘machine learning’’, ‘‘road traffic
analysis’’, ‘‘vehicle hindrances estimation’’, ‘‘vehicle
safety measures’’, ‘‘Internet of Vehicles’’, and ‘‘feder-
ated learning’’.

4. Screen the studies: Determine the inclusion as well as
exclusion criteria before screening the studies. First,
screen the studies based on the title and abstract, and
then screen the full text of the selected studies.

5. Extract the data: Extract the relevant data from the
selected studies, such as the research objectives,
research methods, datasets used, ML techniques used,
and results.

6. Analyze the data: Analyze the extracted data using
a systematic approach such as a meta-analysis or a
narrative synthesis. Compare and contrast the results
of the selected studies and identify the trends, patterns,
and gaps in the literature.

7. Write the literature review: Write the literature review
based on the analysis of the selected studies. Orga-
nize the literature review into subsections such as
‘‘ML-based road traffic analysis’’, ‘‘Vehicle hindrances
estimation’’, ‘‘Predicting vehicle safety measures’’,
and ‘‘Federated learning’’. Summarize the key findings
of each subsection and provide a critical evalua-
tion of the strengths and limitations of the existing
literature.

8. Verify the scope and need of federated learning: Based
on the literature review, verify the scope and need
of federated learning in ML-based road traffic analy-
sis, hindrance estimation, and predicting vehicle safety
measures for the IoV. Evaluate the advantages and
potential benefits of federated learning compared to
traditional centralized ML approaches and identify the

VOLUME 11, 2023 112109



K. Raveendra Reddy, A. Muralidhar: ML-Based Road Safety Prediction Strategies for IoV Enabled Vehicles

FIGURE 1. Distribution of articles according to keywords.

research gaps and future research directions in this
field.

9. Conclude the literature review section by summarizing
the key findings and highlighting the contributions of
the study. Provide recommendations for future research
and practical implications for the development of more
accurate and efficientML-based solutions for road traf-
fic analysis, hindrance estimation, and vehicle safety
measures for the IoV.

B. RESEARCH QUESTIONS
1. What are the challenges of using centralized machine

learning approaches for road traffic and vehicle hin-
drances estimation and predicting vehicle safety mea-
sures for the Internet of Vehicles?

2. How can federated learning be used to address the
challenges of centralized machine learning approaches
in the context of the Internet of Vehicles?

3. What are the limitations and potential benefits of using
federated learning for road traffic as well as vehicle
safety in the context of the Internet of Vehicles?

4. What are the existing research studies that have used
federated learning for road traffic and vehicle safety,
and what are their findings and limitations?

5. What are the future research directions and oppor-
tunities for using federated learning in the context
of vehicle safety and road traffic for the Internet of
Vehicles?

6. What are the ethical and privacy concerns associated
with federated learning in the context of the IoV, and
how can they be addressed?

7. How can federated learning be integrated with other
emerging technologies, such as blockchain, to enhance

vehicle safety and road traffic in the context of the
Internet of Vehicles?

8. How can federated learning be used to optimize traffic
control and urban congestion reduction?

These research questions are essential in justifying the
need and scope of the literature review towards the inte-
gration of federated learning with machine learning-based
road traffic and vehicle hindrances estimation and predict-
ing vehicle safety measures for the Internet of Vehicles.
These research questions will provide a basis for identify-
ing the gaps and limitations of existing study in this area,
as well as inform the future study directions and opportu-
nities for enhancing road safety, optimizing traffic manage-
ment, and improving vehicle performance in the context of
the IoV.

Out of the 72 articles chosen, each was selected based
on relevant keywords. The frequency of the keywords and
the corresponding article count were analyzed. Figure 1
illustrates the proportion of articles associated with each
keyword.

Additionally, articles were filtered according to their pub-
lication type (journal, conference, book chapter, and other
contents). Figure 2 presents the distribution of the selected
articles based on their type. The remaining 72 articles were
then assessed by publisher, with no articles being discarded
during this process. Figure 2 also provides a detailed break-
down of the articles by publisher.

In the final stage, articles were filtered based on their year
of publication, resulting in the removal of two articles. The
remaining 72 articles were further assessed using qualitative
synthesis factors, leading to the exclusion of two more arti-
cles. Figure 3 displays the distribution of the articles by their
year of publication.
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FIGURE 2. Distribution of articles by publisher.

FIGURE 3. Fraction of articles by year of publication.

C. REVIEW
1) MACHINE LEARNING BASED DRIVER BEHAVIOR
ASSESSMENT
Driver behavior analysis is an essential aspect of driving
safety and the development of autonomous vehicles. This
section summarizes and critiques recent articles that focus on
various methods for driver behavior analysis Table 1.

This literature review highlights various machine
learning (ML) applications in enhancing road safety.

Xiong et al. [4] proposed a novel framework, CRTI, to predict
road traffic accidents using ML and pattern recognition.
Jahangiri et al. [5] developed an ML algorithm to detect
hazardous driving actions by analysing basic safety mes-
sage (BSM) data from connected vehicles. Saleh et al. [6]
implemented stacked LSTM recurrent neural networks to
classify driving behaviour through smartphone sensor data.
Gwak et al. [7] employed ML algorithms to detect driver
drowsiness using a combination of driving performance
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metrics, behavioural characteristics, and physiological
responses. Huang et al. [8] presented an LSTM-NN model to
replicate authentic traffic flow characteristics and asymmetric
driving behaviour. Zhao et al. [9] investigated the travel
behaviours of elderly drivers using probe vehicle (PV) data.
Iranmanesh et al. [10] introduced an adaptive Forward Col-
lision Warning (FCW) system that minimises the occurrence
of false warnings and enhances the acceptability of warnings.
The review shows that ML has the potential to enhance
road safety by predicting accidents, detecting hazardous driv-
ing actions, classifying driving behaviour, detecting driver
drowsiness, replicating authentic traffic flow characteristics,
investigating travel behaviours of elderly drivers, and devel-
oping adaptive FCW systems.

Xie et al. [11] proposed a method for detecting driver dis-
traction by using smartphone sensors. The data collected from
the gyroscope, accelerometer, and magnetometer sensors of
participants’ smartphones was classified into distracted and
non-distracted driving states using machine learning algo-
rithms. The proposed methodology exhibited high accuracy,
with an F1 score of 0.91, and was more precise than alter-
native methods. However, the sample size was limited, and
the study did not account for extrinsic variables that may
influence driver distraction.

Bejani et al. [12] developed the CADSE system, a driving
style evaluation system that utilises smartphones. The sys-
tem comprises three subsystems that calibrate smartphone
sensors, classify manoeuvres, and evaluate driving styles.
Ensemble learning is used to classify manoeuvres, and a
rule-based fuzzy inference system is employed to identify
hazardous and secure manoeuvres. The system achieved pre-
cision, accuracy, F-measure, and recall values greater than
94%, 92%, 92%, and 93%, respectively. The proposed system
can be utilised by both insurance and enforcement subsys-
tems and enables insurance companies to establish driver
risk-based rates.

Ramanishka et al. [13] presented the Honda Research
Institute Driving Dataset (HDD), which provides a practical
and demanding opportunity for investigating driver behaviour
and devising algorithms for driver assistance and self-driving
capabilities. The dataset aims to comprehend the interaction
between human driving and traffic scenes. The authors intro-
duced baseline algorithms for detecting driver behaviour and
provided a detailed comparison of the HDDdataset with other
driving datasets.

Li et al. [14] proposed a system that utilises a combi-
nation of dashcam and inertial sensors to identify atypical
driving occurrences. The system’s ability to identify anoma-
lous situations enhances the automated vehicle testing pro-
cess. The system employs an autoencoder-based method to
identify unfamiliar views, and the atypical driving occur-
rences facilitate the process of re-education and enhancement
of the autonomous driving model. The proposed system
has the potential to expedite the advancement of resilient
autonomous driving systems.

Fugiglando et al. [15] suggested a method for examining
and categorising driver conduct using a particular subset
of signals from the CAN bus. The application of unsuper-
vised learning was employed to partition drivers into distinct
groups, and a validation approach was implemented to assess
the resilience of the clustering outcomes across diverse exper-
imental scenarios. The present research presents a method for
classifying driver behaviour in uncontrolled environments in
near-real-time.

Bouhoute et al. [16] examined numerical abstractions
in the context of analysing cyber-physical systems. Galois
connections are utilised in the construction of continuous
abstractions of system sounds, and the authors presented both
static and dynamic numerical intervals for analysing driving
data. The proposal outlined a methodology for the analysis of
cyber-physical systems through the use of a continuous sound
abstraction technique. Graphmatching is utilised in similarity
analysis for classification and pattern recognition purposes.

Sheykhfard et al. [17] conducted a naturalistic driving
study to investigate driver-pedestrian interactions in Babol,
Iran. The study analyzed the behavior of 66 individuals
in 216 vehicle-pedestrian interactions on divided roads and
485 such interactions on undivided roads. The study found
that the speed of the vehicle and the distance of the pedes-
trian primarily influenced vehicle-pedestrian interactions.
The study also found that pedestrians’ attentiveness to traffic
patterns before crossing the road and group crossings posi-
tively impacted driver performance.

Arumugam et al. [18] examined the use of ML in the
analysis of driver behavior for motor insurance telematics.
The authors reviewed various learning techniques, such as
supervised, unsupervised, deep, and reinforcement learning,
that are employed for the analysis of driver behavior. The
authors suggest that the implementation of telematics has
the potential to enhance insurance risk evaluation, pricing
strategies, and customer engagement.

Papadimitriou et al. [19] investigated driving behavior
associated with the use of smartphones. The study utilized
a mobile application and a cohort of 100 drivers to assess
driving behavior and exposure. The study found that the use
of mobile phones while driving negatively impacted driving
behavior. The authors developed predictive models using
machine learning algorithms to identify instances of mobile
phone usage during driving.

Zhang et al. [20] proposed a methodology for recognizing
driving behaviors using sensor data from in-vehicle CAN-
BUS through the application of deep learning (DL). The
proposed methodology facilitated automated acquisition of
driving behaviors and temporal feature modeling without
requiring expertise in feature modeling. The approach was
capable of capturing complex temporal driving behaviors that
cannot be captured by traditional methods.

Zhang et al. [21] introduced a defensive alerting mech-
anism to identify and provide notification of hazardous
automobiles. The mechanism employed a cloud server
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and vehicle computation to evaluate the driving perfor-
mance of all vehicles worldwide. The proposed mechanism
could detect vehicles that were being driven recklessly and
subsequently notify drivers to mitigate the likelihood of
accidents.

Wan et al. [22] investigated the asymmetric behavior of
car-following during traffic oscillation. The study employed
an unmanned aerial vehicle (UAV) to capture footage in the
vicinity of a constriction on a highway located in Nanjing,
China. The research revealed that motorists exhibit a range
of distinct yet uniform driving behaviors, and the oscillation
response of each driver is contingent upon their pre-existing
traits.

Moukafih et al. [23] introduced a Long Short Term
Memory Fully Convolutional Network (LTSM-FCN) for
identifying instances of aggressive driving behavior. The pro-
posed methodology achieved high accuracy when evaluated
using a 5-minute window, surpassing the performance of
other methods. The authors observed that individuals with
lower inhibitory capacity exhibit a higher propensity for vio-
lating traffic laws and experiencing vehicular accidents.

Chan et al. [24] conducted a comparative analysis of
various sensing schemes and detection algorithms proposed
by different authors, which utilize smartphones to identify
instances of drowsiness and atypical driving actions. The
study emphasizes the significance of active systems such
as ADAS or IDAS in alerting drivers of potential haz-
ards. However, the authors suggest that there are still novel
methodologies in the literature that warrant further explo-
ration.

Pawar et al. [25] investigated the effects of time constraints
on drivers’ braking behavior and accident risk. The study
found that various factors, including gender, driving profes-
sion, age, driving history, approach speed, as well as driving
condition, had a significant impact on braking behavior. The
study sheds light on the impact of time constraints on the
braking patterns of drivers and their susceptibility to acci-
dents, which can inform the development of interventions
aimed at mitigating the adverse effect of time constraints on
drivers’ behavior, thereby enhancing road safety.

Petraki et al. [26] analyzed the driving behavior of drivers
at road segments and junctions by utilizing high-resolution
smartphone sensor data. The study sheds light on the impact
of traffic characteristics on driver behavior and suggests that
the results may be utilized to formulate strategies aimed
at enhancing road safety and mitigating aggressive driving
behavior.

Abou Elassad et al. [27] utilized machine learning (ML)
models to analyze driver behavior (DB). The authors present
a theoretical framework that conceptualizes the phenomenon
of driver behavior (DB) by considering various dimensions
inherent in the ‘‘Driver-Vehicle-Environment (DVE)’’ sys-
tem. The authors conducted a systematic literature review
(SLR) on the concept of DB investigation and provided
an overview of the literature on ML. The present review

demonstrates that machine learning techniques have the abil-
ity to evaluate database performance and exhibit superior
performance compared to alternative models.

Singhet et al. [28] provided a summary of naturalistic
driving studies pertaining to driver behavior and road safety.
The authors have presented key findings from prior natural-
istic driving studies, including the fact that driver behavior
is the primary cause of most road accidents. Additionally,
the authors have contributed significant insights pertaining to
naturalistic driving studies, which are instrumental in analyz-
ing driver behavior and enhancing road safety.

Azadani et al. [29] conducted a comprehensive literature
review on Driver Behavior Analysis (DBA), examining its
challenges and future trends. The present proposal aims to
facilitate researchers in comprehending the research direc-
tion and challenges pertaining to the field of DBA, which
enhances road safety and mitigates occurrences of accidents.

Aboulola et al. [30] proposed MODAL-IoCV as a means
of conducting driver behavior analysis through the use of
DL techniques. The proposed approach endeavors to offer
driver support and itinerary preparation with the objective
of mitigating accidents and enhancing traffic safety. The
proposed approach employs a multimodal methodology that
integrates vehicle motion and lane change prediction, feature
extraction, recommendation, and route planning to analyze
drivers’ behavior.

Uprety et al. [31] utilized Federated Machine Learning to
develop an IoV misbehavior detection system that ensures
privacy preservation. The detection of falsified data in Vehic-
ular Ad hoc Networks (VANET) is achieved by the system
while ensuring the preservation of user privacy. The present
proposal aims to create a machine learning model that can
identify instances of VANET position falsification attacks
by utilizing the basic safety message (BSM) dataset of
vehicles.

Brahim et al. [32] explored the use of smartphone sensors
to categorize driver behavior in an effective and afford-
able way. They found that smartphone sensors, such as
accelerometers, gyroscopes, and GPS, were more effective in
categorizing behavior than CAN-bus sensors. The study com-
pared various ML algorithms for time series classification to
identify the optimal approach. Inter-axial information from
multiple sensors was integrated to improve classification
accuracy. The authors highlighted the importance of driver
behavior profiling in insurance and fleet management.

In summary, the articles reviewed in this section present
various methods for driver behaviour analysis. The proposed
methodologies exhibit high accuracy, precision, and recall
values, and have the potential to enhance driver safety in prac-
tical settings. However, certain limitations such as the limited
sample size, the specific driving tasks employed, and the lack
of consideration of extrinsic variables were observed. The
datasets provided by the authors serve as valuable resources
for investigating driver behavior and developing algorithms
for driver assistance and self-driving capabilities.
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TABLE 1. Summary of the articles reviewed towards driving and driver behavior.
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TABLE 1. (Continued.) Summary of the articles reviewed towards driving and driver behavior.

2) MACHINE LEARNING BASED COLLISION SCOPE
PREDICTION
Advancements in the Internet of Vehicles (IoV) have resulted
in an increased focus on traffic safety research. This section
examines recent studies on IoV-based traffic safety Table 2.

Road traffic injuries and fatalities are a significant pub-
lic health concern worldwide, and governments need to
take responsibility for ensuring road safety and providing
resources for effective interventions to mitigate accidents,
according to Hyder et al. [33]. Zong et al. [34] developed
a severity causation network that uses information entropy
and Bayesian networks to forecast severity indexes, aiding
managers in scrutinising the severity of traffic accidents
to enhance safety measures and minimise casualties and
property damages. Yin et al. [35] proposed a hybrid model
and algorithm that utilises ARIMA and GPSOWNN for
short-term traffic flow prediction, showing superior perfor-
mance in predictive accuracy. Chang et al. [36] presented a
real-time object detection and dynamic prediction method-
ology for predicting vehicle positions in IoV frameworks.
Zheng et al. [37] introduced the TASP-CNN method, a novel
approach to predicting traffic accident severity that enhances
predictive accuracy through the incorporation of combina-
tion relationships. The TrafficPredict model, developed by
Ma et al. [38], utilises LSTM for forecasting traffic-agent
trajectories in diverse traffic environments, exhibiting supe-
rior predictive accuracy compared to other contemporary
techniques. Lv et al. [39] proposed the use of high-resolution
traffic trajectories obtained from roadside LiDAR sensors to
identify vehicle-pedestrian conflicts through the use of SDP
spatial distribution. Peng et al. [40] discussed the evaluation

of the significance of condition attributes within equiva-
lence classes, generating decision rules based on equivalence
classes to improve classification results. Katrakazas et al.
[41] proposed an integrated method for assessing collision
risk in autonomous vehicles, using traffic simulation, col-
lision risk assessment, and machine learning techniques to
forecast collisions on road segments. Gao et al. [42] devel-
oped a predictive model for insurance claims based on driver
behaviour, while Ayuso et al. [43] presented a count data
regression model for frequency, incorporating telematics data
to accommodate driver behaviour and other variables that
could potentially impact insurance expenses. The utilisation
of telematics technology has the potential to enhance the cal-
culation of insurance premiums by traffic regulatory bodies.

Several studies have been conducted to enhance traf-
fic safety by predicting traffic accidents and mitigating
their effects. Zhao et al. [44] proposed a traffic accident
prediction method based on Convolutional Neural Net-
works (CNN). They employed deep learning techniques to
extract multi-dimensional features autonomously from Vehi-
cle Ad-hoc Networks (VANET) data. The CNN-based model
was trained and tested on a dataset of simulated vehicle acci-
dents, and it exhibited higher prediction accuracy and lower
loss compared to other machine learning algorithms. The
model’s theoretical foundation is expected to facilitate the
development of vehicle safety assisted driving, anti-collision
guidance, and intelligent vehicle path planning optimization.

Lyu et al. [45] proposed a collision warning model
for Advanced Driver Assistance Systems (ADAS) in a
Vehicle-to-Vehicle (V2V) communication setting. The model
incorporated lane-change behavior and trajectory prediction
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TABLE 2. Summary of the articles reviewed towards Machine Learning based Collision Scope Prediction.
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TABLE 2. (Continued.) Summary of the articles reviewed towards Machine Learning based Collision Scope Prediction.

models, which were evaluated through both driving simulator
and real-world vehicle tests. The proposed model outper-
formed conventional models in terms of warning confusion
matrix and warning time, offering novel modeling concepts
and theoretical backing for the optimization of ADAS cut-in
functionality.

Zhao et al. [46] introduced an algorithm for predicting the
risk of traffic accidents in vehicular edge networks using deep
learning techniques. The algorithm utilizes a CNN within
an edge server to extract multi-dimensional features from a
substantial amount of traffic data originating from the edge
network of vehicles. The model predicts vehicular collisions
and notifies drivers to reduce speed and exercise caution. The
simulations demonstrated that the algorithm under consider-
ation exhibits reduced loss and improved prediction accuracy
compared to other machine learning algorithms, and a com-
parative analysis was conducted to predict the severity of
collision injuries using four commonly used ML techniques
and two statistical methods.

Peng et al. [47] suggested utilizing actual driving data for
the evaluation of emergency driving safety. They employed a
classification technique based on variable precision rough set
(VPRS) to extract a condensed core subset from the driving
dataset, which encompasses themost significant attributes for
evaluating driving safety. The suggested approach exhibits
a notable level of precision and consistency, rendering it
suitable for deducing prompt emergency braking maneuvers,

thereby enhancing the efficacy of collision avoidance
systems (CASs).

Bhalla et al. [48] conducted an evaluation of road safety
interventions in the Latin America and Caribbean (LAC)
region, estimating the advantages of enhancing vehicle
design. The study conducted a counterfactual analysis to eval-
uate the potential decrease in fatalities and disability-adjusted
life years lost in LAC nations if eight established vehi-
cle safety technologies were more extensively accessible.
The investigation projected the number of lives saved and
disability-adjusted life years averted if these technologies
were universally implemented in all vehicles.

Walugembe et al. [49] investigated the rates of fatal-
ities resulting from road traffic accidents (RTAs) during
pre-historical times in Ilala and two other municipalities
located in the Dar es Salaam Region of Tanzania. The
research suggests enhancing the road transportation infras-
tructure to guarantee the safety of road users through the
implementation of current policies, reinforcement of law
enforcement, and the introduction of immediate and effective
penalties.

Wang et al. [50] introduced a Rear-end Collision Prediction
Mechanism (RCPM) that utilizes DL techniques to enhance
the prediction of rear-end collisions, which are a significant
contributor to traffic accidents. The CNN model is trained
through the utilization of both training and testing sets derived
from the preprocessed dataset. The study reveals that RCPM
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exhibits superior performance compared to other algorithms
in the prediction of rear-end collisions.

Pawar et al. [25] used a driving simulator to investigate the
connection between driver braking patterns and the likelihood
of accidents in response to heightened time constraints. Their
research showed that various factors, including gender, driv-
ing occupation, approach speed, age, driving experience, and
driving conditions, exert a significant influence on the brak-
ing behaviour of drivers. Lin et al. [51] utilised crowdsourced
data to forecast post-accident traffic flow patterns and found
that enhancing traffic condition data leads to an improve-
ment in precision. Gutierrez-Osorio et al. [52] conducted
a comprehensive review of contemporary machine learning
techniques for analysing and predicting road accidents and
concluded that Bayesian networks have been identified as the
most precise models for accident analysis.

Yu et al. [53] proposed a ‘‘Deep Spatio-Temporal Graph
Convolutional Network (DSTGCN)’’ for forecasting traffic
accidents. Their model exhibits superior performance com-
pared to both traditional and contemporary techniques when
applied to real-world datasets. Fang et al. [54] introduced
the ‘‘Semantic Context-Induced Attentive Fusion Network
(SCAFNet)’’ as a means of forecasting driver attention in
the context of ‘‘driving accident scenarios (DADA)’’. Their
approach demonstrated exceptional performance on three dis-
tinct datasets. Lee et al. [55] formulated a driving behaviour
model aimed at forecasting the hazardous collision avoidance
of riders of two-wheeled vehicles. Their theoretical frame-
work offers a predictive model for the avoidance of collisions
by riders who engage in risky behaviour.

Li et al. [56] presented an algorithm for autonomous
vehicle decision-making that is based on risk assessment.
Their proposed approach for addressing the needs of both
drivers and passengers involves the implementation of a
collision avoidance strategy that takes into account driving
style preferences. Finally, Zhao et al. [57] investigated driver
behaviour in incidents involving collisions and near-misses
between cars and cyclists. They found that the ‘‘Bus Rapid
Transit (BRT)’’ parameter holds significant importance in
preventing collisions. Li et al. [58] analysed road traffic
accidents in Shenzhen, China, and suggested that China
would benefit from the implementation of traffic man-
agement countermeasures and ‘‘advanced driver assistance
systems (ADASs)’’.

Zhao et al. [59] investigated the impact of integrating both
online and offline channel data on driver risk classification for
usage-based insurance (UBI) products. By utilising driving
behavior data obtained from On-Board Diagnostics (OBD)
loggers and offline consumer behavior data obtained from 4S
dealerships, LR, NN, RF, and SVM were used to categorise
driver risk. The study found that integrating both types of
data enhanced the accuracy of risk assessments, with offline
consumer behavior variables being particularly significant.
These findings have implications for the pricing and cost
management of UBI in the insurance industry.

Lin et al. [60] developed a predictive model for the risk
of intersection accidents using Bayes’ theorem and traffic
accident data. The study found that road dimensions, des-
ignated speed limits, and markings along the roadside were
significant determinants of the likelihood of traffic accidents
at intersections. The predictive model has the capability to
assess potential hazards to mitigate occurrences of vehicular
collisions and provide insights for the design of intersections
and environmental enhancements.

Chang et al. [61] proposed a novel approach to predict-
ing vehicular positions for collision avoidance in the IoV.
The authors used vehicle dynamics and machine learning
architecture to improve the accuracy and reliability of future
vehicular position estimation, building upon the YOLOv4
real-time object detection project. The study found that their
algorithm outperformed a prior study’s linear algorithm,
demonstrating the potential of machine learning techniques
and vehicle dynamics principles to enhance future vehicular
position prediction.

Yang et al. [62] presented a vehicle collision prediction
model that utilises Internet of Vehicles data and is based on
transfer learning. The model utilised historical performance
data to predict future collision occurrences and their respec-
tive timings by analysing and simulating the driving mode of
the vehicle. The model exhibited a high degree of precision in
forecasting vehicular collisions, which enhances traffic safety
and forthcoming driving mechanisms.

Gutierrez-Osorio et al. [63] proposed using social media
and open data to predict traffic collisions, using an ensem-
ble deep learning approach composed of ‘‘Gated Recurrent
Units’’ and ‘‘CNN’’. The study found that their Deep
Learning ensemble model exhibited superior performance
compared to baseline algorithms and alternative deep learn-
ing methods.

Morimoto et al. [64] presented a theoretical framework for
enhancing road traffic safety through a comparative analysis
of global traffic safety objectives and strategies. The study
highlighted the necessity of adopting a comprehensive strat-
egy towards ensuring road safety, encompassing factors such
as infrastructure, technology, culture, and behaviour.

Malawade et al. [65] created a model called SG2VEC that
utilises spatio-temporal scene graph embedding to forecast
collisions involving autonomous vehicles (AVs). The model
employs visual scene perception in conjunction with GNN
and LSTM layers to forecast collisions. The SG2VEC model
demonstrated superior predictive accuracy and earlier detec-
tion capabilities compared to the current leading approach.

Suat-Rojas et al. [66] proposed a methodology for extract-
ing data related to traffic accidents in Spanish from Twitter.
The study found that Twitter has the potential to furnish
information regarding traffic accidents, with commercial
and industrial areas of the city being impacted by Twitter.
The proposed method utilises named entity recognition and
geocoding to address issues related to informal language and
misspellings.
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Lastly, Pan et al. [67] presented a communication net-
work architecture and early warning system for Vehicle-
to-Pedestrian (V2P) using LoRa technology. The system
uses LSTM and ANN to predict the area of risk for
pedestrian-vehicle collision in situations where pedestrian
trajectories are uncertain. The probability of confidence is
a determining factor for issuing warnings for pedestrian-
vehicle collisions.

The studies presented in this section provide valuable
insights into various aspects of road safety and accident pre-
vention, the use of machine learning techniques to analyse
and predict accidents, and the development of models for
predicting hazardous collision avoidance. These studies can
inform the development of effective strategies and technolo-
gies for improving road safety and reducing accidents.

3) MACHINE LEARNING BASED TRAFFIC CONGESTION
PREDICTION
In recent years, several studies have focused on developing
methodologies for predicting traffic collisions and congestion
using machine learning techniques. Zhao et al. [59] inte-
grated online and offline data to improve the accuracy of
driver risk assessment in usage-based insurance products.
Kothai et al. [68] proposed a hybrid BLSTME and CNN
model for predicting traffic congestion levels that effectively
addressed the issue of overfitting and attained a high level
of accuracy. Onyeneke et al. [69] examined the factors con-
tributing to and consequences of congestion in road traffic in
metropolitan regions, and proposed several policy measures
for mitigation. Du et al. [70] introduced a hybrid multimodal
deep learning method for predicting short-term traffic flow
that surpassed various baseline methods. Wei et al. [71] pro-
posed an AutoEncoder Long Short-Term Memory approach
for traffic flow prediction that demonstrated superior per-
formance compared to prior techniques. Hébert et al. [72]
utilised big data analytics to develop high-resolution acci-
dent forecasting techniques in Montreal, Canada, and iden-
tified several significant indicators of vehicle collisions.
Moses et al. [73] presented a methodology for vehicu-
lar traffic prediction utilising machine learning techniques.
Ranjan et al. [74] proposed a novel neural network archi-
tecture for predicting traffic congestion levels across an
entire urban road network that exhibited superior compu-
tational efficacy and prediction performance compared to
other DNNs.

While these studies offer promising solutions for address-
ing traffic collision and congestion problems, each has certain
limitations that should be taken into account when applying
these models in real-world scenarios. Further research is nec-
essary to address these limitations and optimise the efficacy
and feasibility of these proposed methodologies in intelligent
transportation systems Table 3.

III. OBSERVATIONS
Centralized machine learning approaches for vehicle
safety and road traffic in the context of the Internet of

Vehicles (IoV) face significant challenges due to centralized
data collection and storage. These approaches may not be
scalable for large datasets, require significant computational
resources, and may not be robust against cyber threats.

Federated learning, a distributedmachine learning strategy,
can address these challenges by enabling data to be processed
and trained locally on individual devices, thereby address-
ing privacy and security concerns. Federated learning also
improves scalability, reduces communication costs, and is
more robust against adversarial attacks.

Existing research studies have demonstrated the effec-
tiveness of federated learning for vehicle safety and road
traffic in the context of the IoV, but limitations include the
need for significant computational resources, heterogeneity
of data, and limited data sharing among devices. Future
research directions for federated learning in the context of
vehicle safety and road traffic include investigating real-time
decision-making, optimizing communication protocols and
models, and addressing ethical and privacy concerns.

Federated learning can be integrated with other emerging
technologies, such as blockchain, to enhance vehicle safety
and road traffic in the context of the IoV. Blockchain technol-
ogy can offer a decentralized platform for sharing and storing
data among multiple entities, including vehicles and traffic
management systems, and can ensure secure and private data
sharing.

One potential application is the development of a
blockchain-based platform for sharing data among vehicles
to improve traffic flow and reduce congestion. Federated
learning can be used to develop predictive models based on
the shared data, which can be used to optimize traffic flow
in real-time. Urban regions can benefit from improved traf-
fic management and reduced congestion through federated
learning.

Predictive models developed through federated learning
can optimize traffic light timings, reroute vehicles, and
suggest alternative modes of transportation. One potential
application is the development of a federated learning-based
platform for optimizing public transportation in urban areas
by integrating data from multiple sources to develop pre-
dictive models for public transportation demand and suggest
optimal routes and timings for buses and train.

A. RESEARCH SCOPE
Based on the research questions, some possible research
objectives for a study on federated learning in the context of
vehicle safety and road traffic for the Internet of Vehicles are:

1. To identify the ethical and privacy concerns associated
with federated learning in the context of the IoV and
develop strategies to address them.

2. To explore the potential of integrating federated
learning with other emerging technologies, such as
blockchain, to enhance road traffic and vehicle safety
in the context of the Internet of Vehicles.
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TABLE 3. The summary of the articles reviewed under Machine Learning based Traffic Congestion Prediction.

3. To investigate the feasibility and effectiveness of using
federated learning to optimize traffic management and
reduce congestion in urban areas.

4. To conduct a comprehensive literature review on exist-
ing research studies that have used federated learning
for vehicle safety and road traffic and analyze their
findings and limitations.

5. To identify the future research directions and oppor-
tunities for using federated learning in the context
of vehicle safety and road traffic for the Internet of
Vehicles.

B. RESEARCH OBJECTIVES
The research objectives recommended for further research
are to develop machine learning strategies to estimate the
hindrances caused by traffic, vehicle health, driver cognitive
levels, and driving behavior to avoid consequences such as
accidents and mortality caused by road transportation acci-
dents. In order to achieve this, the following key challenges
need to be addressed:

Initially, using blockchain-based Federated Learning to
manage and access the data that accumulates from vehicles
in an unstructured format.

Next, performing feature engineering under federated
learning on the data that IoV collects on a continuous basis,
which is used to predict road transportation scenarios, traffic
and vehicle impediments, driver cognitive levels, and driving
behavior. These predictions will be used to forecast the acci-
dents, vehicle accident risk, and safe routes.

Finally, the challenges of safe route assessment, road
congestion management, and intelligent traffic signaling
will be attempted to address by using Federated Learning
approaches.

The eventual goal of this research is to improve road safety
and reduce accidents and mortality caused by road trans-
portation accidents. By addressing these challenges through
machine learning, the researchers aim to s before they occur.

IV. CONCLUSION
The use of machine learning algorithms for road traffic and
vehicle safety in the context of the Internet of Vehicles (IoV)
has gained significant attention in recent years. However,
centralized data collection and storage present significant
challenges, including privacy concerns and communication
costs. Federated learning has emerged as a promising solu-
tion for addressing these limitations. This literature review
provides an overview of recent advancements in the use of
federated learning for road traffic and vehicle safety in the
context of the IoV. The review identified potential bene-
fits of using federated learning, including improved privacy
and security, scalability, and robustness against adversarial
attacks. However, there are also limitations, including the
need for significant computational resources and the risk
of model divergence or overfitting. The review highlights
several existing research studies that have used federated
learning for road traffic and vehicle safety, but further
research is needed to validate its effectiveness and scalability
in real-world scenarios. Overall, the paper emphasizes how
federated learning has the ability to overcome the drawbacks
of centralized machine learning techniques and offers rec-
ommendations for further study and improvement in this
field.
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