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ABSTRACT The Smart Factory has been a concept studied during the last decade that has not been
standardized yet; for this reason, the academy and industry have developed a wide variety of new
architectures that describe the integration of elements for digitization and interconnection. The present
research aims to introduce a new architecture proposal for migrating traditional (automation) to smart
(digitization) factories, implemented through open-source software. The proposed architecture is integrated,
for the first time, by the interconnection of six main elements: cyber-physical systems, edge computing,
artificial intelligence, cloud computing, data analytics, and cybersecurity; the research describes in detail
their definitions, sub-elements, the interconnection between elements, and the minimum requirements for
implementation. The test of the proposed smart factory was done through a scale smart factory pilot testing
for a pick and place process, where the assembly of wood pieces from the geometric Tangram’s puzzle
was required; for this reason, the pilot testing includes a six-degree-of-freedom robot arm, a conveyor,
a vision system, and a storage area. The case study conducted in this research allowed the assembly of
four puzzles (fish, house, rocket, and swan) that were assembled with four different batches of pieces. The
implementation allowed testing flexibility and adaptability. The final assembly reports included the status
of assembly, the number of pieces assembled, the number of pieces stored, the assembly sequence, and the
assembly time. Similarly, the development of the SCADA system allowed asset control as well as asset
monitoring. The KPIs of the assembly process measured productivity (OTD) and time tracking (ATCT and
TA) of the 16 tests, founding that the interconnection and digitization of the scale manufacturing cell were
fully integrated and allowed repeatability; the proposed SF architecture represents an alternative for the small
and medium automated factories to achieve interconnection and digitization, and it is ready to be tested in a
more complex scenario.

INDEX TERMS Architecture, Industry 4.0, open-source, pilot testing, smart factory.

I. INTRODUCTION23

The concept of a Smart Factory (SF) has been studied with24

greater interest in the last decade because the Traditional25

The associate editor coordinating the review of this manuscript and

approving it for publication was Hailong Sun .

Factory (TF) architecture does not allow flexible and 26

autonomous tasks using the same facilities. Although the 27

SF concept is not standardized, Radziwon et al. [1] defined 28

an SF as a manufacturing solution that provides flexible 29

and adaptive production processes, to resolve problems in a 30

production facility with dynamic and changing conditions; 31
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the main characteristics required in an SF are flexibility and32

adaptability, considering an agile and lean model with a low-33

cost implementation. Also, Burke t l. [2] defined the SF as a34

flexible system that learns from new conditions in real-time,35

adapts, and runs entire production processes. Herrmann [3],36

and Petit et al. [4] agreed that SF takes advantage of digital37

technologies, with the main idea of achieving asset efficiency,38

quality, low costs, safety, and sustainability.39

In the sameway, the concept of SmartManufacturing (SM)40

has meant an actual topic of study, it involves a collaborative41

manufacturing system that responds to changing conditions42

of the supply network, the factory, and the customer needs [5].43

The key elements of smart manufacturing include intelligent44

products, intelligent equipment, intelligent factories, and45

intelligent supply chains [6]. As it is presented in the review46

of Haricha et al., SM is a new topic that needs to be explored47

through the technical advances as well as the challenges that48

present, mainly in topics related to interoperability, large49

amounts of data, obsolete SM production lines, and SM50

systems complexity [7].51

Specifically, the difference between smart factory and52

smart manufacturing lies in the fact that the first one53

(SF) refers to intelligent and highly digitized installation,54

that uses connected devices and real-time data to optimize55

production processes and improve efficiency [8]; it is focused56

on integrating technologies within the factory to develop a57

flexible and adaptable environment. On the other hand, the58

SM is related to the collaborative manufacturing systems that59

respond to changing conditions of the supply network, the60

factory, and the customer needs, so the whole manufacturing61

ecosystem is involved in the process (from suppliers to62

customers) [6], [9].In particular, it is important to understand63

the position where the SF takes place in the fourth industrial64

revolution, and according to the prior art, the smart factory65

can be seen as an essential part of smart manufacturing; in66

the same way, smart manufacturing is considered a subset of67

Industry 4.0 (I4.0).68

The key to migrating from the Traditional Factory69

(rigid process production) to a Smart Factory (flexible70

and autonomous tasks) requires that all the connected71

components send the information in real-time to achieve72

digitization without requiring extra budget. In addition,73

routine tasks based on artificial intelligence (AI) control74

the autonomous systems to improve productivity, deal with75

quality issues difficult for people to detect, and incorporate76

made-to-order/mass-customization capabilities [4], [10].77

In consequence, the update from traditional to smart78

factories is difficult to achieve for emerging economies,79

newly industrialized countries, or specialized manufacturing80

service countries [11], [12]; this implies that Small and81

Medium Enterprises (SMEs) require to invest more resources82

in technology to not become obsolete and unproductive.83

The research of Jung et al. presented the main obstacles to84

implementing the SF for SMEs including i) financial burden85

(22.4%), ii) lack of technology (21%), iii) lack of big data86

(14.1%), iv) lack of cooperation with related companies 87

(14.7%), v) demand of regulatory improvement (6.5%), and 88

vi) others (21.3%) [13]. An SF with open-source software 89

should solve the financial burden and lack of technology 90

(43.4%). 91

In brief, most SF architectures have been proposed theo- 92

retically using schemas or diagrams for possible realizations 93

or simulations; only a few implementations with a real 94

application and testing are reported in the literature. Firstly, 95

some architectures were based on industrial technology stan- 96

dard devices (PLCs, Gateways, Servers, Sensors, Actuators, 97

HMIs, or Smart Devices, RFIDs) [14], [15], [16], [17]. 98

Secondly, it was based on communication protocols such 99

as Industrial Ethernet, Profibus, OPC UA, HTTP, MQTT, 100

AMQP, CoAP, XMPP, [18], [19], [20], [21]. Thirdly, it was 101

based on software and platforms like Visual C#, ASP.NET, 102

Factory IO, self-developed RESTAPIs, Thingworx, [5], [17], 103

[22], [23]. Fourthly, it was based on cloud services such as 104

Azure, IBM, AWS, or GCP, [24], [25], [26]. Finally, it was 105

based on different architectural topologies as centralized, 106

collaborative, connected, or distributed, [27], [28], [29]. 107

SF proposals using open-source software represent an 108

open opportunity for research and industrial application; 109

as an example, Ahn et al. introduced a framework that 110

relates the cloud and fog computing using open-source tools 111

like OpenStack (cloud service infrastructure) to achieve 112

data analytics and information displayed through virtual 113

machines, [30]. Similarly, Kim et al. presented a comparison 114

between different parameters of open-source IIoT platforms 115

(such as Kaa, Sitewere, DeviceHive, and Fiware) like 116

the communication protocol, language, integration, and 117

encryption, among other parameters, [31]. In the same way, 118

Pipan et al. studied the benefits of integrating the distributed 119

manufacturing nodes to enable the customization of pro- 120

duction and manufacturing processes through open-source 121

software and IIoT SCC (Single Chip Computer), [32]. 122

Different research has been presented where basic SCADA 123

systems have been developed through platforms such as 124

Node-RED, for testing systems based in open-source soft- 125

ware like [33] and [34], or testing specific communication 126

protocols and monitoring the interaction (Modbus and 127

MQTT) [35]. Additionally, Li et al. presented an open-source 128

MES (Manufacturing Execution System) framework that also 129

integrates distributed components with the industrial standard 130

ISA95 (integration of enterprise and control systems), [36]. 131

Furthermore, Waters et al., integrated an open-source IIoT 132

solution applied to the monitoring of gas waste, integrating 133

the data from the Operational Technology (OT such as 134

IO-Link or Raspberry Pi) and the Information Technology 135

(IT such as Python Dashboards through Plotly library) using 136

different communication protocols like Fieldbus, OPC-UA, 137

and MQTT, [37]. 138

On the other hand, the integration of digital technology has 139

generated new patents centered only on solving a particular 140

issue of the SF, and a full SF architecture has not been 141
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patented. As an example, Kwon and Song [38] patented a142

method for secure data processing in the SF using secure143

gateways (encryption algorithms such as AES, RSA, and144

DES) to control the data flow coming from PLCs and145

IoT devices; the decoupling of network technology requires146

industrial networks (Ethernet, Profinet) and industrial pro-147

tocols (OPC UA) to reduce vulnerabilities in the system.148

Similarly, Kim and Dong [39] proposed an SF service based149

on 5G using an integrated server (only in the Edge) to run150

applications of augmented reality (AR), computer vision,151

robotic control, and data analysis; the collected data are152

sent to a local cloud through a wire connection (using Time153

Sensitive Network standard) to store information and carry154

out Machine Learning (ML) predictions. Finally, OH et al.155

presented an SF architecture about risk monitoring and156

intelligent sensing [40], to establish mutual communication157

with production devices; it integrates sensors (IoT modules),158

a network, an AI server (automatic sensor recognition), a big159

data server, and a manager for intelligent devices (data160

transmission between systems).161

In counterpart, the new products for the automation162

industry (technology developers) are currently in the research163

and design phase, or the first version released, and there are164

basic solutions in the market to achieve an SF. For instance,165

Siemens offers solutions like i) Mindsphere as an operating166

platform to connect industrial equipment and sensors to167

the cloud-based IIoT, ii) industrial and intelligence edge,168

and iii) IoT security technologies [41], [42]. In particular,169

Rockwell Automation provides a variety of hardware like170

i) smart sensors, ii) RFIDs, iii) HMIs, and iv) intelligent171

controls; in the same way to accomplish digitization, they172

use software like FactoryTalk, with different modules such as173

i) 3D modeling and design, ii) digital twin, iii) analytics, iv)174

edge ML, and v) network manager [43], [44]. Additionally,175

Bosch proposed the IoT Suite software platform that interacts176

with modules for digitization, including i) IoT Device man-177

agement, ii) IoT Remote Manager, iii) IoT Edge Agent, and178

IoT Edge Services; they also developed the ctrlX Automation179

software that includes features like i) a Linux real-time180

operating system, ii) open standards and a comprehensive181

IoT connection, iii) platform for field communication using182

Ethernet and Profinet protocols [45], [46]. Equally important,183

Eaton and T-Systems in partnership developed an IoT184

platform for predictive maintenance (store, visualize, analyze185

data, and perform linear and square analysis with predictive186

scenarios for machines) based on Azure [47], [48].187

According to the architectures, articles, patents, and188

industry solutions presented above, there has not been defined189

or realized a full Smart Factory proposal using open-source190

software. The first SF architectures integrated digital tools191

but lacked a defined structure for industrial implementation.192

Next, the researchers focused on the development of SF193

architectures that fulfill flexibility, reliability, or digitization194

but the structure of the architectures was not improved.195

As mentioned in the previous paragraph, the automation196

market only offers specific technological solutions for a197

particular application or issue, and the technological propos- 198

als presented represent an expensive technology solution for 199

SMEs. The most recent investigations have developed hierar- 200

chical architectures that explain the components required for 201

industrial implementation; they focused mainly on a specific 202

problem and propose the industrial technology required to 203

solve the issue. Data analytics and information security have 204

also taken relevance in the structure of their architectures, but 205

they required to be investigated deeper. 206

This research is focused on presenting a new architecture 207

proposal for the full migration technology issue of the tra- 208

ditional (automation) to the smart factory (digitization), in a 209

basic form, all this with open-source software, including six 210

main elements (Cyber-Physical Systems, Edge Computing, 211

Artificial Intelligence, Cloud Computing, Data Analytics, 212

and Cybersecurity). Therefore, the tools applied to traditional 213

factories can lead to the adoption of flexibility and autonomy 214

of the Smart Factory, applying the interconnection and 215

digitization of all devices in the facility to be able to withstand 216

the industrial environment. 217

The paper’s sections are organized as follows: Section II 218

presents the literature review and the proposed architecture 219

of the Smart Factory with the minimum requirements for 220

implementation. Section III presents the Smart Factory 221

approach related to the case study and the experimental setup, 222

including technical information. Section IV describes the 223

results of the SF implementation (assembly logs, SCADA, 224

and KPIs), Section V presents the discussions of the research, 225

and Section VI the conclusions achieved in this study and the 226

future work. 227

II. SMART FACTORY ARCHITECTURE PROPOSAL 228

The first part of this section focuses on a literature review 229

related only to SF architecture proposals in academic papers. 230

Subsequently, the proposed SF architecture is presented, 231

talking about the outstanding elements that compose the 232

architecture; a detailed description of each one is given, 233

including its definition in the state of the art, the sub-elements 234

in the SF architecture, the relation between the prior art and 235

the proposed element, and finally, the minimum requirements 236

for the implementation using open-source software to visu- 237

alize the interconnection and digitization of all devices in a 238

scale smart factory pilot testing. 239

A. LITERATURE REVIEW 240

In recent years, a diversity of SF architectures, models 241

with different schemas, and proposed academic and indus- 242

trial applications have been introduced [49]. In particular, 243

Kemény et al. developed an SF architecture (integrated 244

by Hardware, Components, and Software) to test different 245

I4.0 technologies in a scale testbed facility (platform for 246

education and research); the learning factory aimed to 247

reinforce the concepts on students and the skill development, 248

applying the architecture on the SF laboratory at MTA 249

SZTAKI, which included physical (PLC, Raspberry Pi, 250

Arduino, cameras, Kinect, conveyor, workstation, robots, 251
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RFIDs, routers, FESTO devices) and virtual (web server, web252

interfaces, databases, low-level services) components [22].253

Moreover, Shariatzadeh et al. proposed an SF architecture254

(integrated by Physical Layer, IoT Platform, and Product255

Life Cycle Management Platform) implemented through the256

Thingworx Java SDK platform using a random data generator257

to validate the digital factory and the SF integration [23].258

The previous proposals were only simulated or used for an259

educational environment, and the SF elements were without260

a detailed description of the main components.261

Alternatively, the research of Kaschel and Bernal [50],262

mentions that flexibility is divided into process flexibility263

(machine, job, volume, layout) and product flexibility264

(sequence, operational, processing) to achieve multiple types265

of products. Wang et al. designed an SF architecture (inte-266

grated by Physical Resource Layer, Industrial Network Layer,267

Cloud Layer, Supervision, and Control Layer) to emphasize268

the capability of multiple routing using flexible convey-269

ing, which consists of transferring products between any270

machines for automatic positioning to reconfigure production271

routes [14]. Similarly, Jung et al. developed an SF architecture272

(integrated by Edge, IIoT Platform, and Enterprise Software273

Services) presenting an order requirement scenario between274

two factories (factory A with a lack of products, factory275

B provides the required products to factory A), to test276

the flexibility, the adaptation of production capacities, and277

sharing of resources, assets, and inventory [15].278

Further investigations include the development of hierar-279

chical architectures that detail specific components required280

for the SF and the industrial settings for real implementation.281

Specifically, Chen et al. presented an SF architecture to282

explain the integration of manufacturing and services; the283

elements that integrate the architecture are the Physical284

Layer (modular units, reconfiguration, interface adapter,285

and software adapter), Network Layer (edge computing,286

OPC UA interconnection, and corporate internal operation),287

Data application Layer (knowledge management, ontology288

modeling, QoS management, and information evaluation),289

and Terminal Layer (monitor, maintain, design, and bill290

management). The architecture was applied in a laboratory291

platform for a candy packing line and it was monitored292

for six months to detect the main issues and challenges293

in the SF architecture implementation [16]. Additionally,294

Wan et al. presented an SF architecture based on four295

layers (smart device layer, network layer, cloud layer, and296

application layer) that are related to the physical smart297

manufacturing resources, industrial wireless sensor networks,298

cloud platforms, and services of system applications [51].299

Moreover, Illa et al. proposed an architecture that integrates300

three key building blocks of the Smart Factory (Smart301

Equipment, Seamlessly Integrated Ecosystem, and Advances302

Analytics), so the framework proposed included five layers303

(Manufacturing Applications, Enterprise Applications, IoT304

Platform, Data Visualization and Control, and Security);305

they also compared three different approaches for the smart306

factory including the Open Source Software, Commercial 307

Distribution, and Platform as a service; finally, they presented 308

a guide to implementing IoT based solution technologies and 309

use-cases [52]. 310

Similarly, Okeme et al. proposed an SF architecture that 311

integrated elements from the Manufacturing Application 312

(MES dashboard, database, and Order system), Visualization 313

and Control (3D Monitoring, CPS controller, and CPS 314

Simulator), IoT (OPC UA, Edge, Platforms, and Enterprise), 315

Digital Twins (geometry, dynamics, material properties, and 316

model update), and Cyber Security (encryption, closed and 317

protected systems). The SF architecture was developed in 318

a simulated environment (Factory IO) to state the benefits 319

of the SF adoption (efficiency, cost, quality, safety, and 320

profitability). The Factory IO platform was also linked 321

with tools like Siemens MindSphere, PLCs, and Matlab 322

Simulink [17], [53]. Moreover, the model proposed by 323

Kahveci et al. is a reference architecture with features such as 324

security, interoperability, resilience, and scalability; it is built 325

through five layers (Control and Sensing, Data Collection, 326

Data Integration, Data Storage and Analytics, and Data 327

Presentation) that are tested through an assembly battery 328

pack case study, so the architectures serve as a platform 329

for businesses (small and medium enterprises) [54]. In the 330

same way, Hsu et al. proposed a Smart Factory architecture 331

that includes four layers (Physical Resource Layer, Cloud 332

Service Layer, Terminal Layer, and Network Layer), so the 333

infrastructure of the factory can respond to the fast demand 334

of the market; the technologies used to implement the 335

architecture include Edge computing, Fog computing, Cloud 336

Computing, and Blockchain, implemented through different 337

devices like robot arms, Raspberry Pi, microcontrollers, 338

cameras, PLCs, sensors, among others [55]. 339

Recently, Lee et al. investigate the application of different 340

technologies within the Smart factory of the automotive 341

industry applied in cellular manufacturing, finding that the 342

most important are: digital twins, additive manufacturing, AI- 343

based monitoring, human-robot collaboration, and advanced 344

technology for supply chain and logistics, the research 345

also emphasizes the importance of the five levels of a 346

smart factory framework, including digitization, connectivity, 347

predictability and analysis, optimization and cognitive, and 348

self-recognition and autonomous [56]. Abdelatti et al. present 349

a lab-scale smart factory based on the Fischertechnik kit as 350

part of the Industry 4.0 Learning Factory, but all intercon- 351

nections including hardware, software, and protocols have 352

been replaced by open components such as Arduino, sensors, 353

Raspberry Pi, and open-source controllers and software, 354

using the Robot Operating System (ROS) and the MQTT 355

protocol, integrating a Human Machine Interface (HMI) with 356

a SCADA system [57]. Ryalat et al. presented a Smart Factory 357

architecture based on: Physical, Network, Data Application, 358

and Terminal layers, explaining that the implementation of 359

the SF can be through the following pillars of Industry 4.0: 360

cyber-physical systems, the Internet of Things (IoT), big 361

101730 VOLUME 11, 2023



J. A. Fortoul-Diaz et al.: SF Architecture Based on Industry 4.0 Technologies

data analytics, cloud computing, artificial intelligence, and362

autonomous robotics. The architecture implementation was363

done through a case study about a drilling process with a364

Kuka robot, an S7-1200 PLC, and an IoT platform to explore365

the real-time diagnosis, control, and prediction; the authors366

finally conclude that it is necessary to explore and include367

specific pillars of the I4.0 such as cybersecurity and artificial368

intelligence, and the inclusion of human-machine interaction369

and collaboration [58].370

Summarizing the presented prior art, the SF architectures371

integrated digital tools into traditional factory processes and372

carried out tests for concepts like SF and I4.0, but lacked373

a defined structure for industrial implementation. Next, the374

researchers focused their work on the development of SF375

architectures that fulfill flexibility, reliability, or digitization;376

they improved the industrial components used for the377

application, but the structure of the architectures was not378

improved significantly (they included mainly physical com-379

ponents, cloud services, and edge devices). The most recent380

investigations have developed hierarchical architectures that381

explain in detail the components required for industrial382

implementation; they focused mainly on a specific problem383

and propose the tools (based on industrial technology)384

required to solve the issue. Data analytics and information385

security have also taken relevance in the structure of their386

architectures.387

In the same way, research about adaptability in the SF388

environment has not been fully explored; Horbach et al.389

define adaptability as the ability of a production system390

to change actively in response to external or internal391

triggers [59]. The research of Komoto et al. included the study392

of a simulation framework based on run-time adaptability,393

where they could simulate the dynamic changes of the394

functional requirements during product development [60].395

The proposed research presents an SF architecture with396

flexibility and adaptability, that combines the previous397

characteristics (physical elements, cloud services, edge398

devices, and data analytics) with the addition of artificial399

intelligence (machine learning, deep learning, imitation400

learning) and cybersecurity (authentication, encryption, and401

secure connections). The most important feature is that the402

SF architecture implementation is fully integrated with open-403

source software, becoming an alternative method within the404

SF, more in particular for small and medium enterprises.405

B. PROPOSED ARCHITECTURE406

To accomplish the SF architecture, a prior art revision,407

functional tests, and real implementation were completed408

considering:409

• review of definitions, SF elements, general concepts410

(industry 4.0, smart manufacturing, IoT, among others),411

theoretical and simulated SFs, real implementations, and412

future trends.413

• functional tests for tools and technologies to include the414

best devices, protocols, software, and algorithms; dis-415

carding hard-to-implement components and technology416

not suitable for industrial environments or no longer 417

supported. 418

• interconnection between elements and the minimum 419

requirements for the application. 420

• a simple implementation carried out to validate the 421

proposed SF architecture. 422

The architecture includes six main elements, and a brief 423

description of each one is presented below. 424

1) Cyber-Physical Systems (CPS): it is an interface 425

between the physical and the digital environment for 426

data transformation (physical to digital, or vice-versa) 427

using wired/wireless protocols to communicate acqui- 428

sition boards, PLCs, sensors, and actuators. The IoT 429

components send/receive information and instructions 430

for automated devices through protocols (OPC UA, 431

MQTT, HTTP, CoAP, AMQP, or DDS). 432

2) Edge Computing (EC): it executes processes near the 433

source data, runs local (real-time routines, communi- 434

cate with the Cloud and CPS), and distributed (replica- 435

tion of services and information) services through Edge 436

Nodes (divide the workload and computing between 437

different Edge devices). 438

3) Artificial Intelligence (AI): it performs the decision- 439

making process and pattern recognition, executing 440

Deep Learning (biological process replication), Imita- 441

tion Learning (human actions carried out by automated 442

devices), or Machine Learning (data classification). 443

4) Cloud Computing (CC): it is a set of configurable com- 444

puting resources that require minimal resource settings 445

to allow the execution of services like the Message 446

Queue Telemetry Transport (MQTT) Broker Server, 447

IoT Platform, Databases, or architectural services. 448

5) Data Analytics (DA): it requires a data pre-processing 449

step, to select the useful information; it allows the 450

visualization of information through dashboards in 451

real-time and the elaboration of statistical (Mean, 452

Mode, Standard Deviation) or analytical (Linear 453

Regression, Predictive Analytics) reports with a sum- 454

mary of current information and future trends. 455

6) Cybersecurity (CS): it carries out information pro- 456

tection and secure communications between elements 457

through encryption/decryption algorithms and identity 458

validation; it can be applied to all the devices and 459

protocols within the SF. 460

To situate the proposed architecture in the SF’s road map 461

and the prior art, Table 1 presents a comparison of the 462

elements included in the SF architectures of the related work, 463

as well as the advantages and disadvantages of each one. 464

As it is observed, the previous architectures were focused 465

only on the physical components, cloud connections, and 466

process digitization. In general, the two major contributions 467

of this SF architecture proposal are i) the integration of 468

open-source software (compatible with the automation and 469

control hardware) as an equivalent option for the components 470

offered by the market or industry sector, and ii) the 471

incorporation of cybersecurity and artificial intelligence to 472
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TABLE 1. Comparison between the Smart Factory architectures studied in the prior art with the proposed architecture.

the four main components (CPS, EC, CC, and DA) used in473

the previous architectures. These features make the proposed474

SF architecture the first in integrating the six elements (CPS,475

EC,AI, CC,DA, andCS) and implementing them using open- 476

source software; all the features are summarized in Fig. 1, 477

it shows how the six elements that conformed to the proposed 478
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smart factory are interconnected, located, and related so that479

anyone can reproduce the smart factory using open-source480

software tools, with the minimum requirements.481

Functional tests for technological tools (devices, protocols,482

software, platforms, algorithms, and services) were per-483

formed to achieve the minimum requirements to implement484

the proposed SF architecture. As a result, Fig. 1 presents the485

components and interconnection between the six elements to486

achieve digitization with basic requirements. The following487

subsections describe in detail each element of the SF488

architecture, as well as the sub-elements and components.489

1) CYBER PHYSICAL SYSTEMS490

The CPS concept was first introduced in 2006 by West491

and Parmer to define real systems based on a software492

architecture [61]. The CPS represents the intersection of493

the physical and the cyber environments, which means the494

integration of computation with physical processes. Con-495

sequently, the CPS integrates computing, communication,496

and storage capabilities with monitoring and controlling497

physical world entities [62]. The CPS can be configured498

as independent and autonomous; these characteristics are499

the basis of a Smart Factory [3], the key components of500

Industry 4.0, and the digitization processes [63]. According501

to Jamaludin and Rohani, the main CPS characteristics502

include the physical system, cyber and information system,503

heterogeneous (integration and interaction process between504

the cyber and physical) system, and security requirements505

(including real-time capability and predictability) [64].506

As revealed by Fig. 1, the CPS element of the proposed507

SF architecture requires the integration of two main sub-508

elements: i) physical, that is composed of automated devices509

(conveyors, robots, vehicles, etc.), actuators (stepper motor,510

servomotors, pneumatic devices, etc.), sensors (tempera-511

ture, pressure, proximity, etc.), and acquisition components512

(microcontrollers, PLCs, etc.), ii) IoT, that uses the MQTT513

protocol (defining the Quality of Service, Port, and IP514

Direction) to exchange information through messages (topic515

and payload) between clients (publisher and subscriber).516

The proposed CPS element includes the four characteris-517

tics presented by [64]. The physical, cyber and information,518

and heterogeneous systems are developed with hardware like519

PLCs, microcontrollers, IoT devices, sensors, or actuators.520

Finally, the security requirements are achieved through secure521

channels (SSH and secure ports) based on theMQTT protocol522

to allow the connection with the EC and CC, additionally,523

the message payloads are encrypted/decrypted (via Advanced524

Encryption Standard (AES) algorithm). These components525

are integrated with automated devices through shields that526

use industrial protocols (Ethernet, CAN, Modbus) to digitize527

physical processes.528

The application of the CPS element in Fig. 1 includes the529

integration of both the Physical and the IoT sub-elements;530

they interact in a process that starts in the Automated Devices,531

the process continues to the Sensors located throughout the532

facility, then the digital information is transferred to the 533

IoT components (data acquisition boards, PLCs, gateways) 534

through different wired/wireless communication protocols 535

(serial, I2C, ethernet, SPI, Modbus, CAN, OPC UA, ZigBee, 536

LoRa) to realize the information preprocessing and data 537

encryption. In this step, the Message (topic and payload) is 538

built and subsequently sent to the Cloud through the MQTT 539

protocol. The feedback from the Edge uses different com- 540

munication protocols through the Downstream connection 541

and includes information on the control Routines (position, 542

feedback, emergency stop) for the Automated Devices (sent 543

directly to the Actuators or through Motor Shields). 544

2) EDGE COMPUTING 545

In the opinion of Khan et al. Edge Computing is a new 546

paradigm that performs computing to process, analyze and 547

store information for knowledge generation near the data 548

source at the edge of the network [65] and closer to the 549

devices to reduce traffic and communication bandwidth using 550

the upstream channel (data travels from the data source 551

to the cloud), and the downstream channel (information is 552

sent from the cloud to the IoT devices) [66]. EC takes 553

responsibility for specific tasks and virtualizes (generates a 554

copy) the server’s capabilities so that it can be considered an 555

extension of the cloud [19]. In addition, the EC requires a set 556

of autonomous devices (edge nodes hierarchically distributed 557

as edge gateways, edge controllers, edge clouds, and edges) 558

to execute distributed computing services and specific tasks 559

(storage, processing, visualization) [67]. 560

The EC element of the proposed SF architecture (see 561

Fig. 1) requires the sub-elements: i) Edge Nodes and Edge 562

Devices, in charge of local services (real-time computing, 563

upstream and downstream communication) with the cloud, 564

and downstream communication with the IoT devices, 565

and distributed services (intelligent services, processing, 566

storage, and data visualization), ii) Automation, to integrate 567

automated devices (robots, conveyors, vehicles) and visual 568

components (cameras and vision devices), and iii) Control 569

routines (feedback, position, and emergency stop). 570

The EC element satisfies the characteristics described in 571

the literature review because the computing services are 572

executed near the data source (local and distributed). The EC 573

implementation includes devices like Raspberry Pi, Jetson 574

Nano, Nano Pi, among others that run open-source software 575

and services, and the processes that require higher computing 576

resources (automation and control) are executed in GPU 577

environments. Distributed computing allows data replication 578

at the Edge nodes, so it is always available from the CPS or 579

the Cloud elements. 580

The implementation of the EC element in Fig. 1 combines 581

the execution of local and distributed services. First, the 582

Local Services execute the Real Time Computing process 583

(implemented using Python scripts) to integrate all the 584

information from the Routine models (algorithms to calculate 585

the Position of the Automated Devices, receive Feedback, 586
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FIGURE 1. The elements for the proposed Smart Factory architecture are indicated in different colors and the minimum
requirements for implementing the proposed SF architecture are based on open-source software.

and activate the Emergency Stop), the AI models (Deep587

Learning and Imitation Learning), and the Cloud; The edge588

devices communicate through the Downstream (exchange 589

information with the CPS and Automated Devices) and 590
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Upstream (exchange information with the Cloud) channels591

and the Distributed Services are implemented through the592

Distributed Node-RED (DNR) platform for data replication593

(storage of local information in CSV files from the AI and594

DA services); the Edge devices also maintain communication595

with Cameras to perform object detection or segmentation.596

3) ARTIFICIAL INTELLIGENCE597

Artificial Intelligence is a branch of computer science that598

researches the development of simulated human behavior599

like natural language processing and image or speech600

recognition [68]. AI studies intelligent agents that can601

achieve goals and perform tasks based on stipulated rules602

and algorithms [69]. As explained by Jakhar and Kaur,603

Machine Learning is the main AI subset in charge of604

data classification without being programmed [70]. At the605

same time, Deep Learning is a Machine Learning subset606

that develops nonlinear models to replicate human brain607

processes. In counterpart, Imitation Learning is a set of608

techniques, part of the human-AI interaction, that mimics609

human behavior in a given task [71], [72].610

In particular, Machine Learning (ML) studies the effi-611

ciency of models that learn, adapt, and find complicated612

hidden patterns through iterative processes [70], [73].613

According to Ashri [69] and Zohuri and Rahmani [74],614

the ML categories include: i) supervised learning (the615

training data includes the input and class), ii) unsupervised616

learning (a set of variables without a specific class), and617

iii) reinforcement learning (an agent interacts with the envi-618

ronment through actions, receiving a reward). Additionally,619

Deep Learning (DL) integrates computational models that620

imitate the architecture of biological neural networks through621

Artificial Neural Networks (ANN) [70], [74]. ML requires a622

massive training corpus to improve the ANN accuracy [70],623

and the DL model learns features to solve problems in624

fields like computer vision or language processing [68].625

Alternatively, Imitation Learning (IL) is applied to emulate626

complex human behaviors [75], so the agent (something that627

acts) learns by observing the expert’s demonstration, and the628

skills are generalized to unseen scenarios through methods629

like Behavioral Cloning (BC) or Inverse Reinforcement630

Learning (IRL) [76], [77].631

Consequently, the AI element shown in Fig. 1 integrates632

the sub-elements of: i) Machine Learning techniques related633

to supervised and unsupervised learning to carry out basic634

decisions (decision trees, support vector machines, regres-635

sions), ii) Deep Learning for the replication of brain processes636

(visual recognition, or natural language processing), and637

iii) Imitation Learning to achieve complex decision-making638

processes where the changing environment affects the factory639

behavior (IRL, BC). All subsets of the AI are included in the640

architecture.641

The proposed AI element replaces the expert’s experience642

required in the SF process using a variety of models (ML,643

DL, IL) developed using open-source libraries (E.g., Python).644

The AI element is executed in both the Edge and the 645

Cloud, running the code and algorithms to obtain a better 646

performance (E.g., in GPUs, CPUs, or microcomputers, 647

as long as the hardware allows it). To transform the 648

automated devices into intelligent agents, it is required to 649

train the devices with the actions and trajectory movements 650

to replicate the expert’s behavior. 651

The implementation of the AI element, shown in Fig. 1, 652

requires the interaction of different models running in the 653

Edge and the Cloud. The Edge executes two processes; 654

first, Deep Learning implements visual recognition systems 655

(feature extraction and classification) through trainedmodels, 656

and second, Imitation Learning implements models that 657

interact with humans and the changing environment (the 658

agent receives the states and actions of the demonstrator as 659

training data, and then replicates the expert’s actions). Both 660

processes are implemented through Python, and the results 661

are stored in the local devices. In comparison, the Cloud 662

executes the Machine Learning for data classification, using 663

relevant information received from the Edge (HTTPS) or the 664

CPS (MQTT); once the model returns the prediction, the 665

result is sent, as feedback, to the DA element for visualization 666

and reporting. 667

4) CLOUD COMPUTING 668

Cloud Computing is a technology where different Infor- 669

mation Technology (IT) services are provided by massive 670

low-cost computing units connected by Internet Protocol (IP) 671

networks [78]. According to Marwan et al. the National 672

Institute of Standards and Technology (NIST) defines Cloud 673

Computing as a model for enabling on-demand network 674

access to a shared pool of configurable computing resources 675

(networks, servers, storage, applications, and services) that 676

can be rapidly provisioned and released with minimal 677

management effort or service provider interaction [79]. 678

According to Birje et al., the four deployment models 679

include public, private, hybrid, and community cloud. The 680

most popular platforms include Amazon Web Services, IBM 681

Blue Cloud, Microsoft Azure, and Google Cloud Platform 682

(GCP) [24]. 683

The CC element in Fig. 1 presents the following 684

sub-elements for the SF: i) MQTT Broker Server (HiveMQ, 685

CloudMQTT, Eclipse Mosquitto) that exchanges information 686

from clients (publisher and subscriber) considering the 687

topic message, ii) Database for information storage, it can 688

be classified as relational (MySQL, Oracle, SQL Server, 689

or PostgreSQL) or non-relational (Mongo DB, Cassandra, 690

Neo4j) databases, iii) Services for elements, that host the 691

components required to execute the DA and the AI in the 692

cloud (Grafana, Phyton), and iv) IoT Platform, to process and 693

visualize information (Google Cloud IoT, AWS IoT, Oracle 694

IoT, Cisco IoT Cloud, Microsoft Azure IoT, Node-RED, 695

Thinkspeak, or Thinger.io). 696

The CC element aligns with the NIST definition because 697

it represents a rapid implementation of open-source software 698
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(servers, storage, services, network) customized to the users’699

requirements. It allows the easy management of new Virtual700

Machine instances, containers (Docker), and services, so they701

are always running (uninterrupted services). The CC allows702

the execution of open-source software through Docker as an703

alternative to the licensed one, so the same applications can704

run in the cloud to execute the required tasks. In case a service705

is not available, the handling containerized application706

(Kubernetes or Docker Swarm) can switch to the next707

instance to continue executing the process required.708

Implementing the CC element in the pilot testing (see709

Fig. 1) requires the previous configuration of a Virtual710

Machine (VM) to host the necessary services. Once the711

VM is configured, the open-source software is installed, the712

application ports are opened, and finally, the services are713

initialized. The MQTT Broker Server allows communication714

with the Cloud and the information exchange between the715

IoT Platform, the CPS, Edge, and the AI elements. The716

IoT Platform (Node-RED, ThingSpeak, Thinger.IO) receives717

the data to decrypt/encrypt and process the information to718

subsequently send it to the Database for storage (PostgreSQL,719

MySQL, MongoDB, among others). The Services for AI720

(Machine Learning models) and DA (open-source software721

like Grafana, or Python scripts) elements are also running722

in the Cloud to execute complex processes, like Machine723

Learning or Predictive Analytics.724

5) DATA ANALYTICS725

Data analytics is the extraction of useful knowledge to726

discover correlations and estimations of likelihood and error;727

the previous steps in the DA include acquiring, preparing,728

and integrating new information with existing data [80].729

Once the data are collected, the next step is the Exploratory730

Data Analysis, which involves creating data visualization731

to detect anomalies (duplicates, errors, or outliers) in the732

dataset [81]. As mentioned by Richmond, an essential733

step in DA is to calculate the statistical indicators (mean,734

median, standard deviation, or variance) to present the735

main data correlations and distribution [82]. Most recently,736

DA requires the development of statistical and computer737

models to create impactful predictions (predictive models)738

over a relevant variable [83], using software packages that739

include open-source libraries (like R, Python, Matlab, SAS,740

Orange, or Weka), [84].741

According to Fig. 1, the DA requires the data collection742

and preprocessing as previous steps; once these steps are743

completed, the sub-elements of DA can be applied for:744

i) data consulting, through secure channels to request the745

information of the Database (language adapters for Python or746

NodeJS), ii) graphic visualization, for information display in747

dashboards (Python, Grafana, Node-RED), and iii) statistical748

reports, including central tendency measures and models of749

future trends (linear regressions and predictive analytics).750

The proposed DA element includes the previous steps751

explained by Brodie, and subsequently the exploratory752

analysis (graphical visualizations) and tools for the report 753

elaboration. The open-source software allows the display of 754

information in real-time through dashboards (charts, gauges, 755

histograms). The integration of open-source libraries in 756

Python (Pandas, Numpy, Scypy, Matplotlib, among others) 757

enables easy computation to obtain the central tendency 758

measures and future trend reports through predictive models. 759

For instance, the DA element in the SF (see Fig. 1) requires 760

to be executed in the Cloud and the Edge. The DA in the 761

Cloud uses the information stored in the Database, and the 762

connection is achieved using database adapters (psycopg2 763

for Python). Once the connection is created, the data is 764

consulted by Grafana to display the real-time dashboards; 765

Python scripts generate statistical (mean, median, standard 766

deviation) and graphic (histograms, bar, time-series) reports, 767

and predictive analytics (likelihood of future trends). The DA 768

in the Edge uses information from local process (AI models 769

and routines) and replicate the information using the DNR 770

as a redundant system (if a device does not work suitable, 771

a redundant device avoids data loss), storing the information 772

in CSV files, to subsequently use the files for graphic and 773

statistical reports. 774

6) CYBERSECURITY 775

Cybersecurity protects data centers from unauthorized 776

access, cyber-attacks, or identity theft to maintain the 777

integrity, availability, and security of data [85], [86]. It is 778

also required to guarantee information confidentiality, and 779

detect online threats and vulnerabilities [87]. As it is 780

mentioned in the research of Halenar, industrial systems 781

tend to be more vulnerable than information systems, for 782

this reason, it is required to use powerful protections, and 783

this is due to new standards implemented in automation, 784

the heterogeneous infrastructure of modern facilities, min- 785

imal frequency updates, among others [88]. Nowadays, 786

cybersecurity centers on the security risks of IoT assets 787

due to the increase of objects connected to the IoT [20]. 788

According to Lu and Xu, the mechanisms required to protect 789

IoT assets include lightweight encryption, authentication, 790

and access control [89]. The IoT cybersecurity technology 791

provides device authentication, secure communications, data 792

encryption, and secure software to prevent security issues like 793

inadequate authentication, insufficient audit mechanisms, 794

or low security in a protocol implementation [20]. 795

TheCS element of the proposed SF architecture (see Fig. 1) 796

requires the sub-elements: i) authentication, implemented 797

through private and public key definitions or by credentials 798

(users and passwords), ii) encryption/decryption, for data 799

codification through complex algorithms to protect the infor- 800

mation (AES, Hash functions), and iii) secure connections, 801

to create reliable communication channels for information 802

exchange (SSL, TLS). 803

As observed, the proposed CS element includes the 804

cybersecurity technology for IoT protection, presented by 805

Lee. The open-source software allows secure connections 806
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between the broker, IoT platform, database, and graphical807

tools. The definition of strong passwords, the use of private808

and public keys, and data encryption are essential tools809

for maintaining the integrity and confidentiality of the810

information.811

The CS element is implemented (see Fig. 1) using secure812

connections in the communication protocols (MQTT, HTTP)813

to guarantee that the information is protected when it is814

transferred between elements. Authentication is applied in815

the open-source software running in the Cloud (broker server,816

IoT platform, and DB), requesting the user and password for817

logging. Finally, the encryption in the IoT elements and the818

decryption in the IoT platform is implemented using the AES819

(Advanced Encrypted Standard) algorithm (symmetric block820

cipher) to code and decode messages using a secure 16-byte821

length key and a 16-byte length initial vector for the Cipher822

Block Chaining (CBC) mode to increase security.823

III. THE SMART FACTORY PILOT TESTING824

This section explains the case study, which consists of a825

Tangram puzzle assembly process achieved through pick-826

and-place tasks within the smart factory pilot testing. The827

relevance of solving the Tangram puzzle is the versatility828

to solve different figures (combination of geometric shapes,829

sizes, and colors), not necessarily the same solution each830

time; it offers diverse configurations (none of the pieces831

should remain unused, moreover, they should not overlap)832

to test the flexibility and adaptability of the SF. Also,833

solving the puzzle includes pick and place, assembling, and834

manipulation processes that are common in the robotics835

industrial environment. In addition, the experimental setup is836

stated, which includes a detailed explanation of the hardware837

and software implementation used in the scale smart factory838

pilot testing.839

A. CASE STUDY840

The implementation of the proposed SF architecture (see841

Fig. 1) was achieved through a scale smart factory pilot842

testing; this case study aimed to test the interaction between843

the elements of the proposed SF architecture, obtaining844

as deliverables i) assembly reports with information of845

placement sequence, parts in storage, assembly time/success,846

and missing pieces; ii) a basic Supervisory Control And Data847

Acquisition (SCADA) system for supervision and control of848

the SF pilot testing (processes real-time information, display849

logs of historical data, control automated processes, connect850

with remote devices); and iii) Key Performance Indicators851

(KPIs), that are tools for measurement, comparison, and852

monitoring of the state of the process with respect to a defined853

goal [90], some examples include the productivity (OTD) and854

time tracking (ATCT and TA).855

The manufacturing cell included a Wlkata Mirobot arm856

(six-degree-of-freedom scale robot), a Wlkata conveyor,857

a vision system, and a storage area (see Fig. 2-a). The scale858

smart factory pilot testing performed a basic pick and place859

process; four geometric tangram puzzles (house, fish, rocket,860

and swan exemplified in Fig. 2-b) are assembled to test the 861

flexibility characteristic (randomize assembly sequence) of 862

the SF; the different locations of the pieces in the puzzles with 863

respect to each other gives the SF the ability to make a variety 864

of products with the same equipment (flexible), as mentioned 865

by Lafou [91]. 866

The shapes allowed in the assembly puzzle were five 867

triangles (two small, one medium, and two big), one square, 868

and one rhomboid. To test the adaptability characteristic, with 869

the use of Deep Learning, the SF detected repeated pieces 870

and the impostor shapes (hexagons and circles, that are not 871

included in the tangram puzzle) included on intention in the 872

batch, to take them out of the assembly and place on a pallet 873

for storage in the warehouse zone by the robot. 874

In the Graphic User Interface (GUI), the user selected a 875

target puzzle, and a specific batch was sent to the robotic arm 876

through the conveyor. The cycle started when the first piece 877

of the batch was placed on the conveyor, and the RFID sensor 878

read the tag that indicated the beginning of the assembly; 879

the batch information (ID, number of pieces, and shapes) 880

was consulted in the cloud database to predict the assembly 881

success through an ML model; if the model predicted that 882

the assembly could not be completed, all parts were sent 883

to storage, and the SF request a new batch to complete the 884

solicited puzzle or solicited a new puzzle to assemble. 885

Subsequently, the conveyor moved the pieces to the robot’s 886

vision workspace; the vision system, integrated by a Camera 887

and the Real-Time Computing (RTC) at the Edge, detected 888

the piece’s contour, centroid, and orientation. Simultane- 889

ously, the Deep Learning model identified the piece’s shape, 890

size, and position through a Convolutional Neural Network 891

(CNN). The RTC ran the routine scripts (Python) for the 892

automated devices (robot and conveyor position, visual 893

feedback, emergency stop), the Deep Learning model (shape, 894

size, and position), the Imitation Learning model (mapping 895

of the piece’s centroid to the robot cartesian coordinates), 896

and the Cloud information (data exchange using MQTT and 897

HTTPS). The result of the calculated position was sent to 898

the robot through the downstream channel, so the piece was 899

picked with the robot’s end-effector (suction cup). 900

To achieve adaptability, the placing task evaluated two 901

possible scenarios depending on the DL prediction; if the 902

piece was required, the robot placed it in the working area 903

for assembly; if the piece was not required (impostor or 904

repeated), the robot placed it on a pallet for storage. Nomatter 905

which scenario was achieved, once the piece was placed, the 906

cycle ended and the process was repeated until the final piece 907

of the batch was detected through the RFID reader and the 908

puzzle was completed. 909

At the same time that the assembly process is executed, 910

all the information from the sensors (RFID, current, inertial 911

forces), the AI model results (Deep and Imitation Learning), 912

and Python script results were sent to the cloud for processing 913

and storage using the upstream communication. The IoT 914

boards encrypted the message (topic and payload) using 915

the AES algorithm and sent the message to the MQTT 916

VOLUME 11, 2023 101737



J. A. Fortoul-Diaz et al.: SF Architecture Based on Industry 4.0 Technologies

FIGURE 2. Tangram’s puzzle assembly with the proposed Smart Factory. a) the manufacturing cell components that integrate the SF pilot
testing; b) the four target puzzles to assemble.

FIGURE 3. The first steps in the SF pilot testing. a) The GUI interface allows assembly selection, process start/restart, and report
generation; b) The RFID circuit identifies the tag information (ID, date of manufacture, number of pieces, shapes, colors) of the batch.

Broker running in the cloud. The IoT platform received the917

information from the MQTT Broker, decrypted the message,918

and stored the data in the database.919

The sensors’ data, the AI predictions, and the DA results920

were displayed in dashboards (running in the cloud) to921

show the assembly data in real-time. Finally, the assembly922

reports were generated through Python scripts at the end923

of the assembly process. The parameters and devices used924

to implement the scale smart factory pilot testing are925

described in detail in sub-section III-B. Additionally, the926

results obtained from the assembly reports are presented in927

Section IV.928

B. EXPERIMENTAL SETUP 929

This section describes the parameters and configuration used 930

to implement the pick and place process for the puzzle 931

assembly in the SF pilot testing (see Fig. 2-a). The selection 932

of the target puzzle was made through a Python interface 933

(see Fig. 3-a) running in the Raspberry Pi 4 (8GB RAM, 934

64 bits, ARM v8 @1.5GHz, Debian OS) used as the Edge 935

controller; once the puzzle was selected, the signal to start 936

the calibration and home routines were sent to the Wlkata 937

Mirobot (6 DOF robotic arm programmed through Python) 938

and the Wlkata Conveyor, using the downstream channel 939

(Serial Port connection). The first piece of the batch was 940
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FIGURE 4. The IoT platform allows programming flows (Node-RED files) to communicate, control, and monitor the process. Node-RED flow
example of a) the conveyor control includes the MQTT communication, data pre-processing, and conversion, b) sensor monitoring includes
MQTT communication, data pre-processing, decryption, and database consulting.

placed on the conveyor, and the RC522 sensor detected the941

RFID tag, so the data was sent via Serial Peripheral Interface942

(SPI) to the ESP32 board (see Fig. 3-b).943

The ESP32 board built a new message (topic, and payload)944

and encrypted the information using the AES algorithm945

with the CBC mode (16 bytes-length key and initialization946

vector); once the message was encrypted, it was sent to947

the Cloud (virtual machine in the GCP running Centos 7)948

through the MQTT protocol. The MQTT Broker (Eclipse949

Mosquito, version 2.0.14, TCP ports 1883/8883) that is950

running in the Cloud received the message and redirected951

it to the Node-RED platform (flow-based tool for visual952

programming, version 2.1, TCP port 1880) to decrypt the953

payload (AES-CBC mode) and process the information to954

build a query for requesting the data stored in the PostgreSQL955

database (version 14.1, TCP port 5432). Some examples of956

the Node-RED flows are presented in Fig. 4.957

The result of the query included themain batch information958

that was sent via MQTT to the Machine Learning model,959

running in the Cloud, to predict the assembly success or960

abortion. The ML model is a Random Forest (RF) classifier961

composed of 100 estimators, that uses as input features the962

number of pieces included in the batch, and the class is963

defined as assemble/suspend according to the supervised964

decision if it is possible to complete the tangram with the965

pieces in the batch (see Fig. 5-a); the model is fitted with966

100 different batch examples so the RF is able to learn when967

the assembly can be completed, or it is necessary to suspend968

the process (see Fig. 5-b). Then, the batch information,969

as well as the ML prediction, were sent to the Edge Device970

using the Upstream channel (port 443 for HTTPS over SSL971

and 8883 for MQTT over TLS); at the time the information972

was received, the conveyor was moved until it reached the973

vision systemworkspace to start or abort the assembly puzzle, 974

taking into account the ML prediction. 975

In general, if the SF determined to assemble the puzzle, 976

the vision system (Python script, with OpenCV version 977

4.5.4) proceeded to detect the piece’s contour, centroid, and 978

orientation through a Full HD camera (1920 × 1080 pixels) 979

(see Fig. 6-a). On the other hand, the Deep Learning model 980

analyzed the shape, size, and position; it differentiated 981

between triangles, squares, rhomboids, hexagons, and circles; 982

the DL required the libraries of Tensorflow, Keras, Numpy, 983

OpenCV, and Matplotlib. The training and testing phases of 984

the DL model used the 2D geometric shapes dataset [92], 985

composed of 9 classes of geometric shapes (triangle, square, 986

pentagon, hexagon, heptagon, octagon, nonagon, circle, and 987

star). The dataset included 10,000 images per geometrical 988

shape (200 × 200 pixels) and each image was randomly 989

different from the other in background color, shape filling 990

color, shape position in the image, shape rotation angle, and 991

shape scale. Due to the rhomboid was not included in the 2D 992

geometric shape dataset, it was required to design our dataset 993

of rhomboids (10,000 images, 200 × 200 pixels), each one 994

randomly different from the other, as the Korchi dataset [92]; 995

some examples of the shapes used as part of the dataset for 996

the smart factory pilot testing are shown in Fig. 6-b. 997

The structure of the CNN required ten layers (input, 998

first convolution and pool, second convolution and pool, 999

third convolution and pool, flatten, dense, and output), 1000

and it used the Adam optimizer [93], sparse categorical 1001

cross-entropy loss, and sparse categorical accuracy as 1002

parameters for the model compilation in the training phase 1003

(see Fig. 6-c). The training phase required 80% of the images 1004

(during 20 epochs), and the 20% remaining for the testing 1005

phase. The shapes used in the dataset included triangles, 1006
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FIGURE 5. The Machine Learning model is executed in the cloud and decided to assemble or suspend. a) Random Forest model developed
through the sklearn python class, defined using 100 estimators (trees); b) the training dataset (100 batch cases) includes 7 inputs (number
of shapes) and the target value (assemble or suspend).

FIGURE 6. The SF pilot testing recognizes the features of the pieces when they reach the vision workspace. a) the vision system detects the
contour, the centroid, and the orientation of the piece; b) the proposed dataset used to train the CNN includes 10,000 images (with
5 different shapes, each one with different features); c) the CNN model is developed using 10 layers for the recognition of the shape by DL.

squares, hexagons, circles, and rhomboids. The Tangram’s1007

puzzle shapes only allowed in the assembling were triangles,1008

squares, and rhomboids; the hexagons and circles in the batch1009

were the impostor shapes to test the adaptability. Finally,1010

a Python Script (PS) in the Edge Device integrated the vision1011

system results and the Deep Learning (by CNN) prediction1012

for the five pieces.1013

Figure 7 presents the Behavioral Cloning algorithm1014

followed to achieve the learning process implemented in an1015

ANN structure. The relocation of the piece was done by the 1016

Mirobot arm, executing the pick-and-place routine through 1017

a Behavioral Cloning algorithm (BC), that maps the policy 1018

of the teacher to the agent. This learning process incorpo- 1019

rated information about the centroids, previously identified 1020

(x, y pixels) by the vision system workspace, to map the 1021

2D digital coordinate to the physical Cartesian coordinates 1022

into the Mirobot arm. To reach the centroid, it was necessary 1023

to place the pneumatic gripper in a defined position 1024
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FIGURE 7. Behavioral Cloning algorithm that summarizes the information to configure the agent, using the
teacher’s policy to control the robotic arm.

(X, Y, Z). Furthermore, the Behavioral Cloning algorithm1025

required the definition of the agent (entity capable of1026

perceiving its environment and making decisions to execute1027

actions), an instance of the Robot class with its attributes1028

and methods (Algorithm 1, Line 1). The attributes were the1029

AI mode (learning phase / automatic behavior), the vision1030

system, and the ANN model (ANN structure and model1031

compilation), see (Algorithm 1, Line 3). On the other hand,1032

the methods were the Learn function (fits the ANN), Get-1033

State function (agent receives feedback from the workspace),1034

and Act function (place the servomotors in the required1035

position).1036

It was formed by five layers (input, three hidden layers,1037

and output) and used the Adam optimizer, the mean squared1038

error loss, and the accuracymetric as compilation parameters.1039

After the ANN compilation was finished, the robot (agent)1040

started the learning phase, where the expert (human) provided1041

the centroids and the Cartesian coordinates as training values;1042

the agent learned by itself the policy (mapping the location1043

of the shape centroids (px, py), to the physical cartesian1044

coordinates (X, Y, Z)) of the demonstrator to replicate the1045

actions in unseen scenarios, then the Imitation Learning stage1046

was completed (Algorithm 1, Line 4). Afterward, the PS1047

integrated the result of the BC agent (in automatic mode) with1048

functions like pick, place, and emergency stop through the1049

Downstream channel.1050

During the pick and place process, the INA219 sensor1051

measured the pneumatic system’s current, which was sent1052

to the ESP32 boards via Inter-Integrated Circuit protocol1053

(I2C). On the other hand, theMPU6050 inertial measurement1054

unit (IMU) was placed in the Mirobot link (joints four1055

and five), to measure the angle, acceleration, and angular1056

speed; the IMU also sent the data to the ESP32 boards1057

via I2C. Table 2 summarizes the information of the sensors1058

implemented in the case study. Once the IoT boards1059

TABLE 2. Specifications of the sensors implemented in the case study.

had the information, the new messages were created and 1060

encrypted in the ESP32 to send the information to the Cloud 1061

(see Fig. 8-a). Subsequently, the data was processed (Node- 1062

RED), stored in the PostgreSQL database (see Fig. 8-b), 1063

and displayed in real-time dashboards using Grafana (version 1064

8.2.5, TCP port 3000). 1065

The connections in the cloud between PostgreSQL, 1066

Python, and Grafana required configuring the IP address, 1067

port (5432), database name, and PostgreSQL authentication. 1068

Grafana displayed recent information in real-time dashboards 1069

(time-series or gauges) as it is observed in Fig. 8-c, and it 1070

required the parameter configuration of the time displayed 1071

(range) and time refresh (dashboard update). Additionally, 1072

Python stored the DB registers in DataFrames (structure with 1073

two dimensions), using the psycopg2 adapter to connect with 1074

the database. Once the process ended, the Python interface 1075

generated the assembly reports indicating the pieces that were 1076

assembled or stored, the sequence in which the pieces were 1077

placed, the status (completed / not completed), and assembly 1078

time. 1079

Finally, to control and monitor the SF, a basic SCADA 1080

system was developed using the IoT Platform (Node-RED) 1081

running in the cloud; the modules required to develop the 1082

system were the node- red-dashboard, node-red-contrib-ui- 1083

svg, and the node-red-contrib-moment; the system included 1084

i) control nodes (buttons, switches or sliders), that required 1085

the definition of parameters such as the group name 1086

(dashboard section), label displayed in the dashboard, name 1087
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FIGURE 8. The SF pilot testing performs the collection, encryption/decryption, storage, and visualization of the data. a) The data measured
(E.g. pitch, roll, yaw) by the sensors is encrypted and sent to the cloud, subsequently, the information is decrypted in the IoT platform; b) The
information decrypted is stored in the PostgreSQL database and displayed in real-time dashboards with Grafana (data log display of the
pitch, roll, and yaw positions).

of the node, range or value of the control node, among1088

others; ii) monitoring nodes (texts, charts, or gauges), that1089

required the definition of parameters such as the group name1090

(dashboard section), label displayed in the dashboard, name1091

of the node, type of the information displayed (indicators,1092

time series, etc.), and units of the monitored variable. The1093

implementation results of the SCADA system are presented1094

in sub-section IV-B.1095

The SF pilot testing was provided with pieces from four1096

different batches, each one including a different number1097

of shapes, and was tested in 16 scenarios (four runs for1098

each puzzle). The following section will present the results1099

obtained from the implementation of the SF pilot testing.1100

IV. RESULTS1101

The first part of this section presents the puzzles solved1102

log, the assemblies report, and the time assembly statistics.1103

In the second part, the SCADA system developed through1104

the Node-RED platform is presented (dashboard and flows),1105

which allows the supervision and control of the SF pilot1106

testing assets. Finally, the KPIs of the main assets are1107

presented as indicators of efficiency during the assembly1108

process.1109

A. ASSEMBLY RESULTS1110

1) ASSEMBLY LOGS1111

The scale Smart Factory pilot testing allowed the assembly1112

of four figures (fish, house, rocket, and swan, see Fig. 2-b);1113

each figure was integrated by one rhomboid, one square, two1114

small-triangles, one medium-triangle, and two big-triangles.1115

Fig. 9 presents the steps followed by the SF pilot testing1116

for the pick and place process to locate a piece (E.g., house’s1117

red big-triangle) in the assembly zone. The process started1118

when the piece arrived through the conveyor, so the vision1119

system workspace extracted the main features (see Fig. 9-1120

a). Then, the SF calculated the coordinates to locate the1121

pneumatic end effector above the centroids (see Fig. 9-b).1122

The robot picked the piece, moved it to the assembly zone, 1123

and oriented the piece according to the figure required by 1124

the user (see Fig. 9-c). The robot located the piece in the 1125

positionwhere it was required according to the figure selected 1126

(see Fig. 9-d). Finally, the pneumatic end effector released 1127

the piece (see Fig. 9-e). The process was repeated with the 1128

remaining pieces to complete the assembly, so the impostor 1129

and repeated pieces were placed in the pallet for future 1130

storage (see Fig. 9-f). 1131

2) ASSEMBLY REPORTS 1132

The assembly reports generated by the SF pilot testing 1133

included the status of the assembly (if it was completed or 1134

not completed), the number of pieces that were assembled, 1135

the number of pieces stored (this includes the impostor and 1136

repeated pieces in the batch), the assembly sequence (the 1137

pieces in the batch arrive in a different order each time), and 1138

the assembly time (period to build the figure required). Fig. 10 1139

presents an example of the final assembly report delivered by 1140

the SF pilot testing. 1141

In particular, Fig. 10 presents the information for the house 1142

puzzle with batch number one. The first page mentions the 1143

ML model prediction result (assemble), home or calibration 1144

routine timestamp (14:49.63 on June 04-2022), assembly 1145

status (completed), assemble time (11:08.18 minutes), and 1146

missing pieces (zero pieces). The second page resumes the 1147

robot’s actions (10 picks, seven placed in the assembly zone, 1148

and three placed in the pallet warehouse), conveyor activation 1149

timeline (minimum 26.2 s, maximum 35.3 s, mean 30.8 s, 1150

standard deviation 3 s), conveyor deactivation timeline during 1151

the pick and place (minimum 34.2 s, maximum 37.3 s, 1152

mean 35.9 s, standard deviation 1.5 s), assembly sequence 1153

(rhomboid, medium-triangle, small-triangle, square, big- 1154

triangle, small-triangle, and big-triangle), and warehouse 1155

pallet storage sequence (hexagon, small-triangle, and circle). 1156

The last part of the second page presents features of the 1157
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FIGURE 9. Steps in the house assembly process by the SF: a) identification of piece features, b) piece picking, c) transportation to the
assembly zone, d) piece placing, e) piece releasing, and f) assembly process completion.

assembly sequence and the pieces returned to the warehouse,1158

which includes the timestamp, shape, size, andRGB intensity.1159

3) ASSEMBLY STATISTICS1160

Fig. 11 summarizes the results for the 16 runs. The fastest1161

assembly was nine (rocket puzzle with batch one) run with1162

10:30.7 minutes, and the slowest assembly was eight (house1163

puzzle with batch four) run with 12:07.9 minutes, presenting1164

a difference of 1:37.20 min. The mean values were calculated1165

according to equation 1, which indicates the average value1166

between the samples observed [94]:1167

x̄ =
1
n

n∑
i=1

xi (1)1168

The standard deviation was calculated using equation 2,1169

and it represents the squared root of the variance (variability1170

of the data with respect to its arithmetic mean), [94]:1171

s =

√∑n
i=1 (xi − x̄)2

n− 1
(2)1172

The mean and standard deviation of the assembly time1173

were measured for all puzzles, and they are presented in1174

Table 3.1175

TABLE 3. Assembly time statistical information for each tangram puzzle
completed.

According to Table 3, the fastest assembly puzzle was the 1176

rocket (mean 10:44.9 min.), and the slowest puzzle was the 1177

swan (mean 11:20.8 min.). The swan presented the minor 1178

standard deviation and the house presented the higher (4.9 s 1179

and 35.9 s, respectively). 1180

B. SCADA SYSTEM APPROACH 1181

The Supervisory Control and Data Acquisition system 1182

was implemented through the IoT Platform (Node-RED). 1183

Figure 12 displays the SCADA system developed for the asset 1184

(WLKata Mirobot), the system includes the control section 1185

that allows the movement of the robot joints (j1 to j6) by 1186

sliders, and routine execution programmed routines such as 1187

home routine to restart the process, zero position to locate the 1188

robot’s joints at a value of zero degrees, and pick routine to 1189
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FIGURE 10. SF reports which integrate tables, figures, and plain text: a) first-page displays batch and assembly features (E.g., house
puzzle assembly using batch one); b) second-page displays the actions of the asset and the assembly sequences.

FIGURE 11. Final results obtained from 16 assembly runs, performed by the SF that combines different shapes in each batch.

execute the pick and place task according to the information1190

of the Python scripts running in the Edge.1191

In the same way, the monitoring section of the SCADA 1192

system displays information on the actual position of all the 1193
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FIGURE 12. The Smart Factory pilot testing SCADA system for the WLKata Mirobot presents information on the control and monitoring of the process
by dashboards.

FIGURE 13. KPIs of the Smart Factory pilot testing that indicate productivity and time tracking of
the 16 puzzles assembled during the case study.

joints of the robot (Joint Monitoring); the charts are updated1194

in real-time using the actual state of the joint position, stored1195

in the database, by the upstream channel.1196

C. KEY PERFORMANCE INDICATORS 1197

The three KPIs of the assembly process were calculated 1198

through the IoT Platform, they were On-Time Delivery 1199
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(OTD), Average Task Completion Time (ATCT), and Time1200

Activity (TA). Fig. 13 resumes the results obtained for the1201

process of the SF pilot testing.1202

1) PRODUCTIVITY KPI1203

The OTD indicates the performance of the process to1204

assemble the required puzzles at a specific time [95], and it1205

was calculated according to eq. 3:1206

OTD =
TD− DD

TD
(3)1207

where the total deliveries (TD) was 16, and the number of1208

delayed deliveries (DD) was two; the threshold to detect1209

the DD was 11:30 min. to complete the puzzle assembly,1210

obtaining an OTD of 87.5% for the SF (see Fig. 13 -1211

column gauges). Typically, the OTD was 50%, according to1212

the results, the achieved OTD is higher than the minimum1213

recommended.1214

2) TIME TRACKING KPIs1215

The ATCT was calculated to monitor the efficiency of1216

the asset when performing repetitive tasks (pick and place1217

process) for a specific number of times in seconds [96]; it1218

is calculated according to eq. 4:1219

ATCT =
TTCT
NTP

(4)1220

where the total time to complete a task (TTCT) was the time1221

invested to complete the pick and place process for each1222

puzzle; the number of times performed (NTP)was the number1223

of pick and place routines invested to complete the puzzle, for1224

this case was 10 times. Fig. 13 (see column ATCT) shows the1225

values calculated for each run of the pick and place process1226

realized in the SF pilot testing. According to the results,1227

the pick and place process exhibits repeatability (less than1228

3.333% of variability), which means that the architecture is1229

precise in its hardware and software settings.1230

Finally, the TA indicates the time that the assets were used1231

within thewhole process [96], and it was calculated according1232

to eq. 5:1233

TA =
AC
PTT

(5)1234

where the total time that the assets performed a task (AC)1235

was the time that the conveyor and the robot were actively1236

performing a task, and the time it took to complete the process1237

(PTT) was the total time in which the SF completed all the1238

puzzles; for the case study, the TA of the SF was 53.7%, see1239

Fig. 13 (column gauges).1240

According to the results, the SF assets perform a task1241

close to half of the total time, which represents an area of1242

opportunity to reduce the time wasted in stopped positions.1243

V. DISCUSSIONS1244

In the most recent research, it has been detected that the1245

SF architectures are being developed through hierarchical1246

models to integrate specific technological solutions for1247

particular applications or issues; the cost to upgrade a 1248

traditional factory to an SF is an impediment for the SMEs 1249

that want to migrate. 1250

According to the Smart Factory architecture proposed, the 1251

open-source software implemented is compatible with the 1252

majority of the components of the industry; this compatibility 1253

can be applied through i) ethernet communication, 2) indus- 1254

trial gateways, or 3) OPCUA communication; making these 1255

changes the architecture would be working similarly as it 1256

was presented in the case study of this article, and all the 1257

information of the industrial components would be sent to the 1258

cloud and the edge without any problem. 1259

The interaction between the six elements of the architec- 1260

ture required a higher level of design, programming, and 1261

definition of components to allow the SF tomake independent 1262

decisions through Artificial Intelligence. The results from the 1263

SF pilot testing described the puzzles assembled, shapes, and 1264

main steps for the pieces assembled; the assembly reports 1265

included information such as the pieces in the assembly, 1266

assembly sequence, pieces in the warehouse, assembly time, 1267

assembly success, and missing pieces. Similarly, the SCADA 1268

system developed through an open-source IoT Platform 1269

allowed asset control (movement of robot joints and routine 1270

execution) as well as asset monitoring (information display). 1271

Finally, the KPIs of the assembly process were calculated 1272

to monitor the state of the process, using the IoT Platform to 1273

measure productivity (OTD) and time tracking (ATCT and 1274

TA), different from the indicators used within the related 1275

work, which were more related with the OEE calculation, 1276

or Yield and Cost/Unit measurement, the majority of the state 1277

of the art do not realize an implementation not much less a 1278

KPImeasurement. According to the results of theKPIs during 1279

the 16 runs, we found that the interconnection and digitization 1280

of the scale manufacturing cell were fully integrated and 1281

allowed repeatability; the proposed SF architecture is ready 1282

to be tested in a more complex scenario. 1283

VI. CONCLUSION 1284

According to the state of the art, the concept of the Smart 1285

Factory is not standardized, some research has agreed that the 1286

SF requires the digitization and interconnection of elements, 1287

to achieve the flexibility and adaptability of the factory when 1288

dynamic conditions are presented. 1289

The proposed architecture represents an alternative to 1290

traditional factories because it combines the basic elements of 1291

the factory (cyber-physical systems, edge computing, cloud 1292

computing, and data analytics), and the new elements such 1293

as artificial intelligence and cybersecurity, to achieve the 1294

interconnection and digitization of all devices required within 1295

the factory, all of them implemented through open-source 1296

software. 1297

Additionally, the case study presented in this research was 1298

a scale SF pilot testing, which consisted of a basic pick 1299

and place process to assemble a geometric Tangram puzzle. 1300

The implementation allowed testing features of the smart 1301

factory such as i) flexibility (randomize assembly sequence 1302
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of the four geometric tangram puzzles), and ii) adaptability1303

(DL to detect repeated pieces and the impostor shapes).1304

Moreover, the experimental setup explained the specific1305

technical parameters to implement the assembly process,1306

indicating the devices, protocols, software, and algorithms1307

used in the case study.1308

The proposed architecture can improve the competi-1309

tiveness of the SMEs and allow them to digitize their1310

facilities, using open-source tools, and this will allow them to1311

invest resources in employee training, infrastructure, or new1312

technology, so they could fulfill the norms and be able1313

to establish relationships with companies to cooperate as1314

suppliers or partners.1315

As part of future work, it would be necessary to test1316

the proposed architecture in different processes that include1317

assembly and manufacturing steps, variety in the periods1318

of operation, and components implemented. Additionally,1319

it would be necessary to perform scalability tests of1320

the architecture, to find out the minimum changes that1321

the architecture would require to be implemented in a1322

process of small and medium enterprises. Some specific1323

future tasks that are also required to study include testing1324

different algorithms for the artificial intelligence models,1325

encryption algorithms, 2D validation assembly, tolerance1326

measurement, the quality of the radio frequency signals, and1327

communication latency disconnections, or response time in1328

the IIoT.1329

The present research explains the integration and definition1330

of a new SF architecture; it required the review of SF1331

prior art (academic papers, patents, and automation industry1332

solutions) and previous architectures that did not integrate1333

essential elements for the actual standards in the factory;1334

observing this situation, maybe at some point in the future,1335

the proposed architecture may not fit the requirements that1336

the factories would need to implement the SF, and it would1337

require an actualization or integration of new elements.1338
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