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ABSTRACT In this study, we proposed a type 2 fuzzy neural controller (FNC) based on Bayesian dynamic
group particle swarm optimization (BDGPSO) for the navigation control of Ackermann steering vehicles.
The type 2 FNC has a five-layer network architecture. The advantages of the proposed BDGPSO algorithm
are that it prevents PSO from falling into a local optimum, and it uses the Bayesian algorithm to determine
the optimal inertia weight and learning factor combination. To evaluate the proposed type 2 FNC on the basis
of the distance information returned by lidar, we used a new fitness function from the reinforcement-learning
strategy. In an unknown testing environment, the fitness value and time required for the proposed type 2 FNC
with angular and linear velocity outputs were 0.973510 and 25.555 s, respectively. These values indicated
that the proposed approach outperforms other wall-following control methods. In addition, the proposed
controller could successfully control the navigation of an Ackerman steering vehicle in an unknown actual
environment.

INDEX TERMS Ackermann steering vehicle, type 2 fuzzy neural controller, particle swarm optimization,
lidar, navigation control.

I. INTRODUCTION
Controlling the navigation of vehicles and robots is a cru-
cial topic. Researchers have used various sensors to realize
the navigation control of vehicles or robots used in prod-
uct handling as well as autonomous vehicles. This is why
high-precision and high-reliability sensors have become a
highly critical component in the navigation control of vehi-
cles and robots. Liu et al. [1] discussed the advantages and
disadvantages of various sensors, including infrared, camera,
radar, and lidar sensors. Infrared sensors collect data from
their environment by detecting the infrared radiation signal
of an object, but they cannot generate depth information, and
their resolution is relatively low in application [2]. Camera
sensors acquire color and texture data from their environment,
but they cannot obtain depth data and are sensitive to light
and weather conditions. Radar sensors have a large detection
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range and are small but are too expensive. Lidar sensors [3]
have thus often been used to collect environmental data. This
is because lidar offers a long detection distance, a wide view-
ing angle range, high data accuracy, target depth information,
and insensitivity to light.

Common navigation control methods for vehicles or robots
include supervised learning and reinforcement learning.
In supervised learning, the navigation system achieves nav-
igation and obstacle avoidance control by collecting a large
amount of training data. Wellhausen et al. [4] projected the
footholds of a robot’s trajectory into a camera. In this sce-
nario, the robot’s motion control system used these footholds
as markers to collect relevant data for training a neural net-
work. Once the foothold of the terrainwas predicted, the robot
could navigate autonomously. According to Kahn et al. [5],
navigation is a geometric problem. The objective of a robot is
to perceive the geometric shape of its environment and plan
a collision-free path toward the target. Therefore, a Berkeley
autonomously driving ground robot [5] capable of collecting
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autonomous environmental markers was proposed. When
entering a new environment, this robot can use different ter-
rains for training and also collect additional data to improve
itself. However, navigation control with supervised learning
has certain disadvantages, such as a time-consuming data
collection process and the need to recollect data for training
when the environment changes.

Yudha et al. [6] compared two methods, a fuzzy logic
controller and a neural network, in the navigation trajec-
tory control of a navigation system with reinforcement
learning. Wang et al. [7] proposed a combination of a
fuzzy neural network (FNN) and an enhanced Kalman fil-
ter for dynamic adaptive network parameter adjustment.
They reported that integrating the Kalman filter considerably
improved the generalizability and convergence speed of the
FNN. Faisal et al. [8] combined a fuzzy logic controller and
a particle swarm optimization (PSO) algorithm to determine
the behavioral decisions of a robot. Using the data collected
by the robot’s ultrasonic sensor array, they confirmed that
the adaptation function of the current vehicle movement
avoided obstacles and led to following of a navigation path.
Sahloul et al. [9] used two algorithms, PSO and the genetic
algorithm (GA), to achieve navigation control by adjusting
the membership function and fuzzy rules of a fuzzy logic
controller. The experimental results presented in [9] indicated
that the performance of the GA is higher than that of PSO,
whereas the convergence speed of PSO is higher than that of
the GA. Recent evidence also indicates that the performance
of type 2 fuzzy controllers is higher than that of type 1
fuzzy controllers [10], [11]. Therefore, many researchers
have implemented type 2 fuzzy controllers in navigation con-
trol. For example, Saidi et al. [10] proposed robust waypoint
navigation using a type 2 fuzzy controller for navigation
control. They reported that, compared with type 1 fuzzy
controllers, type 2 fuzzy controllers are more robust and have
higher convergence speed. Sharma and Bajaj [11] analyzed
the performance of type 1 and type 2 FNNs. They reported
that type 2 FNNs can address incomplete vehicle information
and are better suited for navigation control. Lin et al. [12]
used a type 2 FNN to address the problem of environmen-
tal disturbances. Son et al. [13] used the back propagation
algorithm to tune the parameters of a type 2 FNN. Although
the back propagation algorithm has high convergence speed,
it easily falls into a regional optimum. Therefore, some
researchers have used evolutionary algorithms to find the
global optimum. For example, Baklouti and Alimi [14] used
PSO to tune the parameters of a type 2 FNN.

Compared to other traditional controllers, type 2 FNC
offers several advantages including: 1. robustness to uncer-
tainties: the type 2 fuzzy logic allows for handling uncer-
tainties and variations which provides a higher level of
robustness and tolerance to uncertainties in the input data and
system dynamics. 2. increased modeling flexibility: type 2
fuzzy sets offer enhanced modeling capabilities by capturing
higher degrees of uncertainty and ambiguity that allows for

a more accurate representation of complex and uncertain
systems. 3. handling nonlinearity and complex relationships:
type 2 FNC is well-suited for dealing with nonlinear and
complex relationships between inputs and outputs. They
can effectively model and control systems with nonlinear
dynamics and interactions. While type 2 FNC has several
advantages, there are also some limitations and potential dis-
advantages to consider: 1. type 2 FNC involves more complex
computations compared to traditional fuzzy systems. This
can result in increased computational requirements. 2. The
design type 2 fuzzy rules heavily rely on expert knowledge
and empirical approaches, making it difficult to design an
effective rule base.

The PSO algorithm is widely used to tune the parameters
of type 1 and type 2 FNNs. However, the network output is
determined by the parameter settings (i.e., inertia weights and
learning factors) of the PSO algorithm. Therefore, determin-
ing the optimal inertia weight and learning factor is essential.
Chen et al. [15] proposed an adaptive inertia weight method
for determining the optimal inertia weight and learning
factor. However, when applied to different network architec-
tures, their method failed to identify the optimal solution.
Liu et al. [16] proposed a method of linearly descending iner-
tial weights. Although this method performed more highly
than the adaptive inertia weight method, it still fell into a local
optimum. Ren and Liu [17] proposed a dynamic adjustment
of inertia weights and learning factors. They set the inertia
weight and learning factor to be automatically adjustedwithin
an interval and determined the optimal combination.

In this study, we proposed a type 2 fuzzy neural controller
(FNC) based on Bayesian dynamic group PSO (BDGPSO)
for the navigation control of Ackermann steering vehicles.
The type 2 FNC has a five-layer network architecture. The
advantages of the proposed BDGPSO algorithm are that
it prevents PSO from falling into a local optimum and it
uses the Bayesian algorithm to determine the optimal iner-
tia weight and learning factor combination. We also adopt
a reinforcement-learning strategy and define a new fitness
function. This fitness function is a controller evaluation
method and is based on the distance information returned by
lidar. Finally, the angular velocity (AV) and linear velocity
(LV) of the type 2 FNC output are used to complete the
navigation control of an Ackerman steering vehicle in an
unknown environment.

The remainder of this paper is organized as follows.
In Section II, the architecture of the type 2 FNC and pro-
posed BDGPSO algorithm are presented. In Section III,
the simulation experiment results of wall-following control
and navigation control of an Ackerman steering vehicle
with lidar sensing are presented and compared with those
obtained using othermethods. In Section IV, the experimental
results obtained for the Ackerman steering vehicle in an
actual environment are presented. Finally, in Section V, the
study conclusions and future research recommendations are
presented.
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FIGURE 1. Architecture of the navigation control system.

FIGURE 2. Type 2 FNC architecture.

II. MATERIALS AND METHODS
In this study, a type 2 FNC based on BDGPSOwas developed
for the navigation control of Ackermann steering vehicles.
Fig. 1 depicts the architecture of the navigation control sys-
tem. The distances (L0, L1, L2, and L3) of the returned
obstacle or wall are obtained from lidar and are the input of
the type-2 FNC; the two outputs are AV and LV. The proposed
BDGPSO algorithm is then used to determine the optimal
tunable parameters of the type 2 FNC.

A. TYPE 2 FNC
As shown in Fig. 2, the type 2 FNC has a five-layer archi-
tecture. The first to fifth layers are the input, fuzzified, rule,
order reduction process, and output layers, respectively. In the
following equation showing the fuzzy rules, If-Then is used
as a representation:

Rj : IF x1 is Ã
j
1 and x2isÃ

j
2 . . . and xnisÃjn

THEN yLV is wjLV 0
+

∑n

i=1
wjLV ixi,

yAV is wjAV 0
+

∑n

i=1
wjAV ixi

where x1, x2, . . ., xn are the inputs; Ãj1,, Ã
j
2, . . ., Ãjn are

type 2 fuzzy sets; and yAV and yLV are the AV and LV of the
consequent output of the TSK-type fuzzy rules.

The layers of the type 2 FNC architecture perform the
following functions:

Layer 1: This layer transmits the lidar sensing distance
value to the following layer without any calculation.

Layer 2: The output of Layer 1 is fuzzified and used as
the input of this layer. As shown in Fig. 3, each node in
this layer is defined as a type 2 fuzzy set. Type 2 fuzzy sets
use a Gaussian primary membership function with standard
deviation σ and mean value [m1,m2]. The Gaussian primary
membership function uÃ is as follows:

uÃji
= exp

−
1
2

[
xi − mji

]2
(
σ
j
i

)2
 ≡ N

(
mji, σ

j
i ; xi

)
,

mji ∈

[
mji1,m

j
i2

]
. (1)

FIGURE 3. Schematic of a type 2 fuzzy membership function.

The membership degree of uÃ is called the uncertainty
footprint and can be expressed as the membership functions
uÃ and uÃ of the upper and lower bounds. These membership
functions are defined as follows:

ūÃji
=


N
(
mji1, σ

j
i ; xi

)
, xi < mji1

1, mji1 ≤ xi ≤ mji2
N
(
mji2, σ

j
i ; xi

)
, xi > mji2

(2)

uÃji
=

N
(
mji2, σ

j
i ; xi

)
, xi ≤

mji1+m
j
i2

2

N
(
mji1, σ

j
i ; xi

)
, xi >

mji1+m
j
i2

2

(3)

The output nodes formed by the two boundaries are repre-
sented as the set [uÃji

, uÃji
].

Layer 3: This layer is called the rule layer. Each node in this
layer represents a fuzzy rule. These fuzzy rules often employ
product operations to achieve the firing strength. The firing
strength F j of each node is as follows:

F j = [f j, f
j
] (4)

f
j
=

n∏
i

uÃji
and f j =

n∏
i

uÃji
(5)
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Layer 4: In this layer, an order reduction operation is used
to realize the complex operation of the type 2 fuzzy set and
obtain the upper and lower bounds yi_upper and yi_lower of
the output. To reduce the operation complexity in the reduc-
tion process, the center-of-sets reduction method is used as
follows:

yi_upper =

∑M
j=1 f

j
(
wj0 +

∑n
i=1 w

j
ixi
)

∑M
j=1 f

j (6)

yi_lower =

∑M
j=1 f

j
(
wj0 +

∑n
i=1 w

j
ixi
)

∑M
j=1 f

j
(7)

Layer 5: In this layer, the average method is used to calcu-
late the output of Layer 4 and obtain a crisp output value yi.
Here, the output contains two outputs of AV (yAV ) and LV
(yLV ):

yi =
yi_upper + yi_lower

2
(8)

B. PROPOSED BDGPSO ALGORITHM
Bayesian parameter optimization was proposed by
Pelikan [18]. Under known sample conditions, Bayesian
optimization determines the optimal solution of a function by
forming the posterior probability of the output of the objective
function f(x). This optimal solution is the hyperparameter
of the algorithm, which in this study consists of an inertia
weight and two learning factors. Here, f(x) is represented as
follows:

x∗
= argmaxf (x) (9)

The PSO algorithm uses the information shared by the
members of a group to realize the sharing mechanism, and it
then determines the optimal solution.We propose a BDGPSO
algorithm to address the shortcomings of the traditional PSO
algorithm. The steps used are as follows.

Step 1: Coding
The parameters of a type 2 FNC include the mean

value [mji1,m
j
i2], standard deviation σ

j
i , and weightsw

j
0 andw

j
i

of the posterior identification part. Each particle is composed
of these parameters.

Step 2: Calculating the fitness value
The fitness values of all particles are calculated and sorted

from high to low, and the group numbers in all particles are
initialized to 0.

Step 3: Determining the similarity threshold of the fitness
value

The particle with the highest fitness value currently sorted
is determined, and this particle is set as the leader of the
new group. This leader is called g. The initial value of g is
then set to 1. With the group leader at the center, the average
fitness difference and average distance difference between the

corresponding pairs are calculated as follows:

Fg =

∑n

i=1

∣∣∣Fit (Lg)− Fit
(
Pi
)∣∣∣ (10)

Dg =

∑n

i=1

∑D

j=1

√(
Lgj − Pij

)2
(11)

AverageFitness
(
AFg

)
=

Fg

GNC
(12)

AverageDistance
(
ADg

)
=

Dg

GNC
(13)

where AFg represents the fitness threshold of the gth group,
Lgj represents the jth position of the gth group, Fit (Leaderg)
represents the fitness value of the leader of the gth group,
ADg represents the distance threshold of the gth group, D rep-
resents the encoding dimension, n is the total number of
particles, and GNC represents the number of particles with
the zeroth group in the current solution space.

Step 4: Grouping
Ungrouped particles are grouped in order by using the

following two formulas. The fitness difference between the
current particle and leader particle is calculated as follows:

Fit i =

∣∣∣Fit (Lg)− Fit
(
Pi
)∣∣∣ (14)

The distance difference between the current particle and
leader particle is calculated as follows:

Disi =

∑D

j=1

√(
Lgj − Pij

)2
(15)

If the conditions Fit i < AFg and Disi < ADg are met, the
current particle and group leader have similar characteristics.
Therefore, the current particle and group leader are assigned
to the same group, and the group number of the current
particle is updated to g. If the conditions Fit i < AFg and
Disi < ADg are not met, the current particle does not belong
to this group. Therefore, the group number of the current
particle is not updated.

Step 5: Determining whether the current particle will end
the grouping step

If ungrouped particles exist among all particles, the process
returns to Step 2, and the particle with the highest fitness
value among the ungrouped particles is set as a new group.
Steps 3 and 4 are then repeated. If all particles are grouped,
the grouping step is ended.

Step 6: Updating the particle positions
The proposed BDGPSO algorithm does not refer to its own

optimal position but rather to the leader particle Lg in its own
group. The following are the updating formulas for position
and velocity:

vi (t + 1) = ωVi (n) + C1r1 ×
(
PLg − Xi (t)

)
+ C2r2 (PG − Xi (t)) (16)

xi (t + 1) = xi (t) + vi (t + 1) (17)

Step 7: Mutual local search algorithm based on simulated
annealing
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The traditional PSO algorithm converges too quickly and
easily falls into local optima. To solve this problem, we use
a mutual local search algorithm [19] with the following
formula:

Pj (t + 1) = Pj (t) + r2 (−1, 1)

× (PG −Mutualvector × BF2) (18)

Pk (t + 1) = Pk (t) + r1 (−1, 1)

× (PG −Mutualvector × BF1) (19)

Mutualvector =
Pj + Pk

2
(20)

where Pj is the jth particle in the swarm, PG is the particle in
the current best position, BF1 and BF2 are the benefit factors
and are set to 1, Pk is the kth particle randomly selected in the
swarm, and r1(−1, 1) and r2(−1, 1) are random real values
within [−1, 1]. To find a more-optimal solution, simulated
annealing methods start at high temperature. With the contin-
uous decrease in temperature parameters, the cooling process
is accomplished.

The difference between the current fitness value Fit
(
Pi
)

and the two newly generated particles Fit
(
Pj
)
and Fit(Pk ) is

then estimated. The following formula is used to determine
whether the current local optimum should be escaped:

e((Fit(Pj)−Fit
(
Pi
)
)/T)> r (21)

e((Fit(Pk )−Fit
(
Pi
)
)/T)> r (22)

where T is the temperature coefficient and r is a random
number between −1 and 1. If either Eq. (21) or Eq. (22) is
satisfied, the current solution is generated using the mutual
local search algorithm displayed in Eq. (18). Otherwise, the
current solution is randomly regenerated using Eq. (16).
Step 8: Determiningwhether the conditions for terminating

the learning step have been met.
Steps 2–7 are repeated until the termination learning con-

dition is met.

C. FITNESS FUNCTION
In this study, the fitness function is designed to evaluate
the performance of the proposed controller. The designed
fitness function 8 consists of four sub-fitness parts, namely
ϕ1, ϕ2, ϕ3, and ϕ4. The fitness function ϕ1 is primarily used
to evaluate the actual movement distance of the Acker-
man autonomous vehicle. When the movement distance Dm
approaches the preset value Dp (330 m), it indicates that the
Ackerman autonomous vehicle has completed an entire loop
of map traversal in terms of the actual distance covered. The
definition is as follows:

ϕ1 = 1 −
Dm
Dp

(23)

The sub-fitness ϕ2 is used to estimate the average distance
between the Ackerman autonomous vehicle and obstacles
during movement. Herein, L0 is employed to sense obsta-
cles, and the distance from obstacles is set to 1.5 meters.

The definition is as follows:

ϕ2 =

∑T
t=1 |L0 (t) − 1.5|

T
(24)

where T present the total timestep. The sub-fitness ϕ3 is to
calculate the angle (θ ) between the Ackermann autonomous
vehicle and obstacles. θ represents the angle between L0
and L1 in the LiDAR sensor, and if the angle is 90 degrees,
it indicates that the vehicle and the obstacle are parallel. The
definition is as follows:

ϕ3 =

∑T
t=1 |θ (t) − 90|

T
(25)

The sub-fitness ϕ4 is adopted to evaluate the obstacle
avoidance distance of the Ackermann autonomous vehicle.
Due to the larger turning radius of the Ackermann architec-
ture, an appropriate obstacle avoidance distance is required
when the vehicle detects obstacles. Sensing of the obstacle
avoidance distance is achieved through the L3 sensor in the
LiDAR sensor, with the maximum detectable distance of the
LiDAR set to 8 meters to ensure the vehicle has sufficient
distance for obstacle avoidance. The definition is as follows:

ϕ4 =

∑T
t=1 8 − L0 (t)∑T

t=1 8
(26)

Finally, the fitness function can be obtained by combining
the four sub-fitness as follows:

8 =
1

1 + (ϕ1 + ϕ2 + ϕ3 + ϕ4)
(27)

D. STABILITY ANALYSIS
To ensure the convergence and stability of the proposed
Type 2 FNC, we employ the Lyapunov function approach to
describe the stability of the dynamic system. The convergence
analysis conducted in this section aims to ensure the conver-
gence of the output error. It is important to note that while
the guaranteed convergence of the output error is achieved,
it does not imply that the parameters converge to optimal
values. Detailed convergence derivation and stability analysis
are presented in Appendices A and B.

E. ACKERMANN STEERING VEHICLE SYSTEM
The Ackerman steering geometry employed in this study was
a self-developed vehicle (Fig. 4). The Ackerman steering
geometry was characterized by two critical reference values.
The first value was the LV, which is measured in meters
per second and represents how fast the vehicle moves in a
particular direction. The second value was the AV (�), which
is measured in radians per second and represents the radians
turned by the vehicle within unit time.

During the training process, to avoid Ackermann driverless
vehicles colliding, moving away fromwalls, and violating the
rules of motion. Herein, several constraints are designed to
terminate the training, including: 1. The distance detected by
any lidar signal is less than 0.5 meters, meaning the vehicle
collides with a wall or an obstacle. 2. If the horizontal sensing
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FIGURE 4. Self-developed Ackerman steering vehicle system.

distance of the LiDAR is greater than 5 meters, the vehicle is
far from the wall. 3. The LV and AV of the vehicle exceed
the set range (5 m/s and 0.7 rad/s) 4. The moving distance
of the vehicle is greater than the length of the training field,
meaning that the vehicle has completed a circle around the
field.

III. EXPERIMENTAL RESULTS
To verify the practicability of the type 2 FNC based on
BDGPSO, the fitness value and distance of the training envi-
ronment of obstacle avoidance control and wall-following
control were analyzed (Fig. 5). The designed type 2 FNC
was also trained with different algorithms to illustrate the
performance.

FIGURE 5. Training environment.

A. OPTIMIZING THE PSO PARAMETER RESULTS BY
USING THE BAYESIAN METHOD
During the Bayesian optimization experiment on the PSO
parameters, the range setting of the various parameters was
based on [17]. The range of PSO parameters is set as fol-
lows: for the inertia weight ω, [0.3, 0.9]; for the cognitive
coefficient c1, [1.5, 2.5]; and for the social coefficient c2,
[1.5, 2.5]. In this process, ω, c1, and c2 will be automatically
adjusted by Bayesian optimization. After 10 experiments,
different optimized parameter combinations can be obtained.
As shown in Table 1, the experimental results revealed the
performance when using various inertia weights and learning
factors and the Bayesianmethod. The parametersω = 0.3728,
c1 = 1.636, and c2 = 1.56 were discovered to result in the
highest performance.

B. EXPERIMENTAL RESULTS OF A TYPE 2 FNC IN THE
TRAINING ENVIRONMENT
To clearly demonstrate the output results of the proposed
type 2 FNC, we illustrated angle changes with various colors.
For example, we used red to indicate a vehicle moving in a

TABLE 1. Performance for various inertia weights and learning factors
when using the bayesian method.

straight line, blue to indicate a vehicle turning left, and green
to indicate a vehicle turning right. The color definitions are
as follows: 

red, if − 0.1 ≤ yAV ≤ 0.1
blue, if − 0.1 < yAV ≤ −0.5
green, if 0.1 < yAV ≤ 0.5

(28)

In terms of computational complexity, both models use
4 inputs and 6 fuzzy rules, with a total parameter count of
233 and 281, respectively. The key factor influencing training
time is the complexity of different algorithms. During train-
ing, each algorithm undergoes 1000 iterations. To ensure fair
training conditions, the initial parameters of the models are
fixed. Therefore, each algorithm is trained under the same
conditions. In the training environment, two experiments
were conducted: an experiment with type 2 FNC output with
AV only and an experiment with type 2 FNC output with
both AV and LV. Table 2 lists the experimental results of
wall-following control when a type 2 FNC was used with
BDGPSO. From Table 2, it can be observed that the DE
algorithm has the fastest training time in type 2 FNC output
with AV output, followed by QPSO and BDGPSO. In type 2
FNC output with AV and LV outputs, BDGPSO and QPSO
exhibit similar training times, but BDGPSO achieves a better
fitness value. The fitness values of the type 2 FNC output
with AV output only and with both AV and LV outputs were
0.980572 and 0.985946, respectively, and were higher than
those for other methods. On the other hand, the fitness value
of the GAPSO method is the lowest among all methods. This
means that the GAPSO method is more likely to fall into the
local optimal solution than other methods.

Figs. 6 and 7 depict the movement trajectories in
wall-following control when using the type 2 FNC with AV
output only and with both AV and LV outputs, respectively,
for various algorithms. The moving trajectory of the pro-
posed type 2 FNC with BDGPSO was more stable than those
of other algorithms. In addition, in the trajectory involving
avoidance of square obstacles, the radian curve of the pro-
posed type 2 FNC with BDGPSO was smoother than those
for other methods.
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FIGURE 6. Movement trajectories of a type 2 FNC with AV output when
using the (a) DE, (b) DGPSO, (c) QPSO, (d) ABC, (e) ESe-PSO, (f) GAPSO,
and (g) BDGPSO algorithms.

FIGURE 7. Movement trajectories with a type 2 FNC with both AV and LV
outputs when using the (a) DE, (b) DGPSO, (c) QPSO, (d) ABC, (e) ESe-PSO,
(f) GAPSO, and (g) BDGPSO algorithms.

C. EXPERIMENTAL RESULTS OF A TYPE 2 FNC IN THE
TESTING ENVIRONMENT
In the testing environment, two experiments were conducted.
Table 3 lists the experimental results of wall-following con-
trol when a type 2 FNC with BDGPSO was used. The
fitness values of the type 2 FNC with AV output only and
with both AV and LV outputs were 0.964876 and 0.973510,
respectively, and were higher than those for other methods.
In addition, the durations required to move in a circle around

TABLE 2. Performance of various algorithms in the training environment.

TABLE 3. Performance comparison of different algorithms in testing
environment.

the testing environment using the type 2 FNC output with
AV output only and with both AV and LV outputs were
10.944 and 25.555 s, respectively, and were shorter than
those of other methods. Figs. 8 and 9 depict the movement
trajectories of wall-following control using the type 2 FNC
with AV output only and with both AV and LV outputs in
various algorithms. As illustrated in Fig. 9, the type 2 FNC
with both AV and LV outputs using the DE algorithm failed
in the testing environment. According to Figs. 8 and 9, the
moving trajectory of the proposed type 2 FNCwith BDGPSO
was smoother than those of other algorithms.

D. NAVIGATION CONTROL RESULTS OF A TYPE 2 FNC
Navigation control is divided into two parts: control for
moving along a wall (obstacle avoidance) and control for
moving toward a target. As shown in Fig. 10, the environment
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FIGURE 8. Movement trajectories of a type 2 FNC with AV output only
when using the (a) DE, (b) DGPSO, (c) QPSO, (d) ABC, (e) ESe-PSO,
(f) GAPSO, and (g) BDGPSO algorithms.

FIGURE 9. Moving trajectories using the type-2 FNC with AV and LV
outputs in various algorithms. (a) DE, (b) DGPSO, (c) QPSO, (d) ABC,
(e) ESe-PSO, (f) GAPSO, and (g) BDGPSO algorithms.

of a vehicle can be divided into four areas: A1, A2, A3,
and A4. If the target direction falls within A1−3 and the area
contains obstacles, the navigation control switches to control
for moving along a wall (obstacle avoidance). If the target
direction falls within A1−3 and the area contains no obstacles,
the navigation control switches to control for moving toward
a target. If the target direction falls within A4, the navigation
control switches to control for moving along a wall (obstacle
avoidance) until the target direction falls within another area.

FIGURE 10. Four areas in the environment of a vehicle.

To verify the effectiveness of this navigation control
method on different terrains, the proposed type 2 FNC with
AV output only and with both AV and LV outputs was used to
complete navigation control. Table 4 lists the navigation con-
trol results of the proposed type 2 FNC with AV output only
and with both AV and LV outputs and compares the erfor-
mance of various algorithms. The vehicle movement distance
and required time of the proposed type 2 FNCwith AV output
only were 152.03 m and 144 s, respectively, whereas those of
the proposed type 2 FNC with both AV and LV outputs were
147.09 m and 720 s, respectively. The experimental results
indicated that the vehicle navigation movement distance and
required time of the proposed method were superior to those
of other algorithms.

TABLE 4. Performance results for various algorithms.

IV. SELF-DEVELOPED ACKERMANN STEERING VEHICLE
TESTED IN AN ACTUAL UNKNOWN ENVIRONMENT
Fig. 13 presents a schematic of an actual unknown environ-
ment; the blue squares indicate iron frames with built-in glass
in the wall. The vehicle starts at Zone A, travels 1 m along
the wall, and completes a full circle to Zone D. For actual
environment wall-following control, two experiments were
conducted: an experiment with type 2 FNC output with AV
only and an experiment with type 2 FNC output with both AV
and LV.

The first experiment was conducted using the proposed
type 2 FNC with AV output only. The LV was fixed at 1 m/s,
and the duration required to move in a circle around the envi-
ronment was 39 s. The actual movement of the vehicle along
Zones A, B, C, and D is depicted in Fig. 14, and the distance
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FIGURE 11. Navigation control movement trajectories of a type 2 FNC
with AV output only when using the (a) DE, (b) DGPSO, (c) QPSO, (d) ABC,
(e) ESe-PSO, (f) GAPSO, and (g) BDGPSO algorithms.

FIGURE 12. Navigation control movement trajectories of a type 2 FNC
with both AV and LV outputs when using the (a) DE, (b) DGPSO, (c) QPSO,
(d) ABC, (e) ESe-PSO, (f) GAPSO, and (g) BDGPSO algorithms.

between the vehicle and the wall in the wall-following control
scenario is depicted in Fig. 15(a). In Zones A and C, the
vehicle moved stably along the wall. Zone B is depicted in
Fig. 13 as a concave terrain. Because the Ackerman steering
vehicle had a large radius of gyration, the distance obtained
was relatively large. As shown in Fig. 13, Zone D had
iron frames with built-in glass in the wall. This glass was
penetrated by lidar, resulting in long-distance return values.
However, the iron frames returned the lidar-sensed distance

FIGURE 13. Schematic of an actual unknown environment.

FIGURE 14. Actual vehicle movement in Zones (a) A, (b) B, (c) C, and (d) D.

FIGURE 15. Distance between the vehicle and wall in the wall-following
control scenario: (a) AV output only and (b) AV and LV outputs.

signal. Therefore, the vehicle did not attempt to move through
the glass and continued to move along the wall, eventually
reaching the end point.
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The second experiment was conducted using the proposed
type 2 FNC with both AV and LV outputs. The duration
required to move in a circle around the environment was
43 s, and the actual movement was similar to that displayed
in Fig. 14. The distance between the vehicle and the wall in
the wall-following control scenario is depicted in Fig. 15(b).
At Zone B, the LV output of the controller slowed the vehicle,
resulting in an increase in the time needed to reach Zone B.
In conclusion, both type 2 FNCs, that with AV output only
and that with bothAV and LV outputs, canmove in a complete
circle around unknown environments and can be used in both
simulated and actual environments.

V. CONCLUSION
In this study, we proposed a type 2 FNC based on BDGPSO
for navigation control of an Ackermann steering vehicle. The
following are the main contributions of this study:

1. A type 2 FNC was developed that has a five-layer
network architecture consisting of an input layer,
a fuzzified layer, a rule layer, an order reduction process
layer, and an output layer.

2. The proposed BDGPSO algorithm prevents PSO from
falling into local optima and uses the Bayesian
algorithm to determine the optimal inertia weight and
learning factor combination.

3. The new fitness function of the reinforcement-learning
strategy based on the distance information returned by
lidar can be used to evaluate type 2 FNCs.

4. According to the experimental results for wall-
following control, the fitness values of the type 2 FNC
with AV output only and with both AV and LV out-
puts were 0.964876 and 0.973510, respectively, and
were higher than those of other methods. In addition,
the durations required to move in a circle around the
testing environment when using the type 2 FNC with
AV output only and with both AV and LV outputs were
10.944 and 25.555 s, respectively, and were shorter
than those of other methods.

5. Type 2 FNCs with AV output only and with both AV
and LV outputs can be used to successfully complete
navigation control of Ackerman steering vehicles in
unknown environments.

In this study, the lidar sensing return distance was used to
determine how a vehicle could be navigated and obstacles
avoided. However, during the process of navigation control,
we were unaware of the obstacles and whether they should
be avoided. Therefore, for navigation control, we aim in
future research to introduce imaging technology and use
heterogeneous sensors (e.g., lidar and cameras) to monitor
the surrounding environment in real time. In future work, the
proposed method can be applied to the following applications
such as: 1. Automation guided vehicle: Ackermann steering
geometry keeps the vehicle stable during driving and is
suitable for transporting goods in warehouses and factories.
2. agricultural machinery vehicle: unmanned vehicles make
precise turns and maneuver through fields, ensuring efficient

crop cultivation, harvesting, and spraying operations.
3. unmanned exploration vehicle: Ackermann steering vehi-
cles can be employed as unmanned exploration vehicles in
environments that are hazardous or inaccessible to humans,
including exploring remote areas, rugged terrains, underwater
environments, and extraterrestrial surfaces. By leveraging the
precise control and maneuverability of Ackermann steering,
these vehicles can navigate challenging landscapes, collect
data, and conduct scientific research.

APPENDIX
A. PROOF OF THE UNIVERSAL APPROXIMATOR
THEOREM
To demonstrate the universal approximator theorem in the
type 2 FNC, we utilize the Stone-Weierstrass theorem [26]
specifically for the multi-input single-output (MISO) func-
tion. The type 2 FNC is expressed as:

y(x) =
yupper + ylower

2
(A.1)

yupper =

∑M
j=1 f

j
(
wj0 +

∑n
i=1 w

j
ixi
)

∑M
j=1 f

j ,

ylower =

∑M
j=1 f

j
(
wj0 +

∑n
i=1 w

j
ixi
)

∑M
j=1 f

j
) (A.2)

Stone-Weierstrass Theorem: Let A denote a collection of
continuous real-valued function defined on a compact set U.
If the following conditions are satisfied, then A’s uniform
closure consists of all real continuous functions on U.

Condition 1: U is an algebra such that if c ∈ R and f1,
f2 ∈ A then cf 1 ∈ A, f1 + f2 ∈ A, and f1 · f2 ∈ A.
Condition 2: A separates points on U, which implies that

for any two distinct points in U, there exists a function in
A such that the function values at those points are distinct
as well. More formally, for any two points x, y ∈ U where
x ̸= y, there exists a function f1 ∈ A such that f1(x) ̸= f2(y).
Condition 3: A vanishes at no point of U, meaning that for

every point in U, there exists a function in A such that the
function value at that point is nonzero. More formally, for
every point x ∈ U , there exists a function f1 ∈ A such that
f1 (x) ̸= 0.
Lemma A1: U is a compact set. Let Y denote the set of

function y:RN
→ R defined in Equation (A.1); then Y → U.

Proof of Lemma A1: The membership function is defined
as:

0 <uÃji
= exp

−
1
2

[
xi − mji

]2
(
σ
j
i

)2
 ≤ 1 (A.3)

The membership function uÃji
is closed and bounded for all

x ∈ RN . That is, Y ⊂ U .
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Proof of Stone-Weierstrass Theorem: Let f1, f2 ∈ Y , the
function can be written as:

f1 (x) =
1
2

∑M1
j1=1 f 1

j
(
w1j0 +

∑n
i=1 w1

j
ix1i

)
∑M

j=1 f 1
j

+

∑M1
j1=1 f 1

j
(
w1j0 +

∑n
i=1 w1

j
ix1i

)
∑M

j=1 f 1
j


=

1
2
(

∑M1
j1=1 f 1

j
T1j∑M

j=1 f 1
j +

∑M1
j1=1 f 1

jT1j∑M
j=1 f 1

j
) (A.4)

f2 (x) =
1
2

∑M2
j2=1 f 2

j
(
w2j0 +

∑n
i=1 w2

j
ix2i

)
∑M

j=1 f 2
j

+

∑M2
j2=1 f 2

j
(
w2j0 +

∑n
i=1 w2

j
ix2i

)
∑M

j=1 f 2
j


=

1
2
(

∑M2
j2=1 f 2

j
T2j∑M

j=1 f 2
j +

∑M2
j2=1 f 2

jT2j∑M
j=1 f 2

j
) (A.5)

Therefore,

f1 + f2 (x) =
1
2

∑M1
j1=1

∑M2
j2=1

(
T1j + T2j

)
·(f 1

j
f 2

j
)∑M1

j1=1
∑M2

j2=1 (f 1
j
f 2

j
)

+

∑M1
j1=1

∑M2
j2=1

(
T1j + T2j

)
·(f 1jf 2j)∑M1

j1=1
∑M2

j2=1 (f 1
jf 2j)

)
(A.6)

The Gaussian form of f and f can be easily verified through
algebraic operations. As a result, Equation (A.6) has the same
form as Equation (A.1), which implies that f1 + f2 ∈ Y .
Similarly, we have

f1 · f2 (x) =
1
2

∑M1
j1=1

∑M2
j2=1

(
T1j · T2j

)
·(f 1

j
f 2

j
)∑M1

j1=1
∑M2

j2=1 (f 1
j
f 2

j
)

+

∑M1
j1=1

∑M2
j2=1

(
T1j · T2j

)
·(f 1jf 2j)∑M1

j1=1
∑M2

j2=1 (f 1
jf 2j)

)
(A.7)

which is worth noting that Equation (A.7) has the same form
as Equation (A.1); hence, f1 · f2 ∈ Y . Finally, for arbitrary
c ∈ R

c · f1 (x)=
1
2

∑M1
j1=1

(
c·T1j

)
· f 1

j∑M1
j1=1 f 1

j +

∑M1
j1=1

(
c · T1j

)
·f 1j∑M1

j1=1 f 1
j


(A.8)

This further confirms that Equation (A.8) has the form of
Equation (A.1), which implies that cf 1 ∈ Y . Consequently,
Y is an algebra.

To demonstrate that Y separates points on U, we construct
a function f that satisfies the necessary conditions. For arbi-
trarily given α, β ∈ U with α ̸= β, the f ∈ Y is specified
such that f (α) ̸= f (β). In this demonstration, we select two
fuzzy rules α = (α1, α2, · · · , αi) and β = (β1, β2, · · · , βi)
for the fuzzy rule base based on Equation 1. The Gaussian
membership functions is present as:

uÃ1 = exp

(
−
1
2
[xi − αi]2

(σi)
2

)
(A.9)

uÃ2 = exp

(
−
1
2
[xi − βi]2

(σi)
2

)
(A.10)

Then, f can be expressed as

f =

T1 ·
∏n

i exp
(
−
1
2
[xi−αi]2

(σi1)
2

)
+T2 ·

∏n
i exp

(
−
1
2
[xi−βi]2

(σi2)
2

)
∏n

i exp
(
−
1
2
[xi−αi]2

(σi1)
2

)
+
∏n

i exp
(
−
1
2
[xi−βi]2

(σi2)
2

)
(A.11)

f (α) =

T1 + T2·
∏n

i exp
(
−

1
2
[αi−βi]2

(σi2)
2

)
1 +

∏n
i exp

(
−

1
2
[αi−βi]2

(σi2)
2

) (A.12)

f (β) =

T2 + T1·
∏n

i exp
(
−

1
2
[βi−αi]2

(σi1)
2

)
1 +

∏n
i exp

(
−

1
2
[βi−αi]2

(σi1)
2

) (A.13)

As α ̸= β, we have f (α) ̸= f (β). Consequently, we can
conclude that Y separates points on U. Lastly, we can
demonstrate that Y vanishes at no point of U. According
to Equation (A.1), both f

j
and f j are constant and nonzero.

If f
j
and f j are greater than zero, then y ∈ Y can be chosen as

the required function f .

B. SYSTEM STABILITY ANALYSIS
Assuming the type 2 FNC as an identifier, the objective
function is defined as:

e (k) = yd (k) − yO(k) (B.1)

V (k) =
1
2
e2(k) (B.2)

The change of Lyapunov function is obtained as

1V (k) = V (k + 1) − V (k) =
1
2

(
e2 (k + 1) − e2 (k)

)
=

1
2

(e (k + 1) − e (k)) (e (k + 1) + e (k))

=
1
2
1e (k) (1e (k) + 2e (k)) (B.3)

The network parameters that need to be updated in
Type 2 FNC include the mean value M ∈

[
mji1,m

j
i2

]
and

deviation σ of the Interval type-2 Gaussian membership and
the consequent TSK-type parameter T = wj0 +

∑n
i=1 w

j
ixi,
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which are defined as follows:

M =

[
m1
11 · · · m1

i1 m1
12 · · · m1

i2
· · · mj12 · · · mji2

]
(B.4)

σ =

[
σ 1
1 · · · σ 1

i

· · · · · · σ
j
i

]
(B.5)

T =

[
w1
0 · · · w1

i

· · · · · · wji

]
(B.6)

Here we use Equation 16 to update the parameters of
Type 2 FNC. Since the best particle experience is equivalent
to the global best leader, we can proceed to examine the
particle dynamics that are associated with the best leader
particle, as follows:

vi (k) = ωv (k − 1) +δ×
(
xLg−x (k)

)
(B.7)

xi (k) = xi (k − 1) + vi (k) (B.8)

The δ =C1r1+C2r2 The combined stochastic parameter is no
longer uniformly distributed but satisfy

0 < δ <C1+C2 (B.9)

Here, we use (B.7) and (B.8) for type 2 FNC, the change of
error can be approximated by

1e (k) = 1M (k) + 1σ (k) + 1T (k) (B.10)

Before delving into the stability analysis of the Lyapunov
function, let us first examine the updating rule of parameters
that are utilized in the BDGPSO algorithm:

M (k + 1) = M (k) + ωM (k) (M (k)

− M (k − 1)) + δM (k)(MLg −M (k)) (B.11)

σ (k + 1) = σ (k) + ωσ (k) (σ (k)

− σ (k − 1)) + δσ (k)(σLg−σ (k)) (B.12)

T (k + 1) = T (k) + ωT (k) (T (k)

− T (k − 1)) + δT (k)(TLg − T (k)) (B.13)

From (B.11) to (B.13) we can write:

1M (k) = M (k + 1) −M (k)

=ωM (k) (M (k)−M (k−1))+δM (k)(MLg−M (k))

(B.14)

1σ (k) = σ (k + 1) − σ (k)

= ωσ (k) (σ (k) − σ (k − 1)) + δσ (k)(σLg − σ (k))

(B.15)

1T (k) = T (k + 1) − T (k)

= ωT (k) (T (k) − T (k − 1)) + δT (k)(TLg − T (k))

(B.16)

From (B.3) and (B.10) the following equation is obtained:

1V (k) =
1
2
(1M (k) +1σ (k) + 1T (k))(1M (k)

+ 1σ (k) +1T (k) + 2e (k)) (B.17)

To guarantee the stability, the change of Lyapunov function
must be less than zero so we have:

1V (k) < 0 H⇒
1
2

(1M (k) +1σ (k) +1T (k)) (1M (k)

+ 1σ (k) + 1T (k) + 2e (k))< 0 (B.18)

After performing several mathematical operations on
the aforementioned equation, we derived the stability
condition.
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