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ABSTRACT The paper investigates the problem of adaptive finite-time robust stabilization for a set of high-
order uncertain nonlinear systems in the presence of asymmetric output constraint, dynamic uncertainty and
complicated external disturbances. Via effectively integrating the artful Barrier Lyapunov Function (BLF)
in conjunction with the continuous control armed with a serial of integral functions consisting of embedded
sign operations, a continuous controller is generated, which promises that the closed-loop system’s states
converge to a compact set within finite time whilst preserving the validity of the output constraint. Preferable
to the current techniques, the suggested methodology unifies the construct and theoretical evaluation for the
constrained and unconstrained output as well as being able to concurrently handle the output asymmetric
constraints, zero dynamics and complex external disturbances. Finally, an instance of simulation is included
to illustrate the validity of the established methodology.

INDEX TERMS High-order nonlinear systems, finite-time convergence, robust, asymmetric output con-
straint, zero dynamics, external disturbances.

I. INTRODUCTION
It has been generally accepted that adaptive strategies are
capable of resolving the issue of nonlinear systems’ sta-
bilization with operational uncertainties [1], [2]. Despite a
number of strategies, such as the backstepping procedure and
feedback linearization, possess the capacity to be utilized
in adaptive fashion for nonlinear systems, they cannot be
appropriate for p-normal form nonlinear systems because of
the inherent nonlinearities initiated by the uncontrollability of
the Jacobian linearization. Thankfully, the notion of adding
a power integrator first put forward by [3] and [4], paved
the way for substantial improvements and encouraged lots of
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research on the adaptive stabilization of high-order uncertain
nonlinear systems; such as [5], [6], [7], [8], and [9]. In con-
junction with adaptive technologies for addressing uncer-
tainties, the finite-time stabilization for uncertain nonlinear
systems has additionally captured an extensive amounts of
focus; see, e.g., [5], [8]. As opposed to those with asymptotic
state convergence, systems with finite-time state convergence
benefit from desirable qualities like excellent control preci-
sion and powerful, reliable resistance to disturbances; as a
result, research into finite-time stabilization is important from
both a theoretical and practical standpoint [10], [11]. The key
is that intriguing solutions which includes fuzzy techniques,
neural networks, homogenous dominating procedure and fil-
ters [12], [13], [14], [15], are placed forth for addressing
increasing levels of nonlinearities.
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The theme of dynamic uncertainty/zero dynamic, has been
receiving considerable amount of interest alongside adaptive
tactics for controlling uncertainties [16], [17], [18], [19], [20].
In actuality, partly because of the restricted capabilities of
measuring methods and devices, management implemented
in real-life scenarios generally possess zero dynamics. The
changing supply-function theory [17] and small gain the-
ory [16] proved capable to successfully address this concern
by adding additional limitations on zero dynamic. Specif-
ically, the investigation [18] addressed the asymptotical
stability of certain kinds of tight feedback cascade systems
by employing the small-gain principle and parameter sepa-
ration mechanism. The finite-time stabilisation of a group of
high-order nonlinear systems in the presence of zero dynamic
was investigated in [19] by utilizing the identical approaches.
Further, the backstepping algorithm was employed in [20]
when dealing with the development of adaptive stabilizer
for specific nonlinear systems equipped with dynamic uncer-
tainty. Additionally, managing external disturbances has been
identified as one of the major problems with regards to sci-
ence and technology during a period of decades [21], [22].
Consequently, the process is essential to find a construction
to the stabilization subject for a class of high-order uncer-
tain nonlinear systems in the presence of both uncertainties,
dynamic uncertainties and external disturbances, and these
serve as one of the driving forces behind this study. Remark-
ably, focusing on temporarily behavior of system states,
particularly the output all during the stabilization task, like-
wise qualifies as an important and worth noting subject [23],
[24], [25], [26], [27], [28], [29], given that any violation of the
limitations on output might result in a not preferred tendency
to diminish system productivity or potentially trigger break-
down. As an illustration, a marine vessel’s position should be
constrained by its broadest possible range of travel [28]; sim-
ilarly, an adaptable crane system’s output should be restricted
in order to ensure accuracy and safety [29]. As a result,
throughout the stabilizing procedure, it can often be expected
that the system output adhere to certain established limita-
tion. This demand could also be deduced from the numerous
advantageous strategies that have developed for managing
various restrictions, such as [30], [31], [32], and [33]. Over
the years, many kinds of solutions to this challenge have
been proposed, which involves reference leaders, invariabil-
ity control, and model-predictable control [34], [35]. As a
whole, the BLF described in [23] and [24] has evolved into
a useful method for dealing with output restrictions, where
a log-type BLF was suggested for a specific category of
strict-feedback nonlinear systems containing asymmetric or
symmetric output limit. There are currently fairly several
creative solutions to cope with the multiple restrictions; for
example, [30], [31], [32], [33]. However, the findings in [30],
[31], [32], and [33] display three items which should be
noted. (i) Considering the time derivative of the BLF is just
not greater than zero, the procedure described in [23] is
not suitable for a system with particularly accurate control

demands. (ii) In circumstances where there are no limitations
at all, management systems may excessively manipulate the
limitation. (iii) In cases where parameter uncertainties are
compensated by online estimations, the procedure negatively
affects the Barrier functions, such as logarithm or tangent
types.

The aforementioned fact prompts the investigation to con-
centrate on developing a single explicit stability guidelines
for assuring the feasibility of a generic control algorithm for
both limited and unlimited output. As a result, an attractive
issue is put forth concurrently: Can the problem of adaptive
stabilization for a set of high-order uncertain nonlinear sys-
tems endowed with parameter uncertainty and zero dynamics
be solved in anew approach that is acceptable for both limited
and unlimited output? Our recent result [26] has taken this
problem into account. However, [26] also leaves an unsolved
problem: it remains unknown how to reduce the conservatism
of the settling time while dominating complicated external
disturbances effectively.

Thanks to our research and the resources offered previ-
ously, we are going to tackle the topic in question and propose
a suitable reply. Actually, the lack of particular theoretical
backing and strict instructions renders this type of strategy
a challenge. In this investigation, we create an architecture
that combines a skilled BLF with a continuous feedback
dominance that is outfitted with an array of integral functions.

Three categories are employed to classify the study’s main
accomplishments and improvements:

(i) The presented research offers a completely new guide-
lines for gaining the adaptive convergence for a type
of uncertain high-order nonlinear systems containing zero
dynamic, parameter uncertainties and complicated external
disturbances.

(ii)As opposed to earlier attempts [27], [28], [29], [30],
[31], the development and evaluation procedures for lim-
ited and unlimited output are unified without modifying the
controller’s construction in this paper. In other words, it is
possible to prevent the situation where the control techniques
overpower the constraint when there is none.

(iii) Innovative mathematical tactics, like the barrier
function and other inventive transformation procedures, are
utilized to avoid zero division and to improve stability
analysis.
Notations: The notations below will be applied during the

remainder. R displays the series of real numbers, R+ denotes
the series of nonnegative real numbers, and Rn denotes
Euclidean space with dimension n, and R>i

odd ≜ {q1/q2 >

i | q1 and q2 are positive odd integers}with i = 0, 1. Presented
vector x = [x1, . . . , xn]T ∈ Rn and three real positive
numbers c1, c2, c3, for i = 1, . . . , n, x̄i ≜ [x1, . . . , xi]T ∈ Ri,
Si(c1, c2) ≜ {x̄i|x̄i ∈ Ri with −c1 < x1 < c2} ⊂ Ri,
and ∂Si(c1, c2) represents the boundary of Si(c1, c2); ⌈s⌉c3 =

|c|c3sign(c) for all c ∈ R with sign(·) being the sign function
that meets sign(c) = −1 if c < 0, sign(c) = 1 if c > 0, and
sign(c) = 0 if c = 0. ∥A∥ =

√
λmax(ATA) denotes the norm
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of A ∈ Rn, where λmax(ATA) denotes maximum eigenvalue
of square matrix ATA.

II. PRELIMINARIES AND PROBLEM FORMULATION
In this paper, we study the high-order uncertain nonlinear
systems depicted by:

ż(t) = f0(z(t), y(t), d0(t)),
ẋi(t)=βi(x̄i(t))x

pi
i+1(t)+fi(z(t), x(t), di(t))+qi(t),

i = 1, . . . , n− 1,
ẋn(t)=βn(x(t))upn (t)+fn(z(t), x(t), dn(t))+qn(t),
y(t) = x1(t),

(1)

where x(t) ∈ Rn, u(t) ∈ R and z(t) ∈ Rm are system
state, control input, and unmeasured state, respectively. For
each i = 1, · · · , n, qi(t) represents the unknown bounded
time-varying vector; qi(t) represents the unknown bounded
disturbances with the unknown upper bound; pi ∈ R≥1

odd is
called high-order of the systems and pn = 1, fi(·), fn(·) and
βi(·) ̸= 0 are continuous functions. The initial condition is
x(0) = 0, z(0) = 0. y(t) ∈ R is the output that is restricted by
−a < y(t) < b, ∀t ≥ 0 and a, b are predetermined positive
constants.

The control objective of this paper is to develop a con-
tinuous adaptive controller for system (1) such that (i) all
the states of the closed-loop system are globally uniformly
bounded and the system output satisfies the constraint −a <

y(t) < b, ∀t ≥ 0. (ii) x(t) converges to a compact set within
finite time.

The subsequent assumptions are necessary for us to
achieve the control goal.
Assumption 1: There is an unknown constant θ̄ > 0 and

continuous nonnegative functions f̄o(·), f̄i(·) and f̄i(0) = 0
such that

|fi(·)|≤ f̄0(∥z∥) + θ̄

i∑
j=1

|xj|δj+µij f̄i(x̄i), i=1, . . . , n, (2)

where µij ≥ 0, δj =
hi+η
hj

, hi are iteratively defined by

h1 = 1, hj =
hj−1+η

pj−1
, j = 2, . . . , n + 1, and η meets

η ∈ (− 1∑n
i=1 p0···pi−1

, 0). Notably, (2) can be rewritten as:

|fi(·)| ≤ f̄0(∥z∥) + θ̄

i∑
j=1

|xj|δj li(x i(t)). (3)

where li(x i(t)) ≜
∑i

j=1 |xj|µij f̄i(x̄i) is nonnegative continuous
differential and li(0) = 0.
Assumption 2: There is a continuous differentiable and

positive definite function U0(z) meets:π (∥z∥) ≤ U0(z) ≤ π (∥z∥),
∂U0(z)

∂z
f0(x1, z, d0(t)) ≤ −π(∥z∥) + στ (|x1|),

(4)

where π (·), π (·), π (·), τ (·) ∈ K∞, π (∥z∥) = k0Uα
0 (z), k0,

α < 1 are positive constants, and σ > 0 is an unknown
constant.

Assumption 3: The unknown disturbance qi(t) satisfies

|qi(t)| ≤ 2, ∀t ≥ 0, (5)

with 2 being an unknown constant.
Below are a couple of the lemmas that are crucial to the

demonstration of the main conclusion.
Lemma 1 [4]: For x ∈ Rm and y ∈ Rn, there are smooth

functions a(x) ≥ 0, b(y) ≥ 0, c(x) ≥ 1 and d(y) ≥ 1 such
that |f (x, y)| ≤ a(x) + b(y), |f (x, y)| ≤ c(x)d(y) and f (x, y)
is continuous.
Lemma 2 [4]: There exist a function a(x, y) such

|axmyn|≤c(x, y)|x|m+n
+

n
m+n |a(x, y)|

m+n
n
( m
(m+n)c(x,y)

)m
n |y|m+n

holds for any x ∈ R and any y ∈ R, where c(x, y) > 0,
m > 0, n > 0 are given constants.
Lemma 3 [4]: For any x ∈ R and any y ∈ R, the

inequalities |x+y|p ≤ 2p−1(xp+yp), |x−y|p ≤ 2p−1(xp−yp),

(|x| + |y|)
1
p ≤ |x|

1
p + |y|

1
p ≤ 2

p−1
p ||x| + |y||

1
p , |x

1
p − y

1
p | ≤

2
p−1
p |x − y|

1
p hold for given p ∈ R>1

odd, and (x1 + · · · + xn)p ≤

max (np−1, 1)(xp1 +· · ·+ xpn ) hold for given p ∈ R>0
odd and any

x1, . . . , xn ∈ R.
Lemma 4 [8]: Consider the following autonomous system

ẋ = f (x), f (0) = 0, x ∈ U ⊆ Rq,

where f : U0 → Rn is continuous is continuous in domain
U0 containing x = 0. Assume the positive continuous func-
tion V (x) is defined on U and satisfies V̇ (x) ≤ −κ1V p(x) −

κ2V q(x) + ζ , where κ1 > 0, κ2 > 0, 0 < p < 1, q ≥ 1 and
0 < ζ < ∞, then the following system is finite-time stable.
Further, the states will converge to the following compact set

� =

{
lim
t→T

x
∣∣∣V ≤ min

{( ζ

κ1(1 − ε)

) 1
p
,
( ζ

κ2(1 − ε)

) 1
q
}}

,

where 0 < ε < 1, T ≤
1

κ1ε(1−p)
+

1
κ2ε(1−q)

.

III. CONTROL DESIGN PROCEDURE
The developer first established the following Propositionwith
to minimize the impact of zero dynamics.
Proposition 1: For a given continuous and monotone non-

decreasing function K : R+
→ [1, ∞) and the function

V0(z) =
∫
0
U0(z)K (s)ds with U0(z) being continuously differ-

ential, positive and radially unbounded, there exist a smooth
nondecreasing function τ̄ (·), an unknown constant σ̄ and a
positive constant ϵ ∈ (0, 1) such that

∂U0(z)
∂z

f0≤−(1 − ϵ)K (s) ◦ π (∥z∥)π(∥z∥) + σ̄x21 τ̄ (x1), (6)

Proof: Check Appendix A. □
We next offer coordinate transformation:

ξi = ⌈xi⌉
1
hi − ⌈αi−1(x̄i−1, θ̂ , 2̂)⌉

1
hi ,

u = αn(x, θ̂ , 2̂),
αi(x̄i, θ̂ , 2̂) = −gihi+1(x̄i, θ̂ , 2̂)⌈ξi⌉hi+1 ,

(7)

where i = 1, . . . , n, 2̂ is the estimation of 2, θ̂ is the esti-
mation of θ ≜ max{σ̄ , θ̄ , θ̄

2
1−η }. g1(·), · · · , gn(·) are positive
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smooth functions to be specified later. For ease of use, let
g0 = x̄0 = α0 = 0. Based on Assumption 1, one has

1
hi

≥1, 2−hi+hi+1pi=2+η, 0<hi+1pi<1, i=1,· · ·, n,

(8)

according to (8), we introduce an integral function equipped
with nested sign functions Wk : Ri

× R → R, i = 1, · · · , n
as

Wi(·)=
∫ xi

αi−1

⌈
⌈s⌉

1
hi − ⌈αi−1⌉

1
hi

⌉2−hi+1pi
ds, (9)

Repeat the procedures in [5], it can prove that Wk (·) is con-
tinuously and satisfie

∂Wi

∂xi
= ⌈ξi⌉

2−hi−η ,

∂Wi

∂χk
=−

∫ xi

αi−1

∣∣∣∣⌈s⌉ 1
hi −⌈αi−1⌉

1
hi

∣∣∣∣1−hi−η

ds (2−hi+1pi)

∂

∂χk
(⌈αi−1⌉

1
hi ),

ci1 | xi − αi−1|
2−η
hi ≤ Wi ≤ ci2 |ξi|

2−η ,

(10)

where χk = xk for k = 2, · · · , i − 1, χi = θ̂ , ci1 =
hi

2−η
2(2−hi+1pi)(hi−1)/hi and ci2 = 21−hi . Relying on (7), there

holds

u = αn = −

⌈ n∑
l=1

( n∏
j=l

gj(x̄j, θ̂ , 2̂)
)
⌈xl⌉

1
hl

⌉hn+1
. (11)

The goal is to subsequent to iteratively establish the specific
configuration of gi.
step 1 Indeed, symmetric constraints are an advanced form

of asymmetric constraints. The designer tries to investigate a
more comprehensive and versatile BLF with the goal to offer
flexbility and diversity in the control development process.
In other words, the BLF should be configured to cope with
both symmetric and asymmetric instances and to fully exploit
the nonlinear properties of the system. Ths, we build the BLF
as:

Vblf =
a2−ηb2−η

|x1|2−η

(2 − η)(b− x1)2−η(a+ x1)2−η
, (12)

if x1 → ∂S1(a, b), then Vblf → ∞ holds. y(t) → −a or
y(t) → b implies Vblf → ∞ if−a < y(0) < b and y(t) is
bounded, for −a < x1(0) = y(0) < b; in other words, the
output constraint −a < y(t) < b can not be broken if Vblf
and y(t) are bounded. Moreover, it follows from (12) that

∂Vblf (x1)
∂x1

=
a2−ηb2−η(x12 + ab)

(b− x1)3−η(a+ x1)3−η
⌈x1⌉1−η

≜ ρ(x1)⌈x1⌉1−η, −a < x1 < b, (13)

where ρ(x1) is a positive smooth function. To obtain the goal
of (1) with output limitation, specify

V1 = Vblf + V0 +
1
2
θ̃2 +

1
2
2̃2, (14)

where θ̃ ≜ θ − θ̂ , 2̃ ≜ 2 − 2̂. The time derivative of V1 as

V̇1 = ρ⌈x1⌉1−η(β1(x1, t)x
p1
2 + f1 + q1) − θ̃

˙̂
θ

− (1 − ϵ)K (s) ◦ π (∥z∥)π(∥z∥) + σ̄x21 τ̄ (x1) − 2̃
˙̂
2

= ρ⌈x1⌉1−ηβ1(x
p1
2 − α

p1
1 ) + ρβ1⌈x1⌉1−ηα

p1
1 −θ̃

˙̂
θ−2̃

˙̂
2

− (1 − ϵ)K ◦ ππ + σ̄x21 τ̄ + ρ⌈x1⌉1−η[f1 + q1], (15)

based on (3), (8) and Lemma 2, there has

ρ⌈x1⌉1−ηq1 ≤ |ρ|⌈x1⌉1−η2

≤ ε2 +
ρ2x21x

−2η
1 2√

ρ2x2−2η
1 + ε2

≜ ε2 + ξ212Q1 (16)

where Q1 =
ρ2x−2η

1√
ρ2x2−2η

1 +ε2
. The next task is estimate the last

two terms on the right-hand of (15). Depending on (3), (8)
and Lemma 2, one has

ρ⌈x1⌉1−ηf1 ≤ ρ |x1|1−η
(
f̄0 + θ̃ |x1|p1h2 l1 + θ̂ |x1|p1h2 l̄1

)
≤ φ1ξ

2
1 + f̄

2
η+1
0 + f̄

2
p1h2
0 + θ̃ρl1ξ21 , (17)

where φ1 = ρ l̄θ̂ +
1−η
2 ( 4

1+η
)
1+η
η−1 ρ

2
1−η , φ1 and l̄1 are positive

smooth functions. Additionally, there holds

σ̄x21 τ̄ (x1) ≤ θ̃ ξ21 τ̄ (x1) + θ̂ ξ21 τ̄ (x1) (18)

substituting (17) and (18) into (15), it can be observed from
1 − η + p1h2 = 2 and h1 = 1 that ⌈x1⌉1−ηα

p1
1 = −gp1h21 ξ21 .

Then, (15) can be simplified as

V̇1 ≤ −(n+ 1)ξ21 + ρβ1⌈x1⌉1−η(xp12 − α
p1
1 ) + f̄

2
1+η

0 + f̄
2h2
p1

0

+ ξ21 (φ1 + n+ 1 + θ̂ τ̄ + Q12̂ − ρβ1g
p1h2
1 (x1))

− (1 − ϵ)K (s) ◦ ππ − θ̃
˙̂
θ + θ̃ τ̄ ξ21

+ θ̃ρl1ξ21 + 2̃(Q1ξ
2
1 −

˙̂
2) + ε2. (19)

So far, one can choose

g1 =

(φ1 + n+ 1 + θ̂ τ̄ (x1) + Q12̂

ρβ1(x1, t)

) 1
p1h2 . (20)

(19) takes the form

V̇1 ≤ −(n+1)ξ21 +ρβ1⌈x1⌉1−η(xp12 −α
p1
1 ) + f̄

2
1+η

0 + f̄
2

p1h2
0

− (1 − ϵ)K ◦ ππ + θ̃ (ϖ1(x1)ξ21 −
˙̂
θ )

+ 2̃(Q1ξ
2
1 −

˙̂
2) + ε2, (21)

where ϖ1(x1) = ρl1 + τ̄ (x1).
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step 2 Choose V2 = V1 + W2. Taking (10) and (21) into
account, one has

V̇2 ≤ −(n+ 1)ξ21 + ρβ1⌈x1⌉1−η(xp12 − α
p1
1 ) + f̄

2
1+η

0 + f̄
2

p1h2
0

+ ε2−(1−ϵ)K ◦ ππ+θ̃(ϖ1ξ
2
1 −

˙̂
θ ) + 2̃(Q1ξ

2
1 −

˙̂
2)

−W2 + c22(1 + ξ22 )
−η
2 ξ22 + β2⌈ξ2⌉

2−η−h2α
p2
2

+ β2⌈ξ2⌉
2−η−h2 (xp23 − α

p2
2 ) +

∂W2

∂θ̂

˙̂
θ

+
∂W2

∂2̂

˙̂
2 + ⌈ξ2⌉

2−η−h2 (f2 + q2) +
∂W2

∂x1
ẋ1. (22)

we next simplify the indefinite terms of (22). The selection of
m =

1
h2
, b =

1
p1h2

, x = x2, y = α1 in Lemma 3 together with
Lemma 2, (7) and (8), one can get

ρβ1⌈x1⌉1−η(xp12 − α
p1
1 )

≤ ρβ1|x1|1−η
· 21−p1h2 |⌈x2⌉

1
h2 − ⌈α1⌉

1
h2 |

p2h2

≤ 2−ηρβ1|ξ1|
1−η

|ξ2|
1+η

≤
1
5
ξ21 + φ21ξ

2
2 , (23)

where φ21 is positive smooth function. It deduces from (7)

and (8) that |xi|
h3p2
hi ≤|ξi|

p2h3 + |gi−1|
p2h3 |ξi−1|

p2h3 , i = 1, 2.
Next, based on (3) and Lemma 2, there holds

⌈ξ2⌉
2−η−h2 f2

≤ |ξ2|
2−η−h2 (f̄0 + θ̄

2∑
i=1

|x1|
p2h3
hi l2)

≤ |ξ2|
2−η−h2 f̄0 + θ̄ l2ḡ1|ξ2|2−η−h2

2∑
i=1

|ξi|
p2h3

≤ φ22ξ
2
2 + f̄

2
p2h3
0 +

1
5
ξ21 + θ̃ϖ21ξ

2
2 , (24)

where φ22, ϖ21 and ḡ1 ≥ 1 + gp2h31 are positive smooth
functions. By employing (3), (7) and Lemma 1, the developer
is able to calculate the following estimate:∣∣∣∂⌈α1⌉

1
h2

∂x1
f1
∣∣∣ ≤

(
g1 + |

∂g1
∂ξ1

| · |ξ1|
)
(f̄0 + θ̄ |ξ1|

p1h2 l1)

≤ γ21(x1)(f̄0 + θ̄ |ξ1|
1+η), (25)

where γ21 ≥

(
g1 +

∣∣∣ ∂g1∂ξ1
ξ1

∣∣∣) (1+l1) is a smooth positive

function. Further, since |xp12 | ≤ (|ξ2| + g1|ξ1|)η+1
≤ (1 +

gη+1
1 )(|ξ2|η+1

+ |ξ1|
η+1), we have

∣∣∣∂⌈α1⌉
1
h2

∂x1
β1x

p1
2

∣∣∣
≤ |g1 + |

∂g1
∂ξ1

ξ1| · |β1| · (1+gη+1
1 )(|ξ2|η+1

+|ξ1|
η+1)|

≤ ϱ21 (x1)
2∑
j=1

∣∣ξj∣∣η+1
, (26)

where ϱ21 ≥ |g1+|
∂g1
∂ξ1

ξ1||β1(x1, t) · (1+gη+1
1 ) is smooth and

positive. Moreover, using Lemma 3 results in

− (2 − η − h2)
∫ x2

α1

∣∣∣∣⌈s⌉ 1
h2 − ⌈α1 (x1)⌉

1
h2

∣∣∣∣1−h2−η

ds

≤ (2 − η − h2) |x2 − α1| · |ξ2|
1−h2−η

≤ 21−h2 (2 − η − h2) |ξ2|
h2 |ξ2|

1−h2−η

≤ c̃2 |ξ2|
1−η , (27)

where c̃2 = 21−h2 (2 − η − h2) > 0 is a constant. Subse-
quently, according to (3), (8), (25)-(27) and Lemma 2, one
has

∂W2

∂x1
ẋ1 = −(2−η − h2)

∫ x2

α1

| ⌈s⌉
1
h2 − ⌈α1(x1)⌉

1
h2 |

1−η−h2ds

·
∂

∂x1
(⌈α1(x1)⌉

1
h2 )(β1x

p1
2 + f1 + q1)

≤ c̃2(ϱ21 + γ21)|ξ2|1−η
(
f̄0 +

2∑
j=1

|ξj|
η+1

+ θ̄ |ξ1|
η+1

)
+ c̃2(ϱ21 + γ21)|ξ2|1−ηq1

≤
1
5
ξ21 + φ23ξ

2
2 + f

2
η+1
0 + θ̃ϖ22ξ

2
2

+ c̃2(ϱ21 + γ21)|ξ2|1−ηq1, (28)

where ϖ22 and φ23 are positive smooth functions. According
to Assumption 3, there has

c̃2(ϱ21 + γ21)|ξ2|1−ηq1 + |ξ2|
2−η−h2q2

≤|c̃2(ϱ21+γ21)||ξ2|1−η2+|ξ2|
2−η−h22 ≜ 2|ξ2|Q̃2

≤ ε2 +
ξ22 Q̃

2
22√

ξ22 Q̃
2
2 + ε2

≜ ε2 + Q2ξ
2
22, (29)

where Q̃2 = c̃2(ϱ21 + γ21)|ξ2|−η
+ ⌈ξ2⌉

1−η−h2 , Q2 =

Q̃2
2√

ξ22 Q̃
2
2+ε2

are smooth functions. Define µ1 = Q1ξ
2
1 , it is easy

to deduce that:

∂W2

∂2̂

˙̂
2 + 2̃(µ1 −

˙̂
2) + Q2ξ

2
2 2̃

= (2̃ −
∂W2

∂2̂
)(µ2 −

˙̂
2) + µ2

∂W2

∂2̂
, (30)

whereµ2 = µ1+Q2ξ
2
2 = Q1ξ

2
1 +Q2ξ

2
2 is a smooth function.

It should be noted that:

∂W2

∂2̂
µ2 =

∂W2

∂2̂
(Q1ξ

2
1 + Q2ξ

2
2 ) ≤

1
5
ξ21 + φ24ξ

2
2 , (31)

where φ24 is a smooth function. On the other hand,

∂W2

∂θ̂

(
ϖ1ξ

2
1 + ϖ2ξ

2
2

)
≤

1
5
ξ21 + φ25ξ

2
2 , (32)

where φ25 is a smooth function, and ϖ21 + ϖ22 = ϖ2. Let
φ2(x̄2) = φ21 +φ22 +φ23 +φ24 +φ25. Substituting (24)-(32)
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into (22) and considering ⌈ξ2⌉
2−η−h2α

p2
2 = −gp2h32 ξ22 , then

(22) takes the form of

V̇2 ≤ −(n− 1)(ξ21 + ξ22 ) − ξ21 + 2f̄
2

1+η

0 +

2∑
i=1

f̄
2

pihi+1
0 −W2

+β2⌈ξ2⌉
2−η−h2 (xp23 − α

p2
2 )+(θ̃ −

∂W2

∂θ̂
)(

2∑
i=1

ϖiξ
2
i −

˙̂
θ )

+ ξ22 (φ2 + n− 1 − β2g
p2h3
2 + c22(1 + ξ21 )

−
2
η + Q22̂)

+ 2ε2 +

(
2̃ −

∂W2

∂2̂

)
(µ2 −

˙̂
2) − (1 − ϵ)K ◦ ππ.

(33)

Choose

g2 =

(φ2 + n− 1 + c22
(
1 + ξ22

)− η
2 + Q22̂

β2

) 1
p2h3 . (34)

Finally, (33) takes the form

V̇2 ≤ −(n− 1)(ξ21 + ξ22 ) − ξ21 + 2f̄
2

1+η

0 +

2∑
i=1

f̄
2

pihi+1
0 −W2

− (1 − ϵ) ◦ ππ + β2 ⌈ξ2⌉
2−η−h2

(
xp23 − α

p2
2

)
+ 2ε2

+

(
θ̃−

∂W2

∂θ̂

)( 2∑
i=1

ϖiξ
2
i −

˙̂
θ
)
+

(
2̃ −

∂W2

∂2̂

)(
µ2−

˙̂
2
)
.

(35)

step k (k = 3, . . . , n) Given that at step k − 1, we have
created a continuously differential function Vk−1(x̄k−1) along
with smooth positive functions g1, · · · , gk−1 such that

V̇k−1 ≤ −(n− k + 2)
k−1∑
i=1

ξ2i −ξ21 + (k − 1)f̄
2

η+1
0 +

k−1∑
i=1

f̄
2

pihi+1
0

−

k−1∑
i=2

Wi + (k − 1)ε2 − (1 − ϵ)K ◦ ππ

+ βk−1⌈ξk−1⌉
2−η−hk−1

(
xpk−1
k − α

pk−1
k−1

)
+

(
θ̃ −

k−1∑
i=2

∂Wi

∂θ̂

)( k−1∑
i=1

ϖiξ
2
i −

˙̂
θ
)

+

(
2̃ −

k−1∑
i=2

∂Wi

∂2̂

)
(µk−1 −

˙̂
2), (36)

where ϖi(x̄i, θ̂ ) is a nonnegative continuous function and
ϖi(0, θ̂ ) = 0, µk−1 =

∑k−1
i=1 Qiξ

2
i . Subsequently, what we

should to prove is that (36) also holds in step k . So choose
Subsequently, what we should do is to prove that (36) still
holds in step i. So select Vi = Vi−1 +Wi. Making use of (10),
(36) could be rewritten as

V̇k ≤ −(n− k + 2)
k−1∑
i=1

ξ2i − ξ21 + (k − 1)f̄
2

η+1
0 +

k−1∑
i=1

f̄
2

pihi+1
0

+ βk⌈ξk⌉
2−η−hkα

pk
k + βk⌈ξk⌉

2−η−hk (xpkk+1 − α
pk
k )

−

k∑
i=2

Wi +Wk − (1 − ϵ)K (s) ◦ π(∥z∥)π (∥z∥)

+

(
θ̃ −

k−1∑
i=2

∂Wi

∂θ̂

)( k−1∑
i=1

ϖiξ
2
i −

˙̂
θ
)

+

k−1∑
i=1

∂Wk

∂xi
ẋi

+
∂Wk

∂θ̂

˙̂
θ + ⌈ξk⌉

2−η−hk (fk + qk ) + (k − 1)ε2

+

(
2̃ −

k−1∑
i=2

∂Wi

∂2̂

)
(µk−1 −

˙̂
2) +

∂Wk

∂2̂

˙̂
2

+ βk−1⌈ξk−1⌉
2−η−hk (xpk−1

k − α
pk−1
k−1 ). (37)

The estimate of the last five terms of (37) is included in
Appendix B to prevent tiresome calculating. Or to put it
another way, we achieve the inequality shown below after
tedious calcuations:

βk−1⌈ξk−1⌉
2−η−hk

(
xpk−1
k − α

pk−1
k−1

)
+ ⌈ξk⌉

2−η−hk fk

+
∂Wk

∂xi
ẋi +

∂Wk

∂2̂
µk +

∂Wk

∂θ̂

( k−1∑
i=1

ϖiξ
2
i +

k∑
i=2

ϖkξ
2
k

)

≤

k−1∑
i=1

ξ2i + φkξ
2
k + f̄

2
pk hk+1
0 + f̄

2
η+1
0 + θ̃ϖkξ

2
k

+ c̃k |ξk |1−η
k−1∑
i=1

(γki + ϱki )qi, (38)

next, the designer can develop the smooth positive function gk
with k ≥ 2 as:

gk =

(φk+n−k+1 + ck2(1+ξ2k )
−η
2 + Qk2̂

βk

) 1
pk hk+1 , (39)

where ck2 > 0 is design parameters which directly shows the
rate of convergence, control cost and CPU time. substituting
(38) and (39) into (37) yields

V̇k ≤−(n− k + 1)
k∑
i=1

ξ2i −ξ21 +kf̄
2

η+1
0 +

k∑
i=1

f̄
2

pihi+1
0 + kε2

+ βk⌈ξk⌉
2−η−hk (xpkk+1 − α

pk
k ) − (1 − ϵ)K ◦ ππ

−

k∑
i=2

Wi +

(
θ̃ −

k∑
i=2

∂Wi

∂θ̂

)( k∑
i=1

ϖiξ
2
i −

˙̂
θ
)

+

(
2̃ −

k−1∑
i=2

∂Wi

∂2̂

)
(µk −

˙̂
2). (40)

It is worthy pointing out that (40) is holds for k = n with
ξn+1 = 0. Thus, we can develop an adaptive stabilizer as:

˙̂
θ =

n∑
i=1

ϖiξ
2
i , θ̂ (t0) = θ̂0,

˙̂
2 = µn =

n∑
i=1

Qiξ2i , 2̂(t0) = 2̂0,

(41)

u = −

⌈ n∑
l=1

( n∏
j=l

gj
(
x̄j, θ̂ , 2̂

))
⌈xl⌉

1
hl

⌉hn+1
. (42)
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It should be pointed out there is no constraints on the control
signal. At last, applying (40) and setting k = n, one has

V̇n ≤ −

n∑
i=1

ξ2i − ξ21 + nf̄
2

η+1
0 +

n∑
i=1

f̄
2

pihi+1
0 −

n∑
i=2

Wi

− (1 − ϵ)K (s) ◦ π (∥z∥)π(∥z∥) + nε2, (43)

where Vn = V1 + 6n
i=2Wi. Currently, the design process is

completed. Ultimately, we highlight Vblf ’s unique qualities
from two distinct perspectives.
Remark 1: (i) The process for design is capable of being

integrated by Vblf while confronted with both limited and
unlimited systems, In deed, we define b = a → ∞ and gain

lim
a→∞

Vblf (x1) = lim
a→∞

a4−2η
|x1|2η

(2 − η)(a− x1)2−η(a+ x1)2−η

=
|x1|2−η

2 − η
.

Contrarily, some of the most recent studies [5], [6], [7], [8]
similarly make use of the subsequent Lyapunov function:

W1(x1)=
∫ x1

0
⌈s⌉2−r2p1ds=

∫ x1

0
⌈s⌉1−ηds=

|x1|2−η

2 − η
.

It turns out that the case in which a = b → ∞ and x1 pos-
sesses no limit are equivalent. Therefore, the barrier function
becomes identical as well, further the rest of development and
evaluation employ the comparable procedures as [5], [6],
[7], and [8].
(ii) By successfully working with the properties of nonlinear-
ities, Vblf is generated. The fact that η goes into the powers
of Vblf nicely demonstrates the nonlinear characteristics of
functions fi’s. Nevertheless, when constructing barrier func-
tions in [23], [24], and [30], this information is neglected.
It provides additional insight why using tangent or logarithm
functions to regulate design is not practicable from an alter-
native angle.

IV. MAIN RESULTS
The following is a summary of the paper’s key finding.
Theorem 1: For the high-order uncertain nonlinear sys-

tem (1) under Assumptions 1 and 2, if (1) meets:

lim
s→0+

sup
τ̄ (s)
s2

< +∞, lim
s→0+

sup
f̄ 20 (s)

π(s)
< +∞. (44)

there is a continuous stabilizer assures that the states of
system (1) be drived to a compact set within finite time while
keeping the output limitation unbroken.
Proof: The whole proof can be divided into two parts.
(a) Verification of finite-time convergence.
At the very begining, since 2

η+1 > 2, 2
pihi+1

> 2, (44),

f̄
2

η+1
0 and f̄

2
pihi+1
0 , it follows from the boundedness near the

zero that lims→0+ sup ĵ1(s)
π (s) < ∞, and

ĵ1(∥z∥) = nf̄
2

η+1
0 (∥z∥) +

n∑
i=1

f̄
2

pihi+1
0 (∥z∥). (45)

define:

K (s) =


2

(1−e)(1−ϵ) lim sup
s→0+

ĵ1(s)
π (s) + 1, s = 0,

2
(1−e)(1−ϵ) sup

0<s′≤s

ĵ1(s′)
π (s′) + 1, s > 0,

(46)

where 0 < e < 1 is a specified constant. K (s) is nondecreas-
ing, continuous and positive on [0,∞). Utilizing (44),

−
(1 − e)(1 − ϵ)

2
K (s)π(∥z∥)π(∥z∥) + ĵ1(∥z∥) ≤ 0, (47)

which blends with −(1 − ϵ)K (s)π(∥z∥)π(∥z∥) ≤ 0 causes

ĵ1(∥z∥) − (1 − ϵ)K (s)π(∥z∥)π(∥z∥)

≤ −
(1 − e)(1 − ϵ)

2
K (s)π (∥z∥)π(∥z∥). (48)

Combining (48), (4) with (43), one can obtain

V̇n ≤−
(1 − e)(1−ϵ)k̄0

2
KUα

0 −

n∑
i=1

ξ2i − ξ21 −

n∑
i=2

Wi + nε2

≜ −V ∗
n (x, z) + nε2. (49)

To facilitate calculating, let V = W+V0 withW =
∑n

i=1Wi,
W1 =

a2−ηb2−η
|x1|2−η

(2−η)(b−x1)2−η(a+x1)2−η , then Vn can be redefined as

Vn = V +
1
2 θ̃

2
+

1
22̃

2. In this position, define a continuous
function L(x, θ̂ ) = (θ + |θ̂ |)

∑n
i=1 ϖi, and it is not hard

to prove that there has a positive parameter λ such that
L(x, z, θ̂ ) < 1

2 , ∀∥Y∥ ≤ λ with Y = [z, x]T. Utilizing (36)
and (49) yields

V̇ = V̇n + θ̃
˙̂
θ ≤ V̇n + (θ + |θ̂ |)

n∑
i=1

ϖiξ
2
i + nε2

≤ −
(1 − e)(1 − ϵ)k̄0

2
K (s)Uα

0 −
1
2

n∑
i=1

ξ2i − ξ21

−

n∑
i=2

Wi − (
1
2

− K )
n∑
i=1

ξ2i + nε2

≤ −
(1 − e)(1 − ϵ)k̄0

2
K (s)Uα

0 − ξ21 −
1
2

n∑
i=1

ξ2i

−

n∑
i=2

Wi + nε2. (50)

By means of Lemma 2 and (10), one has

−
1
2

n∑
i=1

ξ2i = −
1
2
(W

2
4−η

1 +

n∑
i=2

|ξ
4−η
i |

2
4−η ) +

1
2
W

2
4−η

1 −
1
2
ξ21

≤ −
1
2
(W1 +

n∑
i=2

|ξ
4−η
i |)

2
4−η +

1
2
W

2
4−η

1 −
1
2
ξ21

≤ −(
1
2
)
6−η
4−ηW

2
4−η +

1
2
W

2
4−η

1 −
1
2
ξ21 , (51)
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thus, (50) takes the form

V̇ ≤ −
(1 − e)(1 − ϵ)k̄0

2
K (s)Uα

0 − (
1
2
)
6−η
4−ηW

2
4−η

+
1
2
W

2
4−η

1 −
3
2
ξ21 −

n∑
i=2

Wi + nε2. (52)

Next, define U (λ) = {Y |∥Y∥} ≤ λ. Applying mean value
theorem of integrals leads to

V0(z) =

∫
0

U0(z)
K (s)ds = K (θU0)U0, (53)

where 0 < θ < 1 is a constant. Then there holds

lim
∥z∥→0

V0(z)
U0

= lim
∥z∥→0

K (θU0) < ∞, (54)

therefore, for any ∥z∥ < λ1, there is λ1 > 0 such that V0(z) ≤

k1U0 holds with k1 being a positive constant. And we have

lim
∥z∥→0

Uα
0

K (U0)Uα
0

= lim
∥z∥→0

1
K (U0(z))

=
1

K (0)
< ∞, (55)

which shows there exists λ2 > 0 such that Uα
0 ≤

k2K (U0)Uα
0 , ∀∥z∥ < λ2 and k2 is a positive con-

stant. As can be seen from above, there exists V α
0 ≤

kα
1 k2K (U0)Uα

0 , ∀∥z∥ < min{λ1, λ2} such that

−
(1 − e)(1 − ϵ)k̄0

2
K (s)Uα

0 ≤ −
(1 − e)(1 − ϵ)k̄0

2kα
1 k2

V α
0 . (56)

Besides, according to the continuity of V 1−α
0 and

V0k1−α(0) = 0, one can deduce that there is a positive
constant λ3 such that

V 1−α
0 <

(1 − e)(1 − ϵ)k̄0
4kα

1 k2
. (57)

Based on V (0) = 0 and the continuity of V , it is uncompli-
cated to conclude that there is a positive constant λ2 > 0 such
that V < 1 holds for any given ∥y(t)∥ < λ4. In addition, there
also exists λ5 = min{1, (a+ b+ ab− ab(2 − η)

1
η−2 )

1
2 }. For

any given |x1| < λ5, we have

a2−ηb2−η
|x1|2−η

(2 − η)(b− x1)2−η(a+ x1)2−η
< 1. (58)

where λ = min{λ̄, λ1, · · · , λ5, a, b}. It should be noted that
V < 1 meansW1 < 1. Combining this and (58) leads to

−
3
2
ξ21 +

1
2
W

2
2−η

1 +W1 ≤ −
3
2
ξ21 +

3
2
W

2
2−η

1

= −
3
2
ξ21 +

3
2

( a2−ηb2−η
|x1|2−η

(2 − η)(b− x1)2−η(a+ x1)2−η

) 2
2−η

≤ 0. (59)

Then substituting (56), (57) and (59) into (54) yields

V̇ ≤ −
(1 − e)(1 − ϵ)k̄0

2kα
1 k2

V α
0 − (

1
2
)
6−η
4−ηW

2
4−η +

1
2
W

2
4−η

1

−
3
2
ξ21 −

n∑
i=2

Wi + nε2

= −
(1 − e)(1 − ϵ)k̄0

4kα
1 k2

V α
0 − (

1
2
)
6−η
4−ηW

2
4−η − V

+ V α
0 (V

1−α
0 −

(1 − e)(1 − ϵ)k̄0
4kα

1 k2
) + nε2

≤ −n2(V α
0 +W

2
4−η ) − n1Vm1 + nε2, (60)

where n1 = 1,m1 = 1, n2 = max{ (1−e)(1−ϵ)k̄0k4
4kα

1 k2
, ( 12 )

6−η
4−η }.

Since V < 1, so W < 1 and V0 < 1. Combining the
definition of V with Lemma 2 leads to

V α
0 +W

2
4−η ≥ Vm2

0 +Wm2 ≥ (V0 +W )m2 = Vm2 , (61)

where 0 < m2 = max{α, 2
4−η

} < 1. Let nε2 = ζ , thus (60)
can be rewritten as

V̇ ≤ −n1Vm1 − n2Vm2 + ζ. (62)

To sum up, According to Lemma 4, the designer can obtain
the states of the closed-loop system are capable of converging
to a compact set

� =

{
lim
t→T

ξi

∣∣∣V ≤ min
{( ζ̄

n1(1 − ι)

) 1
m1 ,

( ζ̄

n2(1 − ι)

) 1
m2
}}

,

(63)

where 0 < ι < 1. Additionally, it follows from Lemma 4 that
the states of the closed-loop system are steered into a compact
set within finite time T , and T ≤

1
n1ι(1−m1)

+
1

n2ι(1−m2)
.

(b)Verification of output constraints. What follows is a test
to see whether a < |y(t)| < b holds for all t ≥ 0. Firstly,
we define the initial condition x(0) ∈ Sλ

n . By making use
of (49), we can conclude that 0 ≤ Vn(x(t)) ≤ Vn(x(0)) for
all t ≥ 0, which illustrates that

a2−ηb2−η
|x1|2−η

(2 − η)(b− x1)2−η(a+ x1)2−η
≤ Vn(x(0)). (64)

On the basis of V (0) = 0 and the continuous property
of V , there exists a constant λ2 > 0 such that for any given
∥y(t)∥ < λ2,V < 1 holds. Besides, there also exists a positive
constant λ3 = min{1, (a + b + ab − ab(2 − η)

1
η−2 )

1
2 } such

that for any |x1| < λ3, the following holds

a2−ηb2−η
|x1|2−η

(2 − η)(b− x1)2−η(a+ x1)2−η
< 1. (65)

Let λ = min{λ1, λ2, λ3, a, b}, |y| < λ holds. That is, for all
t ≥ 0, |y(t)| = |x1(t)| < λ holds, which implies Sλ

n ⊂ Rn is
an estimation of attractive region. □
Remark 2: It is important to note that challenges faced

and innovations created from two angles.
(i) In this study, we incorporate the asymmetric restriction,
which poses barriers with regard to both practical scenarios
as well as control theories. In light of this, the initial challenge
of this study may be seen as how to construct a new barrier
Lyapunov function to unify the control design to handle both
restricted and unrestricted systems devoid of altering the
basic framework of the stabilizer. The asymmetric output
limitation is kept unbroken by an inventive barrier Lyapunov
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FIGURE 1. Trajectories of y .

FIGURE 2. Trajectories of x2.

function that is delicately built via successfully incorpo-
rating the properties of nonlinearities. Remark 1 provides
supplementary information. (ii) The iterative construction
ultimately becomes useless in controlling terms related to θ

as well as possessing mismatched powers with other unstable
nonlinear terms caused by the high-orders pi’s. On the other
side, pi > 1 undoubtedly induces distinct homogeneous
degrees in every formula of system (1). A stabilizer generating
efficient responses is created to compensate for the impact
of fundamental nonlinearities whilst controlling high-orders
pi’s through the creation of delicate state transformations
along with enhancing the continuous domination methodol-
ogy armed with a series of integral functions which includes
embedded sign functions.

V. SIMULATION EXAMPLE
To illustrate the validity of the designed mechanism,
we choose the following example:

ż = −2z
3
5 +

1
4θx

3
5
1 ,

ẋ1 = x32 + θx1 + z2 + q1,

ẋ2 = u+ θx
4
3
2 + z2 + q2.

(66)

where y = x1, q1, q2 are unknown disturbances. Choose β1 =

β2 = 1, ε = 0.01. Besides, p1 = 3, p2 = 1, η = −
1
25 ∈

(− 1
3 , 0), h1 = 1, h2 =

h1+η
p1

=
8
25 , h3 =

h2+η
p2

=
7
25 . By (3),

we have
|f1| = |θx1 + z2| ≤ |θx1| + |z2| ≤ |θ ||x1| + z2

= |θ ||x1|
4
5 |x1|

1
5 + z2,

|f2| = |θx
4
3
2 + z2| ≤ |θ ||x2|

4
3 + |z2| ≤ |θ |(|x1|

7
25 |x2|

4
3

+ |x2|
4
3 ) + z2 = |θ |(|x1|

7
25 + |x2|

7
12 )|x2|

3
4 + z2,

(67)

FIGURE 3. Trajectories of z .

FIGURE 4. Trajectories of θ̂ .

FIGURE 5. Trajectories of θ̂ .

FIGURE 6. Trajectories of u.

some calculation illustrate that f̄1 = |x1|
1
5 , f̄2 = |x2|

3
4 ,

f̄0 = z2, Here we select U0 = z4, thus ∂U0(z)
∂z f0 (x1, z, d0) =

4z3
(

−2z
3
5 +

1
4d0x

3
5
1

)
≤ −

1
4

(
z4
) 9
10 + d60 |x1|

18
5 ,satisfies

Assumption 2, where α =
9
10 , 1 − ϵ =

1
4 , ϵ =

3
4 , σ = 1,

τ (|x1|) = d60 |x1|
18
5 , 2 = max{1, 2̄}. After complicated

calculation, we provide the controller as u = −g2(g1x1 +

|x2|
25
12 )

7
25 , where g1 = (φ1 + 3 + θ̂ τ1(x1) + Q12̂)

5
4 ,

g2 = (φ2 + 1 + 1.4(1 + ξ22 )
1
10 + Q22̂)

25
7 ,
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Q1 =
ρ2x

2
25
1√

ρ2x
52
25
1 +0.012

, Q̃2 = c̃2 (ϱ21 + γ21) |ξ2|
1
25 +

⌈ξ2⌉
26
25−h2 ,Q2 =

Q̃2
2√

ξ22 Q̃
2
2+0.012

, φ1 = θ̂ρ(1 + x21 )
1
10 + 0.2ρ

5
3 ,

φ2 = θ̂ (1 + x22 )
3
8 + 0.63θ̂ (1 + g

7
25
1 )

50
43 (1 + x22 )

75
172 +

2.1ρ
5
2 + 2.47(ϱ21 + γ21) + (6 + 10.6)θ̂ (ϱ21 + γ21)

5
3 + 2.7

((g1 + (1 + ( ∂g1
∂x1

)2x21 )
1
2 (ϖ1 + ϖ2)(ξ

6
5
1 + ξ

6
5
2 ))

4
3 + 2.47(g1 +

(1 +
∂g1
∂x1

x21 )
1
2 (ϖ1 + ϖ2)(ξ

6
5
1 + ξ

6
5
2 ).

To conduct the simulation, we assign θ = 1, a = 0.35,
b = 0.55, d0 = 0.2, and select the initial values as q1 =

q2 = e−t , [x1(0), x2(0), z(0), θ̂ (0), 2̂(0)]T = [0.5, 0.2,
−0.4, 0.4, 0.5]T , [x1(0),x2(0),z(0),θ̂ (0),2̂(0)]T = [−0.3,
0.5, 0.5, −0.4, 0.5]T . Just as shown in Figs.1-6, the states
of the closed-loop system can be drived to the compact set
within finite time and the output constraint −0.35 < y(t) <

0.55 can not be broken.
It should be noted that the selection of parameters

is independent, and each variable plays a different role.
(i) Within the selected range, η and ck2 have an effect
on the convergence speed, the control size and CPU time.
(ii) The control strategy in this paper cannot guarantee
that these parameters in simulation part are optimal and
we only choose the relatively appropriate parameters in the
simulation.

VI. CONCLUSION
The study provides a solution on the topic of adaptive
finite-time stabilization for a kind of high-order uncertain
nonlinear systems with zero dynamics, asymmetric output
constraint and external disturbances. The construction of the
continuous feedback controller is based on a novel Barrier
Lyapunov Function (BLF) along with the tool of continuous
state-feedback domination armed with a series of integral
functions containing nested sign functions. Future research
will need to address several difficulties, for example, (i) it
is unknown whether method could be utilized to cope with
the fast finite-time stabilization or even the prescribed-time
stabilization, (ii) the question on how to tackle asymmetric
time-varying output constraints by improving the proposed
method is still open, (iii) Whether this strategy can be
employed to tackle the stabilization of nonlinear stochastic
systems. (iv) How to apply Theorem 1 in dealing with the
practical problems?

APPENDIX
A. PROOF OF PROPOSITION 1
The specific supporting material for Proposition 1 is provided
in this section. In the beginning, because U0(z) is positive,
continuously differential and radially unbounded, it follows
from Assumption 2 that

U0(z) = K (U0(z))U̇0(z)

≤ −π(∥z∥)K (U0(z)) + στ (|x1|)K (U0(z)),

Here, we’ll talk about two instances:
Instance 1: if στ (|x1|) < ϵπ(∥z∥), there has

− π (∥z∥)K (U0(z)) + στ (|x1|)K (U0(z))
≤ −π(∥z∥)K (U0(z)) + ϵπ (∥z∥)K (U0(z))
= −(1 − ϵ)π (∥z∥)K (U0(z)).

Case 2: if στ (|x1|) ≥ ϵπ (∥z∥), π (∥z∥) ≤
σ
ϵ
τ (|x1|) and

|z| ≤ π−1
◦ (σ

ϵ
τ (|x1|)). Considering U0(z) ≤ π̄ (∥z∥) as well

asK being nondecreasing, then the following inequality holds

K (U0(z)) ≤ K π̄π−1(
σ

ϵ
τ (|x1|)),

further,

− π (∥z∥)K (U0(z)) + στ (|x1|)K (U0(z))

≤−(1−ϵ)π (∥z∥)K (U0(z))+στ (|x1|)K π̄π−1
(σ
ϵ

τ (|x1|)
)
.

On the basis of U0(z) ≥ π (∥z∥), we know

K (U0(z))
≥ K ◦ π (∥z∥),

− π (∥z∥)K (U0(z)) + στ (|x1|)K (U0(z))

≤ −(1 − ϵ)π (∥z∥)π (∥z∥) + στ (|x1|)K π̄π−1(
σ

ϵ
τ (|x1|)).

As Lemma 2.5 in [18], the designer find there is a constant
c(σ ) relying on σ and positive smooth function τ̂ (|x1|) ≥ 1
such that K π̄π−1(σ

ϵ
τ (|x1|)) ≤ c(σ )τ̂ (|x1|). Let σ̄ = σc(σ )

and τ̃ (s) = τ (s)τ̂ (s), there holds

∂U0(z)
∂z

f0 ≤ −(1 − ϵ)K (s)π (∥z∥)π(∥z∥) + σ̄ τ̃ (|x1|).

As a result, there is a smooth nondecreasing function τ̄ satis-
fies τ̃ (|x1|) = x21 τ̄ (|x1|). Finally, there holds

∂U0(z)
∂z

f0 ≤ −(1 − ϵ)K (s)π(∥z∥)π(∥z∥) + σ̄x21 τ̄ (x1).

□

B. PROOF OF (39)
The specific proof of (38) is offered in this part. At beginning,
based on Lemmas 2 and 3, one has

βk−1(x̄k−1, t)⌈ξk−1⌉
2−η−hk

(
xpk−1
k − α

pk−1
k−1

)
≤ βk−1(x̄k−1, t) |ξk−1|

2−η−hk
∣∣xpk−1
k − α

pk−1
k−1

∣∣
≤ βk−1(x̄k−1, t)21−pk−1hk |ξk−1|

2−η−hk |ξk |
pk−1hk

≤
1
5
ξ2k−1 + φk1ξ

2
k , (68)

where φk1 is a constant. Then, based on |xi|
hk+1pk

hi ≤

|ξi|
pkhk+1 + |gi−1|

pkhk+1 |ξi−1|
pkhk+1 , i = 1, . . . , k , Lemma 2,

(3) and (8), one has

⌈ξk⌉
2−η−hk fk

≤ |ξk |
2−η−hk f̄0 + |ξk |

2−η−hk ḡk−1lk θ̄
k∑
i=1

|ξi|
pkhk+1

≤ φk2ξ
2
k + f̄

2
pk hk+1
0 +

1
5
ξ2k−1+

1
4

k−2∑
i=1

ξ2i +θ̃ϖk1ξ
2
k , (69)
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where φk2, ϖk1 and ḡk−1 ≥ 1 +
∑k−1

i=1 g
pkhk+1
i are smooth

positive functions. Then, it follows from (10) that

k−1∑
i=1

∂Wk

∂xi
ẋi

≤ −(2−η−hk )
∫ xk

αk−1

|⌈s⌉
1
hk −⌈αk−1(x̄k−1)⌉

1
hk |

1−η−hkds

·

k−1∑
i=1

∂⌈αk−1⌉
1
hk

∂xi
(βi(x̄i, t)x

pi
i+1 + fi + qi). (70)

By conducting the same process in [5], for any i = 1, · · · ,

k − 1, k = 2, · · · , n, it is not hard to get that

|
∂

∂xi
(⌈αk−1⌉

1
hk )fi| ≤ γki(x̄k−1)(f̄0 + θ̄

k−1∑
j=1

|ξj|
η+1), (71)

where γki > 0 is a smooth function. Naturally, (25) is the
instance that k = 2. Assuming when k = m− 1, (71) holds,
then when k = m, i = 1, · · · ,m− 2, there has

|
∂⌈αm−1⌉

1
hm

∂xi
fi|

≤ |
∂⌈αm−2⌉

1
hm−1

∂xi
gm−1fi| + |

∂gm−1

∂xi
ξm−1fi|

≤ |ξm−1|
−η

· |
∂gm−1

∂xi
| ·

i∑
j=1

|xj|
pihi+1
hj f̄i)

+ θ̄

m−1∑
j=1

|ξj|
η+1(gm−1γm−1,i)

+ f̄0(gm−1γm−1,i + |ξm−1| · |
∂gm−1

∂xi
|)

≤ γmi(x̄m−1)(f̄0 + θ̄

m−1∑
j=1

|ξj|
η+1), (72)

with γmi ≥ gm−1γm−1,i + θ̄ |ξm−1|
−η

· |
∂gm−1

∂xi
| ·∑i

j=1 |xj|
pihi+1
hj f̄i + |ξm−1| · |

∂gm−1
∂xi

| being a smooth positive
function. if i = m− 1, one has

|
∂⌈αm−1⌉

1
hm

∂xm−1
fm−1|

≤

(
f̄0 + θ̄

m−1∑
j=1

|xj|
pm−1hm

hj f̄m−1

)(
|ξm−1

∂gm−1

∂xm−1
|

+
gm−1

hm−1
|⌈xm−1⌉

1
hm−1

−1
|

)
. (73)

Utilizing Lemma 2, the following holds

θ̄

m−1∑
j=1

|xj|
pm−1hm

hj · |⌈xm−1⌉
1

hm−1
−1

|

· (θ̄
m−1∑
j=1

(|ξj|pm−1hm + |gj−1ξj−1|
pm−1hm ))

≤ γ̃m,m−1(x̄m−1)(|ξm−1|
1−hm−1 + |ξm−2|

1−hm−1 )

· θ̄

m−1∑
j=1

(|ξj|pm−1hm + |ξj−1|
pm−1hm )

≤ γ̄m,m−1(x̄m−1) · θ̄

m−1∑
j=1

|ξj|
η+1, (74)

where γ̄m,m−1 = (2m−3)[ pm−1hm
2+η

· (
1

hm−1
−1

(2+η) 1
hm−1

)
( 1
hm−1

−1)hm−1
hmpm−1 +

1]γ̃m,m−1, γ̃m,m−1 = (1 + g1−hm−1
m−1 )θ̄

∑m−1
j=1 (1 + gpm−1hm

j−1 )
are all smooth positive functions. Considering (73) and (74),
we know

|
∂⌈αm−1⌉

1
hm

∂xm−1
fm−1|

≤ f̄0(|ξm−1| · |
∂gm−1

∂xm−1
| +

gm−1

hm−1
|⌈xm−1⌉

1
hm−1

−1
|)

+ |ξm−1| · |
∂gm−1

∂xm−1
|
−η

· θ̄

m−1∑
j=1

|xj|
pm−1hm

hj f̄m−1 · |ξm−1|
η+1

+
gm−1

hm−1
f̄m−1 · γ̄m,m−1

m−1∑
j=1

|ξj|
η+1

≤ γm,m−1(x̄m−1)(f̄0 + θ̄

m−1∑
j=1

|ξj|
η+1), (75)

where

γm,m−1 ≥
gm−1

hm−1
(|xm−1|

1
hm−1

−1
+ f̄m−1γ̄m,m−1)

+

∣∣∣∂gm−1
∂xm−1

∣∣∣(|ξm−1|+|ξm−1|
−ηθ̄

m−1∑
j=1

|xj|
pm−1hm

hj f̄m−1
)
.

(76)

On the basis of (72) and (75), (71) holds. Additionally, fol-
lowing the same procedure in [5], one can deduce that there
is a smooth positive function ϱki(x̄k ) > 0 such that:

∣∣∣∂(⌈α
1
hk
k−1⌉)

∂xi
xpii+1βi

∣∣∣ ≤ ϱki(x̄k )
k∑
j=1

|ξj|
η+1, k = 2, · · · , n.

(77)

Similar to (27), one has

−(2−η−hk )
∫ xk

αk−1

|⌈s⌉
1
hk−⌈αk−1⌉

1
hk |

1−hk−ηds≤ c̃k |ξk |1−η,

(78)

where c̃k = (2 − η − hk )21−hk is a constant. As a summary,
(71) takes the form
k−1∑
i=1

∂Wk

∂xi
ẋi ≤ φk3ξ

2
k + f̄

2
η+1
0 +

1
4

k−2∑
i=1

ξ2i +
1
5
ξ2k−1

+ θ̃ϖk2ξ
2
k + c̃k |ξk |

1−η
k−1∑
i=1

(
γki + ϱki

)
· qi,

(79)
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where φk3 and ϖk2 are positive smooth functions. According
to Assumption 3, there has

c̃k |ξk |
1−η

k−1∑
i=1

(
γki + ϱki

)
· qi + |ξk |

2−η−hkqk

≤

∣∣∣c̃k k−1∑
i=1

(ϱk1 + γk1)
∣∣∣|ξk |1−η2

+ |ξk |
2−η−hk2 ≤ ε2 + Qkξ2k 2,

where Q̃k = c̃k
∑k−1

i=1 (ϱk1 + γk1) |ξk |
−η

+⌈ξk⌉
1−η−hk ,Qk =

Q̃2
k√

ξ2k Q̃
2
k+ε2

are smooth functions. Easily, one has

∂Wk

∂2̂

˙̂
2 +

(
2̃ −

k−1∑
i=2

∂Wi

∂2̂

)(
µk−1 −

˙̂
2
)

+ Qkξ2k 2̃

= (2̃ −
∂Wk

∂2̂
)(µk −

˙̂
2) +

∂Wk

∂2̂
µk , (80)

whereµk = µk−1+Qkξ2k =
∑k

i=1Qiξ
2
i , it should be pointed

out:

∂Wk

∂2̂
µk =

∂Wk

∂2̂

k∑
i=1

Qiξ2i ≤
1
4

k−2∑
i=1

ξ2i +
1
5
ξ2k−1+φk4ξ

2
k ,

(81)

where φk4 is a smooth function. On the other side, let ϖk =

ϖk1 + ϖk2, and taken Lemma 3 and (10) into account, one
has

∂Wk

∂θ̂

(k−1∑
i=1

ϖiξ
2
i +

k∑
i=2

ϖkξ
2
k

)
≤
1
4

k−2∑
i=1

ξ2i +
1
5
ξ2k−1+φk5ξ

2
k ,

(82)

where φk5 is a positive function. Finally, letting φk = φk1 +

φk2 + φk3 + φk4 + φk5 and conduting simple substitution
operation, it is directly deduced from (68), (69), (79), (81)
and (82) that the inequality (38) holds. □
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