IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 23 August 2023, accepted 9 September 2023, date of publication 15 September 2023,
date of current version 22 September 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3315841

==l RESEARCH ARTICLE

Direct Short-Term Net Load Forecasting Based
on Machine Learning Principles for
Solar-Integrated Microgrids

GEORGIOS TZIOLIS -, ANDREAS LIVERA™, JESUS MONTES-ROMERO ™,
SPYROS THEOCHARIDES ', GEORGE MAKRIDES, (Member, IEEE),
AND GEORGE E. GEORGHIOU

PV Technology Laboratory, FOSS Research Centre for Sustainable Energy, Department of Electrical and Computer Engineering,
University of Cyprus, 1678 Nicosia, Cyprus

Corresponding author: Georgios Tziolis (tziolis.georgios @ucy.ac.cy)
The work of Georgios Tziolis, Andreas Livera, Spyros Theocharides, George Makrides, and George E. Georghiou was supported by the
European Regional Development Fund and the Republic of Cyprus through the Cyprus Research and Innovation Foundation (RIF) in the

Framework of the Project “ELECTRA” under Grant INTEGRATED/0918/0071. The work of Jesus Montes-Romero was supported by
the European Union—NextGenerationEU.

ABSTRACT Accurate net load forecasting is a cost-effective technique, crucial for the planning, stability,
reliability, and integration of variable solar photovoltaic (PV) systems in modern power systems. This work
presents a direct short-term net load forecasting (STNLF) methodology for solar-integrated microgrids by
leveraging machine learning (ML) principles. The proposed data-driven method comprises of an initial input
feature engineering and filtering step, construction of forecasting model using Bayesian neural networks,
and an optimization stage. The performance of the proposed model was validated on historical net load data
obtained from a university campus solar-powered microgrid. The results demonstrated the effectiveness of
the model for providing accurate and robust STNLF. Specifically, the optimally constructed model yielded
a normalized root mean square error of 3.98% when benchmarked using a 1-year historical microgrid
data. The k-fold cross-validation method was then used and proved the stability of the forecasting model.
Finally, the obtained ML-based forecasts demonstrated improvements of 17.77% when compared against
forecasts of a baseline naive persistence model. To this end, this work provides insights on how to construct
high-performance STNLF models for solar-integrated microgrids. Such insights on the development of
accurate STNLF architectures can have positive implications in actual microgrid decision-making by
utilities/operators.
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ANFIS  Adaptive neuro fuzzy inference system. Dyeek Day of the week.

ANN Artificial neural network. ETR Extraterrestrial radiation.
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BTM Behind-the-meter. GA Genetic algorithm.. .

CNN  Convolutional neural network. GHI Global horizontal irradiance.
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DNN  Deep neural network. K Clearness index.

DPT Dew point temperature. LM Levenberg-Marquardt.
LSTM Long short-term memory.
MAE Mean absolute error.
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MI Mutual information.

MISO Multi-input single-output.

ML Machine learning.

Myear Month of the year.

Nn Number of hidden nodes.

n Number of input features.

NLF Net load forecasting.

no Number of output nodes.

NPM Naive persistence model.

nRMSE Normalized root mean square error.

NWP Numerical weather prediction.

PCC Point of common coupling.

Prax Maximum measured net load power.

PV Photovoltaic.

Q-Q Quantile-quantile.

RES Renewable energy sources.

RF Real feel.

RH Relative humidity.

RMSE Root mean square error.

RMSEhaseline Root mean square error of the baseline
model (naive persistence model).

RMSFEforecasted  ROOt mean square error of the forecasted
model (Bayesian neural network model).

RNN Recurrent neural network.

SS Skill score.

SSA Singular spectrum analysis.

SSO Shark smell optimization.

STLF Short-term load forecasting.

STNLF Short-term net load forecasting.

SVR Support vector regression.

Tamb Ambient temperature.

Tqay Time of the day.

UCYy University of Cyprus.

VIS Visibility.

WRF Weather research and forecasting.

WS Wind speed.

Yactual Actual net load.

Yforecasted Forecasted net load.

0 Pearson correlation coefficient.

I. INTRODUCTION

The growing integration of variable renewable energy sources
(RES) poses new challenges and uncertainties to the opera-
tional management of modern power systems [1]. Forecasting
the net load (i.e., the difference of aggregated load and RES
production) is a required to safeguard the efficient man-
agement of energy in solar-powered grids and to optimally
balance energy supply and demand [2]. In this domain, the
field of direct and indirect net load forecasting (NLF) has
drawn attention recently. Research efforts focus on improving
the NLF accuracy by merging the load and generation fore-
casts. The direct NLF strategy consists of a single forecast of
the net load. The indirect NLF strategy involves forecasting
the load and renewable production separately, and then cal-
culating their difference [3].
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Over the past years, various short-term load forecast-
ing (STLF) approaches have been proposed in the liter-
ature [4], [5], [6], [71, [8], [9], [10], [11]. The STLF
performance in a grid-connected microgrid was analyzed
in [5] by constructing artificial neural networks (ANNs)
model. The ANNs model demonstrated higher accuracies
when compared to other methods. Likewise, the perfor-
mance of five different ANNs models was evaluated for
STLF in a building with small-scale loads [6]. The fore-
casts revealed a relative error of 7% when the loads were
utilized on a regular basis [6]. A recurrent neural network
(RNN) was also developed to mitigate the uncertainty for
residential load forecasting [7]. The implemented model out-
performed empirical and machine learning (ML) approaches.
A STLF framework for residential users based on deep
learning method was presented in [8]. The proposed method-
ology outperformed other existing methods (i.e., deep neural
network, autoregressive moving average, and extreme learn-
ing machine). A multi-scale convolutional neural network
(CNN) with time-cognition for multi-step STLF was devel-
oped in [9]. The CNN outperformed recursive multi-step long
short-term memory (LSTM), direct multi-step multi-scale
convolution and multi-step gated convolution-based models.
The authors in [10] proposed a hybrid STLF with signal
decomposition and correlation analysis. The proposed model
achieved reduced errors compared to traditional empirical
model decomposition. A STLF using neural networks with
pattern similarity-based error weights was proposed in [11].
The proposed approach achieved accurate modeling of the
target function.

The increased integration of RES in modern electricity sys-
tems necessitates the need for renewable production forecast-
ing. Specifically, the high shares of solar photovoltaic (PV)
systems (entering the Terawatt era in 2022 [12]), renders PV
forecasting imperative for addressing the uncertainty asso-
ciated with the RES generation [13]. Numerous PV power
generation forecasting methodologies have been proposed by
utilizing ML principles, statistics, and weather classification
methods [14], [15], [16], [17], [18], [19], [20], [21], [22].
ML-based PV power generation forecasting was proposed
in [14]. The random forest regression achieved the low-
est errors given by mean absolute error (MAE) of 0.0098.
A day-ahead PV power production forecasting approach
using ANNs was presented in [15]. It was validated on a
dataset containing weather and PV operational data acquired
from a large-scale PV power plant. The results showed that
the implemented data-driven network achieved mean abso-
lute percentage error (MAPE) in the range of 1.42% to
2.10% for days with different clearness indexes. Another day-
ahead PV power production forecasting model was proposed
in [16], using ANNs and statistical post-processing. The
resulting model yielded MAPE of 4.7% and a normalized
root mean square error (nRMSE) of 6.11%. Moreover, a CNN
model and variational mode decomposition was also pro-
posed for PV power forecasts [ 17]. The model provided a root
mean square error (RMSE) of 0.30 kW, 0.36 kW, and 0.42 kW

102039



IEEE Access

G. Tziolis et al.: Direct STNLF Based on Machine Learning Principles for Solar-Integrated Microgrids

for forecast horizons of 1-, 2-, and 3-hours, respectively.
The authors in [18] proposed a hybrid approach for day-ahead
PV power generation forecasting at the distribution system
of Cyprus. The approach yielded a nRMSE and a MAPE of
10.29% and 9.11%, respectively. Overall, research efforts on
day-ahead PV power forecasting demonstrated relative RMSE
accuracies higher than 10% [19]. LSTM neural network and
synthetic weather forecast were employed for short-term PV
power forecasting [20]. The proposed LSTM neural network
achieved a MAPE of 22.31%, a MAE of 0.36 MW, and
a RMSE of 0.71 MW, outperforming other ML methods
(i.e., RNN, generalized regression neural network, and
extreme learning machine). In [21], a hybrid deep learn-
ing approach based on CNN and LSTM was proposed
for PV power generation forecasting. The lowest forecast-
ing errors were obtained for 15-minute ahead horizons
(MAE 1.028 MW and RMSE 2.095 MW) in comparison to
persistence and radial basis function neural network models.
A hybrid ensemble deep learning framework comprising of
multiple LSTM models was also proposed for short-term PV
power forecasting. Its forecasts were compared to the outputs
of other existing models (i.e., persistence, autoregressive inte-
grated moving average with exogenous variable, multi-layer
perceptron, and traditional LSTM) [22]. The model yielded
reduced MAE (0.80 kW to 1.47 kW), MAPE (24.65% to
37.82%), and RMSE (1.39 to 2.09 kW) for all investigated
horizons (i.e., 7.5-, 15-, 30-, and 60-minute ahead).

Major part of the research was concerned with forecasting
either load (i.e., [4], [5], [6], [7], [8], [9], [10], [11]), or renew-
able generation (i.e., [14], [15], [16], [17], [18], [19], [20],
[21], [22]), or load and RES generation separately (i.e., [23]).
In the last few years, research has shifted to direct approaches
of forecasting the net load. The direct NLF utilizes net load
data, which are widely available in contrast with individual
load and RES generation data. In addition, for the direct NLF
strategy a single model is trained, offering a computational
advantage over the indirect NLF strategy. Previous short-
term net load forecasting (STNLF) methodologies attempted
to enhance forecasting accuracies by leveraging hybrid and
ML data-driven principles [2], [24], [25], [26], [27], [28],
[29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39].
A NLF for a PV-assisted charging station was proposed
in [24]. The integrated model achieved the lowest errors
of 14.65 kW (MAE) and 18.85 kW (RMSE). The authors
in [25] presented a fully parameterized sequence to quan-
tile (FPSe2Q) model for STNLF at the distribution level,
that achieved nRMSE of 7%. A STNLF with singular spec-
trum analysis (SSA) and LSTM was proposed in [26]. The
proposed model yielded MAPE in the range of 3.17% to
5.55% for the examined cases. Sun et al. [27] suggested a
probabilistic day-ahead NLF method based on Bayesian deep
learning. The model surpassed other state-of-the-art methods
(i.e., quantile regression, multiple linear regression, quantile
random forests, support vector quantile regression, and gra-
dient boosting quantile regression). Furthermore, an ANN
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model was proposed by Kobylinski et al. [28] to predict
the short-term micro-scale domestic net load profiles at a
15-minute resolution. The forecasting results showed MAE of
5.4%. A multi-energy forecasting framework for integrated
local energy systems was proposed by Zhou et al. [29] for
the prediction of gas, thermal, and electrical net load. The
framework was based on deep learning methods and the
findings confirmed that the proposed tool was capable of:
(a) minimizing forecasting complexity and cost, (b) enhanc-
ing prediction accuracy, and (c) providing lower errors
compared to other forecasting methods. An ultra STNLF
model based on phase space reconstruction and a deep neural
network (DNN) was proposed in [30]. The DNN achieved
MAPE values in the range of 4% to 15% for different
day categories (i.e., sunny and cloudy days). The authors
in [31] proposed NLF models for solar-integrated utility-
scale feeders at different forecasting horizons ranging from
10- to 30-minutes. The ANN model significantly surpassed
the reference persistence forecasts for most cases, exhibiting
forecasting skills up to 40%. In addition, the developed ANN
slightly outperformed the support vector regression (SVR)
model for the majority of the investigated feeders and fore-
casting horizons. A forecasting engine comprising of three
block cascade neural networks utilizing the shark smell opti-
mization (SSO) algorithm was proposed for both direct and
indirect STNLF applied to the power system of Ireland [32].
The forecasting models achieved MAPE values of 1.12% and
1.31% for direct and indirect forecasting, respectively. In a
more recent study [33], the following three strategies were
presented for STNLF: (a) aggregated, (b) partially aggre-
gated, and (c) disaggregated. The results proved that the
partially aggregated strategy exhibited the highest forecast-
ing performance. A feed-forward neural network, trained by
using Levenberg-Marquardt (LM) was also employed for
both direct and indirect STNLF in power grids with solar and
wind generation [34]. The direct NLF approach outperformed
the implemented indirect model. A novel direct STNLF
methodology using Bayesian neural networks (BNNs) and
statistical post-processing demonstrated nRMSE up to 1.3%
for different feeders with integrated PV systems [35]. In [36],
an hour-ahead NLF methodology was presented based on
adaptive neuro fuzzy inference system (ANFIS). The ANFIS
provided nRMSE values from 0.92% to 2.12% for differ-
ent time periods. A DNNs model reinforced with a genetic
algorithm (GA) for electric NLF, presented forecasting RMSE
of 1.42% [37]. A comparative analysis was performed in [38]
between ANN, RNN, extreme gradient boosting, random
forest, k-nearest neighbors, and SVR models for STNLF.
Random forest outperformed all other models, achieving
a nRMSE of 4.32%. A multi-input single-output (MISO)
LSTM model and an online LSTM model were developed
in [39] for short-term net energy forecasting. The imple-
mented online LSTM improved the net energy forecasts at the
household level by 7.3%, while the MISO LSTM was more
efficient at the aggregated level (13.2% improvement).
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Even though the above-mentioned studies provide promis-
ing results for forecasting the net load, the literature lacks a
direct STNLF method applicable and demonstrated at utility-
scale solar-integrated microgrids. Such method is of utmost
importance as it uses only net load data. In addition, direct
STNLF methods do not require knowledge of system char-
acteristics, topologies, and physical parameters, which are
rarely available for PV systems installed behind-the-meter
(BTM). This renders the utilization of direct NLF approaches
imperative since the constructed data-driven models can cap-
ture accurately net load profiles and improve accuracies
beyond the state-of-the-art.

The purpose of this study is to advance the field of
NLF by proposing a direct STNLF methodology that is
applicable to solar-integrated microgrids. The paper expands
on a previous study [40], where BNN was proposed for
direct STNLF for two buildings located within the Univer-
sity of Cyprus (UCY) microgrid. In this work, the analysis
is expanded by investigating different supervised learning
regimes and benchmarking the performance of the proposed
direct STNLF at additional buildings and the entire micro-
grid. The impact of net load profiles to the model during a
typical week and under different irradiance conditions was
also assessed. Moreover, a cross-validation (CV) method
and an unseen dataset were used to validate the robustness
of the model. The forecasting model development process
involved the utilization of historical aggregated net load data
obtained from the entire microgrid and three buildings (with
and without PV systems), located within microgrid. Lastly,
the model’s performance was validated using common per-
formance metrics and benchmarked against a baseline naive
persistence model (NPM).

Overall, the main contribution of this paper is the imple-
mentation of a direct STNLF using an optimized BNN
model applicable for utility-scale microgrids with varying
levels of PV penetration. The novel methodology fol-
lowed in this study can serve as a reference guidance tool
to the research/industry community for constructing high-
performance data-driven STNLF models that are applicable
to actual-environment microgrids. Such insights and informa-
tion on the development of accurate performing and robust
STNLF architectures can have positive implications in the
decision-making of solar-integrated microgrids.

The rest of this paper is structured as follows: Section II
analyzes the methodology followed for the development of
a direct STNLF model, while Section III summarizes the
results when applying the optimal constructed model to data
from buildings and UCY microgrid. Finally, Section IV con-
cludes the paper.

Il. METHODOLOGY

The methodology followed to construct the direct STNLF
model is presented in Fig. 1. It consists of five sequential
steps: (a) experimental setup and data acquisition, (b) data
quality assessment and identification of input features,
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(a) Experimental setup and data acquisition

.

Test buildings (with and without photovoltaic shares) and microgrid
Recording of historical net load and weather data

v

(b) Data quality assessment and identification of input features

.

Data cleansing (i.e., row deletion and data inference techniques)
Input feature selection using Pearson correlation coefficient and mutual
information

(c) Development of the optimal machine learning
short-term net load forecasting model

Constructing a Bayesian neural network model utlizing a supervised learning
method
Optimizing hyperparameters.

¥

(d) Performance evaluation

Evaluating performance using common metrics (e.g., root mean square error,
normalized root mean square error, and skill score)
Residual analysis using the Ljung-Box test

v

(e) Model robustness

Validating the model using k-fold cross-validation
« Testing at different sky conditions (i.e., clear and overcast days)

FIGURE 1. Methodology for developing and validating the proposed
direct STNLF model.

(c) development of the optimal ML STNLF model, (d) perfor-
mance evaluation, and (e) assessment of model’s robustness.

A. EXPERIMENTAL SETUP AND DATA ACQUISITION

The developed direct STNLF model was constructed uti-
lizing a 1-year historical dataset. The data were acquired
from weather sensors and smart meters installed at UCY
microgrid in Nicosia, Cyprus. More specifically, net load
measurements (at a resolution of 1-second and aggregation
of 60-minute recordings) were acquired from three buildings
(located within the campus) and the point of common cou-
pling (PCC) of the entire microgrid. Table 1 provides more
details about the consumption and production capacities of
the investigated buildings and UCY microgrid.

Over the evaluation period, historical numerical weather
prediction (NWP) data (useful for energy forecasting [41])
were also calculated for the three buildings and the UCY
microgrid by utilizing the weather research and forecasting
(WRF) model [42]. The forecasted NWP parameters included
values of global horizontal irradiance (GHI), real feel (RF),
relative humidity (RH ), dew point temperature (DPT'), ambi-
ent temperature (Tamp ), wind speed (WS), and visibility (VIS).
In addition, historical net load (HNL) at a lag period of a
week and time-related parameters such as month of the year
(Myeqr), day of the week (Dyeek), and time of the day (Tgay)
were also included in the dataset [40].

B. DATA QUALITY ASSESSMENT AND IDENTIFICATION

OF INPUT FEATURES

The initial stage of the methodology included the applica-
tion of data quality assessment (DQA) routines to ensure
high fidelity time series data [43]. Different filtering stages,
detection methods, data deletion, and inference techniques
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TABLE 1. Consumption and production capacity information of the
buildings and microgrid.

Maximum Total PV PV
Test setup measured net capacity penetration
load power (kW) (kW,) (%)
Site A (building 307.75 148.32 48.19
with PV shares)
Site B (building 199.92 0 0
without PV shares —
low consumption)
Site C (building 378.56 0 0
without PV shares —
high consumption)
UCY microgrid 1,645.77 434.80 26.42
(with PV shares)

were thus applied to the available dataset. For invalid data
(i.e., erroneous and missing measurements) less than 10%
of the entire dataset, the row deletion technique [43] was
applied to remove those values. Alternatively, data infer-
ence/imputation techniques were used to back-fill the missing
measurements [43].

Afterwards, the mutual information (MI) and Pearson cor-
relation coefficient (p) were employed to identify the highly
dependent and correlated input data features. Specifically, p
ranges from —1 (perfect negative correlation) to 41 (perfect
positive correlation), with zero indicating no correlation [44].
Similarly, the MI takes values between zero (i.e., indepen-
dent variables) and infinity (fully dependent features) [45].
Threshold limits were set for p > |0.20| and MI > 0.25 [40].
The input features were chosen so that at least one of p or
MI value fell within the predefined threshold levels. These
features were then used to construct the ML model for direct
STNLE.

C. SHORT-TERM NET LOAD FORECASTING MODELS

BNNs were selected among different ML and statistical mod-
els due to their high accuracy and proven convergence in
forecasting applications [46]. In the field of load forecasting,
BNNs provided high-precision forecasts, while also estimat-
ing automatically the forecasting error. It was also shown that
low execution time is required for their training process [18].
Other advantages of BNNs include the simplicity of man-
aging hyperparameters, low sensitivity to small datasets and
prevention of overfitting (through an automated procedure for
adjusting the regularization term) [18].

BNNs are categorized under the umbrella of artificial
intelligence and more specifically of deep learning networks
technology with the ability to learn from the data. Such
models combine neural network with Bayesian inference
(i.e., amethod of estimating the posterior probability). To this
end, BNNs use probabilistic layers that capture uncertainty
(in the predictive output) over weights and activations [47].
The development of such models involves the integration
of stochastic components into the network architecture,
that consist of a set of interconnected Bayesian neurons
(or nodes) [18]. The nodes comprising the network are
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FIGURE 2. Illustration of a typical BNN architecture, consisting of 3 layers
(input, hidden, and output layers) and 6 nodes (11-12: 2 input nodes,
H1-H3: 3 hidden nodes, and O1: 1 output node).

organized in three layers, namely the input, hidden, and
output layers (as depicted in Fig. 2). The input layer rep-
resents the input data to the network (for instance, 2 input
features correspond to 2 input nodes), while the output layer
is the desired forecasting parameter generated by the network
(i.e., the net load in this study). A rule of thumb method was
then used to determine the appropriate number of nodes for
the hidden layer of the BNN forecasting model. According to
this rule, the number of hidden nodes (Vy) should be 2/3 the
size of the input layer, plus the size of the output layer. It is
estimated mathematically as [48]:
2

Nh=§~ni+n0 (1)

where n; and n, is the number of input features and output
nodes, respectively. In the case that the value of N, was not
a whole number (e.g., a number with a fractional part), the
value was rounded up to the nearest whole number.

To derive the optimal BNN model for STNLF applications,
a supervised learning method was followed. Specifically,
the 1-year UCY microgrid dataset was divided into three
different train subsets (30%, 50%, and 70% portion of the
entire dataset), while the test subset remained constant (30%
portion of the entire dataset) for validation purposes. The
train subsets were used to examine the impact of training set
size on the model’s performance and to identify the optimal
training duration. During this procedure, the test subset was
used for evaluating the model’s forecasting performance and
it was kept constant to allow a fair comparison between
the results. In parallel, sequential and random dataset split
approaches were also investigated to determine their impact
on the forecasting accuracy of the model. In particular, suc-
cessive samples (e.g., using data from consecutive months)
were used for the sequential approach, while the random
approach included the selection of randomly obtained sam-
ples from the entire dataset (e.g., using data from different
months/seasons).

Finally, the forecasts provided by the optimal derived BNN
model were benchmarked against the forecasts of a baseline
NPM. The simplistic NPM uses historical net load data from
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the same day and time of the previous week (i.e., one-week
persistence) [49]. It operates on the basis that forecasted
values remain the same as previous time-step values.

D. PERFORMANCE EVALUATION

The forecasting accuracies of the models were evaluated
using the RMSE, nRMSE, and skill score (SS) performance
metrics. The RMSE is the standard deviation of the prediction
errors. The nRMSE is the RMSE normalized to the maximum
measured net load power of the building/microgrid. The SS
compares the score obtained by a forecast with the score of
a standard forecast. A SS = 0% indicates no improvement
of the BNN model compared to the NPM. A SS = 100%
indicates the best possible score by the ML model. These
metrics are computed as follows [16]:

| &
RMSE = | — - Z()’actual,i - yforecasted,i)2 2)
n i=1
100 -
nRMSE = S Z()’aotual,i - )’forecasted,i)2 3)
max n i1
RMSE;
S = 100 - (1 _ forecasted) (4)
RMSEyaseline

where yacruali and Yeorecasted,i are the actual and forecasted
net load, respectively, n is the total number of observa-
tions, Pmax 1S the maximum measured net load power of
the building/microgrid, RMSEforecasted and RMSEpageline are
the RMSE of the forecasted BNN model and baseline NPM,
respectively.

Furthermore, residual analysis of the net load was per-
formed to examine for Gaussian white noise properties [50].
The Ljung-Box test was also performed to investigate for
significant correlation in the residuals [51]. The test evaluates
whether the p-value is < 0.05, indicating statistical signif-
icance (i.e., the null hypothesis is rejected). For p-value >
0.05, the result is not statistically significant (i.e., the null
hypothesis is not rejected).

E. EVALUATING MODEL ROBUSTNESS

The k-fold CV method was employed to evaluate the robust-
ness and stability of the optimal BNN model under different
training and testing conditions [16]. The dataset was sepa-
rated into k equal folds and the BNN model was trained and
tested k times. For each learning sequence, k-1 different folds
were used for training, while the model was tested on the
remaining fold [40].

In addition, three months of unseen data were utilized
to verify the robustness of the model. Lastly, to gain
more insights about the performance of the optimal BNN
model under various sky conditions, the daily average clear-
ness index (K;) was calculated. Specifically, the K; ranges
from 0 to 1, with K; = O indicates overcast sky and
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Ki = 1 indicates clear sky, and calculated as [52]:
> GHI,

> 2 ETR;
where GHI; and ETR; are the global horizontal irradiance
and the extraterrestrial radiation at hour i, respectively.
In this study, ETR was simulated using solar positioning
calculators [53].

The K; was thus calculated for the unseen dataset to provide

a thorough performance investigation of the optimal BNN
model on unseen data and different sky conditions.

)

t

lll. RESULTS

Section IIT describes the obtained performance verification
results from the application of the direct STNLF model to the
historical yearly dataset of the three buildings and the entire
microgrid.

A. INPUT FEATURE ENGINEERING

An initial investigation pertaining to the implementation of
an optimal BNN forecasting model was performed. The anal-
ysis presented useful information on the dependency of the
different input variables of HNL, Myear, Dweek, DPT, RF,
Tamb, Tday, RH, VIS, GHI, and WS to the net load output.
Table 2 summarizes the evaluation results of the input feature
dependency and correlation to the output. It can be observed
that the HNL input feature exhibited the highest p and MI
value. Moreover, the p values for Myear, Dweek, DPT, RF,
Tamb, and T4ay were greater than the predetermined threshold.
Likewise, Myear, Tday, and GHI also yielded values within the
MI threshold. For RH, VIS, and WS, p and MI values below
the predetermined threshold limits were obtained and thus
these input features were not selected.

TABLE 2. Input feature dependency and correlation to the net load
output.

Input feature p MI
HNL 0.87 1.08
Myear 043 031
Dyeek -0.36 0.21
DPT 0.33 0.12

RF 0.30 0.17
Tamb 0.27 0.16
Taay 0.21 0.34
RH -0.06 0.07
VIS 0.04 0.01
GHI 0.03 0.25
WS 0.01 0.02

B. SUPERVISED MACHINE LEARNING MODEL

AND OPTIMIZATION

Five models based on different dataset split training
approaches (i.e., sequential and random) and different train
set durations (i.e., 30%, 50%, and 70% portion of the
entire dataset) were constructed. Table 3 depicts the results
(given by nRMSE) of the devised models with different input
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features, when applied to the entire UCY microgrid. The
models exhibited nRMSE values ranging from 10.47% to
25.72% when trained with a 30% sequential train subset.
Lower errors (ranging from 4.03% to 4.67%) were obtained
when training at a 30% portion random train set. Furthermore,
for 50% train set portion, the nRMSE ranged from 6.97% to
12.78% and from 4.08% to 4.66% for sequential and random
train set split, respectively. Finally, for 70% train set portion,
the nRMSE of the models ranged from 4.63% to 5.21% and
from 3.98% to 4.66% for sequential and random training,
respectively. In summary, the results showed that higher accu-
racies were obtained when using random training and larger
train set duration (i.e., 70% portion of the entire dataset).
Overall, the results showed that when training the model with
larger amount of data over the yearly period, it was capable to
capture the underlying consumption and production profiles
and provide improved forecasts.

Ultimately, the optimal BNN model yielded a nRMSE of
3.98% when using 70:30% random training and testing (see
Table 3 ). The network interconnection diagram of the model
is shown in Fig. 3. The model comprises of 8 input features
(HNL, Myear, Dyweek, DPT, RF', Tamp, Tday, and GHI), 7 hid-
den nodes, and 1 output node (net load).

HNL " n
=y H1
Myear (12 Z
5 H2
=
Dweek B
= H3
DPT (W &%
o > He 01 Net load
RF (6
> H5
Tamb 16 \
R H6

Tday 7 = 8
= HT

GHI (o £

FIGURE 3. Input features, hidden, and output nodes of the devised
forecasting model.

C. PERFORMANCE VALIDATION OF BNN MODEL

Fig. 4 presents the performance of the optimal direct STNLF
model (constructed using a supervised 70:30% random train-
ing and testing approach) when applied to the three buildings
and the entire microgrid, over the test set period. For sites
A, B, and C, the direct STNLF model yielded a daily mean
nRMSE of 4.81%, 5.35%, and 4.75%, respectively. The low
absolute error deviation of 0.54% obtained when comparing
the exhibited nRMSE values of a site with PV (site A) and
without PV (site B), provided evidence that the accuracy
of the BNN model was not affected by the levels of PV
penetration at the investigated sites. Accordingly, the model
achieved a nRMSE of 3.98% when applied to the entire
microgrid.

The optimal direct STNLF model achieved nRMSE values
below 10% for sites A and B (as shown in Fig. 4a and Fig. 4b)
for 95% of the test set period days. Similarly, for site C the
optimal BNN model yielded nRMSE values below 10% for
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FIGURE 4. Daily nRMSE of the optimal BNN model for (a) Site A,
(b) Site B, (c) Site C, and (d) UCY microgrid over the test set period. The
red dashed line demonstrates the mean nRMSE.

97% of the test set period days (see Fig. 4c). Lastly, for
the entire microgrid, 98% of the daily nRMSE values were
below 10% (see Fig. 4d). The low nRMSE values (ranging
from 3.98% to 5.35%) indicated the applicability of the pro-
posed BNN model on the three sites and microgrid level
regardless of the PV shares. The obtained low forecasting
errors are attributed to the BNN’s ability to capture the
non- linear behavior of load and PV generation. It is worth
noting that the days when daily nRMSE values exceeded
10% (for all three sites and the entire microgrid) were
attributed to maintenance events and extreme consumption
conditions. The extreme consumption values were caused by
unexpected/extreme weather conditions (e.g., heat wave) that
affect both the generation and consumption, and hence net
load profiles. For such instances, the mode’s performance
ability was reduced and thus increased nRMSE values were
obtained due to unexpected net load profiles (caused by the
sudden consumption variation).

To assess the quality of the optimal direct STNLF model,
residual analysis was conducted over the test set period for
the UCY microgrid dataset. Specifically, the p-value obtained
from the Ljung-Box test was greater than 0.05, thus failing
to reject the null hypothesis and demonstrating the random-
ness of residuals. Moreover, the residual distribution profile
(depicted in Fig. 5a) provided evidence that the residuals were
normally distributed, indicating non-seasonality and lack of
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TABLE 3. Input features, hidden nodes, and nRMSE of the developed models for different training dataset split approaches and durations for UCY

microgrid.
Number nRMSE (%)
Model Input of hidden Sequential ~ Sequential ~ Sequential Random  Random Random
No. features nodes training training training training training training
30% 50% 70% 30% 50% 70%
1 HNL, Myear, GHI 3 13.54 7.21 4.99 4.67 4.66 4.66
2 HNL, Myear, Dyeek> GHI 4 10.47 6.97 4.70 4.54 4.41 429
3 HNL, Myear, Dyeex> DPT, Tgay, GHI 5 13.04 7.11 4.63 4.17 423 4.02
4 HNL, Myears Dyyeek> DPT, RF, Taqy, GHI 6 25.72 8.79 5.13 4.03 4.11 4.02
5 HNL, Myear, Dyeex» DPT, RF, Tamp, Taay, GHI 7 23.71 12.78 5.21 4.04 4.08 3.98
600 20
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FIGURE 5. (a) Distribution and (b) Q-Q plots of the residuals derived from
the application of the BNN model to the UCY microgrid test set. The blue
line demonstrates the density curve of a normal distribution, while the
red line demonstrates the 45-degree reference line.

autocorrelation. In addition, the quantile-quantile (Q-Q) plot
verified the normal distribution of the residuals since the data
points closely followed the reference line (see Fig. 5b).

D. ROBUSTNESS VALIDATION

1) CROSS-VALIDATION EVALUATION

The k-fold CV results obtained when the BNN model was
applied to 10 constructed folds of the entire UCY microgrid
data, demonstrated nRMSE values ranging from 3.70% to
6.24%, with an average nRMSE of 5.13% (see Fig. 6). The
low nRMSE values exhibited for all folds proved that the
proposed BNN model can provide reliable forecasts for solar-
integrated microgrids. The accurate forecasts obtained for all
folds verified the robustness of the BNN model for capturing
time-varying behaviors in a short duration dataset.

Normalized RMSE (%)

Folds

FIGURE 6. nRMSE obtained by the optimal BNN model during the k-fold
CV a the microgrid level [40]. The blue dashed line demonstrates the
average nRMSE obtained for all folds.

2) VERIFICATION ON UNSEEN DATASET

The optimal BNN model was initially validated through sim-
ulation, prior to its application to the unseen data of the
microgrid. Specifically, the model was trained using a 70%
random train subset. Its performance was then validated on a
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FIGURE 7. Daily nRMSE of the optimal BNN model when applied to the
UCY microgrid (unseen dataset). The red dashed line demonstrates the
mean nRMSE, while the blue color code shows the daily average
clearness index (Kj).

new three-month unseen dataset of the entire UCY microgrid.
The validation results are presented in Fig. 7 for the 90 days
of the unseen dataset and at various sky conditions. The
optimal BNN model yielded daily nRMSE values ranging
from 1.55% to 13.35%. Specifically, for 2 days (i.e., 2.22%)
of the unseen dataset the daily nRMSE values exceeded 10%
due to extreme consumption conditions. Furthermore, a daily
mean nRMSE of 5.16% was obtained when applying the
model to the unseen dataset. The obtained low nRMSE proved
model’s robustness for new datasets. Also, the performance
of the proposed BNN model was not affected by irradiance
conditions since low errors were obtained for both clear and
overcast days (indicated by the blue color code in Fig. 7).
This indicates BNN model’s ability to capture efficiently the
net load profiles.

E. BENCHMARKING OF THE MACHINE LEARNING
MODEL AGAINST THE NAIVE APPROACH

The performance of the BNN model was further bench-
marked against the forecasts of a baseline NPM. Fig. 8
presents the daily nRMSE of the NPM over the test set period
for the three buildings and the UCY microgrid. The NPM
achieved daily mean nRMSE values of 5.47%, 6.38%, and
5.65% for site A, B, and C, respectively. Additionally, the
NPM achieved a daily mean nRMSE of 4.75% for the entire
microgrid.

Several high error values (reaching up to 17% for some
days) were obtained for the NPM over the test set period.
More specifically, daily nRMSE values higher than 10% were
obtained for 14% (see Fig. 8a), 13% (see Fig. 8b), 10%
(see Fig. 8c), and 4% (see Fig. 8d) of the days in the test
set. The high percentage of the daily nRMSE values greater
than 10% demonstrated the weakness of NPM to capture the
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FIGURE 8. Daily nRMSE of the NPM for (a) Site A, (b) Site B, (c) Site C, and
(d) UCY microgrid over the test set period. The red dashed line
demonstrates the mean nRMSE.

TABLE 4. Forecasting error of NPM and BNN for the buildings and
microgrid under study over the test set period.

NPM BNN
RMSE ~ nRMSE  RMSE  nRMSE SS
(kW) (%) kW) (%) (%)
Site A (building 20.31 5.47 16.53 4.81 18.61
with PV shares)
Site B (building 13.91 6.38 11.39 5.35 18.12
without PV
shares — low
consumption)
Site C (building 24.50 5.65 19.99 4.75 18.41
without PV
shares — high
consumption)
ucy 76.87 4.75 63.21 3.98 17.77
microgrid (with
PV shares)

Test setup

non-linear behavior of load and PV generation. Hence, the
NPM cannot provide accurate forecasts for many of the test
days due to its simplistic nature; it assumes that future values
will remain the same as current values. Despite its limitations,
the NPM is a simplistic method that can be used as a baseline
model for performance comparisons.

F. OVERALL COMPARISON

Table 4 summarizes the forecasting errors obtained for the
optimally constructed direct STNLF model when applied
to the buildings and microgrid under study over the test
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set period. The NPM forecasts are also provided for com-
parative purposes. The optimally constructed model yielded
nRMSE values from 4.75% up to 5.35% for the three build-
ings, whereas for the entire microgrid the nRMSE was 3.98%.
The results (nRMSE values less than 5.35%) proved that the
BNN model is consistent and adaptable for buildings with and
without PV shares (irrespective of the consumption level),
and for solar-integrated microgrids.

The NPM reported nRMSE values ranging from 5.47% to
6.38% for the three buildings, while a nRMSE of 4.75% was
obtained for the entire microgrid. Comparing the simplis-
tic NPM with the BNN model, RMSE differences of up to
4.51 kW and 13.66 kW were obtained for the three buildings
and the microgrid, respectively, in favor of the BNN model.
In addition, the ML model outperformed the baseline NPM,
presenting lower nRMSE values (differences up to 1.03%
for the sites A to C, and 0.77% for the entire microgrid).
Furthermore, SS values of approximately 19% were acquired
for the three buildings and 17.77% for the entire microgrid,
demonstrating the superiority of the BNN model for provid-
ing improved forecasts.

Furthermore, Fig. 9 shows the plots of the actual and fore-
casted net load profiles obtained by the BNN model and NPM
for the UCY microgrid over a typical week. The exhibited
profiles demonstrated that the BNN model achieved forecasts
that were in close agreement to the actual net load. This indi-
cates the BNN’s ability to capture non-linear net load profiles.
In contrast, the NPM failed to capture the net load behavior
throughout the week. Hence, more sophisticated algorithms
(such as ML-based) are required to forecast complex net load
patterns.

Fig. 10a depicts the performance of the optimal BNN
model and NPM applied to the UCY microgrid for low
irradiance conditions (GHI < 200 W/m?). The BNN model
outperformed the NPM (daily nRMSE of 5.17%), achiev-
ing a lower daily nRMSE (i.e., 4.74%). Similarly, Fig. 10b,
shows the net load profiles obtained from the two STNLF
models for high irradiance conditions (reaching GHI val-
ues up to 885 W/m? during the day). It can be observed
that the BNN model outperformed the forecasts provided by
NPM (daily nRMSE of 9.73%), achieving a daily nRMSE of
approximately 4%. High errors were observed by the NPM
during daytime hours in contrast to the forecasts of the BNN.
The results provided evidence that the BNN forecasts were
improved for higher solar irradiation during clear sky days.
This is attributed to the fact that the direct BNN model was
developed to provide improved STNLF accuracies for solar-
integrated microgrids, thus, high and stable solar irradiance
profiles (without ramps) favor the capability of the model to
achieve accurate forecasts.

The findings of this study are aligned with the ones
reported in the literature, where hybrid and ML-based
approaches outperformed the simplistic persistence models
(with the latter showing a nRMSE of 7.04% [38]). The devel-
oped hybrid and ML NLF models reporte nRMSE values
ranging from 0.92% to 7% [25], [35], [36], [38]. Specifically,
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FIGURE 9. Net load profiles given by the optimal BNN model and NPM
applied to the UCY microgrid for a typical week.
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FIGURE 10. Performance of the optimal BNN model and NPM applied to
the UCY microgrid for days with (a) low and (b) high irradiance conditions.

an ANFIS model achieved nRMSE values between 0.92% to
2.12% when forecasting the net load of a power system [36].
A BNN with statistical post processing reported nRMSE
values from 1.02% to 1.29% for distribution feeders [35].
In addition, a random forest model yielded a nRMSE of 4.32%
for a renewable integrated microgrid [38]. Moreover, a hybrid
FPSe2Q model showed a nRMSE of 7% at the distribution
level [25]. Lastly, the proposed BNN achieved a nRMSE of
3.98% for an entire utility-scale microgrid with PV shares.

Although the literature revealed the above-mentioned fore-
casting errors, the NLF models were evaluated under different
conditions (e.g., location, datasets, application levels, sys-
tems, sizes, etc.). Therefore, no consensus regarding the
optimal model can be derived, since the models have never
been extensively compared ‘‘side-by-side”” and/or under the
same conditions.

IV. CONCLUSION

The increasing penetration of RES in microgrids as well
as the uncertainty linked with their production present new
challenges in the management and operation of power sys-
tems. A major challenge in optimally planning and schedul-
ing the operation of renewable energy integrated systems is
to accurately forecast net load using data-driven approaches.

VOLUME 11, 2023

A direct STNLF methodology was proposed in this work,
that is applicable to renewable-powered microgrids. The con-
structed BNN model provides improved forecasts, and it was
evaluated on buildings and microgrid level using net load
historical data.

The optimal ML model was developed through an input
feature selection and hyperparameter determination stage.
The results from this analysis indicated 8 input features
(HNL, Myear, Dyweek, DPT, RF, Tymp, Tday, and GHI) and
7 hidden nodes for the optimal BNN forecasting model. It was
also shown that its accuracy was affected by the train set
data split approach (i.e., random and sequential) and duration
(i.e., 30%, 50%, and 70%). Training the model with a 70%
random train subset achieved the lowest daily mean nRMSE
value of 3.98%. For 70% sequential training the error was
increased to 5.21%. Also, for lower random training duration
subsets, the model yielded a nRMSE of 4.04% and of 4.08%
for 30% and 50% portion of the entire dataset, respectively.

In addition, the evaluation of the BNN model’s robustness
(utilizing the k-fold CV technique on the UCY microgrid)
showed low nRMSE variations (ranging from 3.70% to 6.24%
with an average of 5.13%). Moreover, a low daily mean
nRMSE value of 5.16% was obtained by the model (regardless
of the daily average clearness index) when applied to unseen
data of the entire microgrid, proving its reliability and robust-
ness.

The forecasts of the BNN model were further compared
against the ones acquired from a baseline persistence model.
The NPM yielded a nRMSE of 4.75% (the error was increased
by 0.77% when compared to the BNN) for the entire
microgrid. SS values ranging from 17.77% to 18.61% were
obtained for the microgrid and the buildings under investiga-
tion. To this end, the analysis showed that the optimal BNN
model achieved improved forecasts when compared to the
baseline model at low and high irradiance conditions.

Finally, the proposed direct STNLF methodology can
be used to effectively manage and control existing solar-
integrated microgrids with varying PV penetration shares.
Future research will focus on validating the proposed direct
STNLF method in higher capacity microgrids from different
locations to verify its scalability, replicability, and location
independence. Furthermore, benchmarking on hybrid micro-
grids that integrate various RES types is another important
future activity to ensure full validation and transferability of
the model.
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