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ABSTRACT Transformer-based architectures have recently gained significant attention in various computer
vision tasks. Their ability to capture non-local dependencies and intricate characteristics makes them a
promising complement to CNNs. However, their application in parking slot detection tasks is still limited.
Thus, this paper proposes an appropriate way to apply transformer-based architectures to parking slot detec-
tion tasks. The proposed method adopts the Detection Transformer (DETR) architecture, which employs
a standard transformer encoder-decoder framework. Since this approach requires a long training time, this
paper suggests utilizing fixed anchor points to replace object queries in the original DETR architecture.
Each anchor point is assigned a known location and focuses only on a predefined area of the feature map,
resulting in a considerable reduction in training time. In addition, this paper suggests using a more suitable
and efficient two-point parking slot representation to improve detection performance. In experiments, the
proposed method was evaluated with the public large-scale SNU dataset and showed comparable detection
performance to the state-of-the-art CNN-based methods with 96.11% recall and 96.61% precision.

INDEX TERMS Automatic parking system, parking slot detection, deep learning, transformers, convolu-

tional neural network (CNN), around view monitor (AVM).

I. INTRODUCTION

In the last decade, autonomous driving has emerged as a
major area of interest for both the automotive industry and
academic fields. As an important part of this trend, park-
ing assistance and automatic parking systems have also
gained widespread popularity and have been the subject
of extensive research. Automatic parking systems typically
encompass target parking position designation, path plan-
ning, path tracking, and user interface [1], [2]. Among these
aspects, the precise and effective detection of available park-
ing spaces stands as a key challenge. Various works in this
domain have explored four primary approaches: intelligent
parking management systems (IPMS)-based, user interface-
based, free space-based, and parking slot marking-based [1].
Among them, the parking slot marking-based approach,
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which detects parking spaces by recognizing markings on
the road surface, has witnessed significant growth in recent
years. This tendency is attributed to the increased availabil-
ity of in-vehicle camera systems, particularly around-view
monitor (AVM) systems. An AVM system stitches multiple
images captured by cameras mounted around the vehicle
to generate bird-eye view images, providing drivers with a
comprehensive view of their surroundings during the parking
maneuver. The popularity of AVM systems as parking aids
has prompted most car manufacturers to incorporate them
into their vehicles [3], [4], [S]. This resulted in a surge of
research focused on vision-based parking slot detection using
AVM images.

The primary goal of vision-based parking slot detection
using AVM images is to leverage the captured visual informa-
tion in order to find the marking patterns of parking slots in
various traffic scenarios. Traditionally, vision-based parking
slot detection is based on manually designed hand-crafted
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features and geometric rules. Even though hand-crafted
features remain a powerful tool when handling visual infor-
mation about the parking slot, rigidly designed elements
hinder their performance in volatile real-world scenarios.
Ever since the advent of deep learning and convolutional
neural networks (CNNs), they have dominated the field
of general object detection [6]. CNNs have demonstrated
their ability to efficiently learn and generalize visual pat-
terns across numerous applications. Consequently, significant
effort has been made to utilize CNN-based methods to detect
parking slots [1]. CNN-based parking slot detection methods
focus on detecting the representative features of a parking slot
by exploiting its more robust deep features. Currently, CNN-
based methods have achieved state-of-the-art performance in
parking slot detection tasks [7], [8].

In recent years, transformers have emerged as a rev-
olutionary neural network architecture, gaining consider-
able attention, particularly in the field of natural language
processing (NLP) [9]. Leveraging the attention mecha-
nism, transformers excel at capturing long-range dependen-
cies, which has propelled them to the forefront of NLP
research [10], [11], [12]. Recognizing the immense potential
of transformers, researchers have ventured to apply them to
computer vision tasks. Encouragingly, recent findings indi-
cate that transformers can be a promising complement to
convolutional neural networks (CNN5s) in this domain. Unlike
CNNs, which primarily rely on local operations and model
relationships between neighboring pixels, transformers facil-
itate global operations, enabling the modeling of relationships
among all pixels within a single transformer layer. This
distinctive characteristic grants transformers a unique advan-
tage in capturing long-range dependencies and contextual
information. Consequently, transformer-based methods have
demonstrated state-of-the-art performance across various
computer vision tasks [13], [14].

Given the abovementioned advantages in handling
visual information, the transformer-based approach presents
immense potential for handling parking slot detection tasks.
By utilizing transformer attention blocks, the network gains
the capability to model non-local dependencies, enabling
information aggregation from distant elements of the parking
slot. As a result, the transformer-based model gains unprece-
dented insights into the complex and intricate characteristics
of the parking environment, essential for precise and robust
parking slot detection.

Despite the remarkable potential, the application of
transformer-based architectures in parking slot detection
remains relatively underexplored, with only one study
having considered this approach [15]. It introduces the
order-independent matching with shape similarity (OISS)
method, which uses the detection transformer (DETR) archi-
tecture [16]. As the first parking slot detection method
employing the transformer architecture, the OISS method
confronts two significant challenges. First of all, predicting
all four corners is inappropriate for parking slot detection
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because, typically, only two corners of the parking slot
are visible in images during the detection stage. A tai-
lored approach that accounts for this constraint is essential
to improve accuracy and efficiency. Additionally, utilizing
the original DETR architecture, the OISS method faces the
drawback of prolonged training time, raising concerns over
practical applicability and resource efficiency. In an era
where rapid processing and real-time capabilities are essen-
tial, an optimized training process that preserves competency
without compromising efficiency becomes a main objective
in transformer-based research.

To overcome these drawbacks, this paper proposes an
appropriate way to apply transformer-based architecture to
parking slot detection tasks. For that purpose, this paper first
reconsiders the representation of the parking slot using the
location and orientation of its two entrance junctions rather
than using its four corners. This is because all four corners of
the parking slot are rarely visible in images during the detec-
tion stage, and only the slot entrance position is necessary
for the vehicle to start parking. Even though the suggested
parking slot representation performs well when combined
with DETR architecture, the method still requires a long
training time. The significant drawback of prolonged training
time poses a substantial challenge for machine learning tasks,
as it can lead to inefficient progress and hinder advancements
in research. To solve this, this paper adapts another variation
of DETR: Anchor DETR [17], which has not yet been used
for parking slot detection tasks. Anchor DETR can shorten
the training time by fixing each object query at a predefined
location in the feature map called an anchor point. This paper
suggests that each anchor point is responsible for an entrance
center, and the location of two junctions will be predicted rel-
ative to the location of this anchor point. In experiments, the
proposed method significantly outperforms the OISS method
while requiring a much shorter training time. Moreover, com-
pared to the state-of-the-art parking slot detection method, the
proposed method shows comparable performance and has the
advantages of faster processing time without the need for non-
maximum suppression.

The contribution of this paper can be summarized as fol-
lows:

o It presents an appropriate way to apply transformer
architecture to parking slot detection tasks that achieves
comparable performance to state-of-the-art CNN-based
methods.

« It proposes the two-point representation, which is more
appropriate to present parking slots.

o It suggests using fixed anchor points to shorten the
training time of the DETR approach.

The rest of this paper is organized as follows. Section II
provides a comprehensive literature review of previous park-
ing slot detection methods. Section III concisely overviews
the detection transformer (DETR) architecture. Section IV
introduces the proposed method. Section V presents the
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experimental results and a comparative analysis with existing
methods. Finally, Section VI concludes the paper, summariz-
ing the findings and discussing potential future research.

Il. RELATED WORKS

Since this paper is related to deep learning-based parking slot
detection methods, this section does not include traditional
hand-crafted feature-based methods. A literature review of
the traditional methods can be found in [1].

In recent years, vision-based parking slot detection using
deep learning has gained noticeable attention. Most of the
current works focus on utilizing CNN-based architecture to
find parking slots from input images. CNN-based parking
slot detection methods can be categorized into multi-stage
and one-stage approaches. The first multi-stage parking slot
detection method was proposed in [18]. In the first stage, this
method separately detects the locations of the two junctions
of the parking slot entrance. In the second stage, the junc-
tions are combined using their types and geometric rules.
Finally, in the last stage, image patches containing the park-
ing slot entrance defined by the two junctions are cropped
out for further verification. Similarly, the methods in [19]
and [20] also try to detect two entrance junctions in the first
stage. However, by introducing more detailed and informa-
tive junction representations with corresponding combining
rules, they avoid using the additional verification stage as
in the method in [18]. The method in [21] detects all four
corners of a parking slot and combines them in the second
stage using geometric rules. This paper also proposes the
auxiliary junction in case junctions are occluded. Instead of
detecting detached junctions of a parking slot, the method
in [22] proposes to directly locate the parking slot entrance
using upright bounding boxes. This method then crops the
bounding box detection result from the input image and
forwards it to a separate network for occupancy classifica-
tion. In another way, the methods in [23], [24], and [25]
adopt the semantic segmentation approach to generate seman-
tic masks for junctions and lines in the first stage. Precise
positions of those parking slot elements are extracted from
the masks and combined using geometric rules in the sec-
ond stage. The aforementioned methods have successfully
applied CNN-based architecture to handle the parking slot
detection tasks. However, the reliance on geometric rules in
those methods has remarkably restrained their performance
and training process.

To handle this problem, end-to-end trainable parking
slot detection methods were proposed. The method in [26]
assumes that all parking slots appearing in one image have
the same type and orientation. With this assumption, the
first stage of this method predicts a common type and ori-
entation for each image and uses that information as clues
to generate rotated anchor boxes for location estimation in
the second stage. Even though exhibiting good performance,
this method suffers from high computational costs by using
two separate networks. The method in [27] was the first
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to apply a two-stage general object detector to parking slot
detection tasks. This method directly predicts four junctions
of the parking slot in the first stage as region proposals. The
second stage extracts feature from the region proposal for
location refinement and occupancy classification. However,
this method does not perform satisfactorily due to the lack
of appropriate adjustments of the general object detector
for parking slot detection tasks. The current state-of-the-
art multi-stage parking slot detection method was proposed
in [8]. This method has solved the problems of the method
in [27] by efficiently modifying the two-stage general object
detector. Its first stage also generates parking slot propos-
als. However, instead of considering the whole parking slot,
this method generates region-specific proposals for different
parking slot elements. In the second stage, features from the
region-specific proposals are used for location, orientation
refinement, and type and occupancy classification.

On the other hand, one-stage parking slot detection meth-
ods, in a similar manner to one-stage general object detectors,
exclude the region proposal generation step and directly pre-
dict all information about the parking slot using a single
network. The method in [28] detects the parking slot entrance
by characterizing it using its center, length, and orientation.
Because of the adequate description, this method achieves
decent performance and a fast processing speed. The method
in [29] is an improvement of the method in [28]. Also using
the slot entrance characterization, this method adds the ability
to classify occupancy by finding the midline of the parking
slot. In addition, a self-calibrated neural network (SCNN) is
applied for better detection performance. Instead of focusing
on just the slot entrance, from every location inside a parking
slot, the method in [30] directly predicts four vectors pointing
to four corners of the parking slot at the same time. For a
better junctions regression result, this method proposes using
a centerness value to give higher scores to predictions coming
from the center area of the parking slot. The current state-of-
the-art one-stage parking slot detection method was proposed
in [7]. This method proposes the use of the junction pair to
represent the parking slot entrance. It achieves impressive
performance by combining the entrance predictions with pre-
cise junction predictions.

With the significant development of deep learning in
general object detection, besides the CNN-based approach,
the transformer-based approach has gained more and more
attention [13], [14]. Relying on the attention mechanism,
transformer-based architecture shows a strong ability to
model non-local dependencies of visual information. For
vision-based parking slot detection using deep learning,
the transformer-based approach is a potential research area.
Based on our thorough literature review, there is only one
method to apply transformer-based architecture [15]. This
method utilized the DETR architecture [16] to directly pre-
dict a non-ordered set of four corners of the parking slot.
In addition, it proposes an order-independent matching strat-
egy for a more flexible detector that can handle more general
slot shapes and positions. However, the performance of this
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FIGURE 1. DETR architecture.

method is not satisfactory because the choice of parking
slot representation is inappropriate. In most cases, only the
parking slot entrance with two corners is visible in images.
The locations of the other two corners are usually ambiguous,
so they are not suitable for training. Moreover, because this
method adopts the original architecture of DETR, it also
inherits its disadvantage of long training time.

Considering the potential of the transformer-based
approach, this paper proposes an appropriate way to apply the
transformer-based approach to parking slot detection tasks by
solving the disadvantages of the previous method suggested
in [15].

IIl. REVISITING DETECTION TRANSFORMER (DETR)
DETR is a transformer-based architecture specialized
for computer vision tasks [16]. DETR follows the
encoder-decoder paradigm with consecutive stacks of
encoder and decoder layers. The architecture of DETR is
illustrated in Fig. 1.

Backbone — DETR employs a conventional CNN-based
backbone to extract a feature map from the input image.
As the transformer architecture is designed to handle sequen-
tial input, DETR flattens the obtained feature map from size
H x W x C to size HW x C. The flattened feature map
can be considered a sequence of HW embedded tokens, each
has dimension C. To preserve the spatial relation of visual
information, a positional encoding is subsequently added to
the token sequence before going to the transformer encoder.

Transformer encoder — Each encoder layer in DETR con-
sists of two sub-layers: the multi-head self-attention and the
fully connected feed-forward network (FFN). The multi-head
self-attention enhances each token by incorporating contex-
tual information from the entire image. The self-attention
calculates a score showing how much attention a particu-
lar token should pay to other tokens, while the multi-head
mechanism allows multiple parallel attention operations to
specialize in attending to different aspects of the input. The
FFN, on the other hand, provides an additional non-linear
transformation, enhancing the ability to capture complex
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Object queries

feature representations and higher-order interactions among
input elements. By utilizing these two sub-layers, the encoder
allows the integration of both local and global contextual
cues, thus strengthening the feature representation ability of
the model.

Transformer decoder — DETR introduces an important
modification to the conventional transformer decoder in
order to adapt it for object detection tasks. The decoder in
DETR takes as inputs the embedded tokens from the encoder
and N object queries represented by learnable positional
embeddings. These object queries serve as indicators that
guide the network to attend to specific regions within the
image. Each decoder layer in DETR consists of three sub-
layers: multi-head self-attention, multi-head cross-attention,
and FFN. The multi-head self-attention is similar to the one
in the encoder, except for the input, which is now the object
queries. Conversely, the multi-head cross-attention calculates
a score showing how much attention a particular object query
should pay to each position of the token sequence. This
design enables the decoder in DETR to effectively incor-
porate the contextual information from both the embedded
tokens and the object queries to generate accurate object
detection results.

Prediction feed-forward network (FFN) — The decoder
in DETR generates N output embeddings, which are inde-
pendently passed through a feed-forward network for object
detection. This results in N final predictions, where each
prediction includes the predicted bounding box coordi-
nates and corresponding object class. This approach allows
DETR to avoid the need for post-processing techniques such
as non-maximum suppression (NMS). DETR treats object
detection as a set prediction problem rather than a per-region
classification problem and utilizes the bipartite matching
algorithm to assign predictions to ground truth objects, ensur-
ing that each predicted box corresponds to a specific object
instance. In addition, a special class of “no object” is also
predicted by the feed-forward network, allowing the possi-
bility of discarding the bounding boxes that do not contain
any objects among the N predictions.
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FIGURE 2. (a) Four-point representation when all points are visible, (b) Four-point representation when two points are visible,
(c) Two-point representation when all points are visible, (d) Two-point representation when two points are visible.

IV. PROPOSED METHOD

A. DETECTION PERFORMANCE ENHANCEMENT WITH
TWO-POINT REPRESENTATION

In order to effectively apply transformer-based architecture
to detect parking slots, this paper first selects an appropriate
parking slot representation. The OISS method [15] proposes
to use four points to represent parking slots, as shown in
Fig. 2(a). However, this representation is unsuitable since the
whole parking slot is usually not fully captured in the AVM
images, as shown in Fig. 2(b). In this case, the four-point
representation will generate quadrilateral annotation with dif-
ferent shapes, which affects the detection performance. For
this reason, this paper considers using two points and their
directions at the parking slot entrance to depict the parking
slot as shown in Figs. 2(c)-(d). In this paper, these two points
are called junctions. This is more suitable than the four-point
representation because the slot entrance is almost always vis-
ible in AVM images and information about the slot entrance
alone is enough for the vehicle to start parking. Therefore,
in this paper, a parking slot is denoted as {ji, j2, f, 0} where
Ji = (xi,¥i, 0y, 6y;) is the location and orientation of the
i-th junction, t is the type, and o is the occupancy of the
parking slot. Compared with the four-point representation
in the OISS method, this two-point representation shows
remarkable performance enhancement in terms of detection
and positioning accuracies. Detailed results will be presented
in the experimental section.

B. TRAINING TIME REDUCTION WITH FIXED ANCHOR
POINTS

The OISS method directly applies the original DETR archi-
tecture, which utilizes learnable object queries as input for
the transformer decoder. As the object queries are processed
through the decoder layers, they gradually acquire the topo-
logical information of parking slots, which possibly exist at
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any location within the input image. This positional ambigu-
ity makes it difficult to train the network. The object queries
require a significant amount of time to be optimized because
they have to oversee a large area that varies depending on the
input image. Consequently, the training process is excessively
prolonged. To address this problem, the proposed method
draws inspiration from Anchor DETR and fixes each object
query at a predefined location, called an anchor point. This
approach is similar to CNN-based detectors, where each posi-
tion on the feature map serves as a rigid anchor point and only
predicts the objects in its proximity. With its location known,
each object query processes features in a much smaller area,
resulting in a significant reduction in training time. In this
paper, the anchor points are selected as uniform grid points in
the image, as shown in Fig. 3. As opposed to general object
detection, parking slots can never overlap; thus, each anchor
point will represent at most one parking slot. The locations of

104421



IEEE Access

Q. H. Bui, J. K. Suhr: Transformer-Based Parking Slot Detection Using Fixed Anchor Points

Input

Hy X Wy % 3

HW x d
LI Lx
Transformer
Backbone Encoder
!
> Flatten G- [T T T - |_£|

HW x d

HxWxd

Positional
encoding

Feature map

FIGURE 4. Architecture of the proposed method.

the two junctions are calculated relative to the location of the
anchor point closest to the entrance center of the parking slot.

C. ARCHITECTURE OF THE PROPOSED METHOD

This paper proposes a novel method for detecting parking
slots using a transformer-based architecture. The architecture
of the proposed method is illustrated in Fig. 4. An AVM
image with shape Hy x Wy x 3 is inputted into a CNN-based
backbone network for feature extraction, resulting in a feature
map with dimension H x W x C, where typically, H = %),
W = %, and C = 1024. Subsequently, the obtained feature
map is projected to a smaller channel dimension d using a
1 x 1 convolutional layer.

The feature map with shape H x W x d is then forwarded
to the encoder. This paper utilizes the standard transformer
encoder with L encoder layers (as described in Section III).
Since the transformer encoder layers processes sequential
input, the feature map is flattened into a shape of HW x d.
In order to maintain the spatial relation of the visual informa-
tion, a sinusoidal positional embedding is added to the feature
map before it is passed to the encoder layers. The output of the
encoder is a sequence of contextualized tokens with a shape
of HW x d.

The standard transformer decoder with L decoder lay-
ers (as described in Section III) then receives as input the
output tokens of the encoder and a set of embeddings of
size N x d. Different from the DETR architecture, the N
embedding now corresponds to N anchor points, each with
a fixed location in the feature map. The decoder produces N
output embeddings, which are then processed independently
by a feed-forward network (FFN), resulting in N parking slot
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predictions. In this paper, a parking slot is represented by two
junctions of its entrance. Therefore, each prediction includes
the location and orientation of the two junctions (ji, j2), type
(1), and occupancy (o) of the parking slot. The utilization of
a self-attention sublayer in decoder layers and the bipartite
matching algorithm ensures that the N predictions are distinct
and non-overlapped. As a result, the need for post-processing
steps such as non-maximum suppression (NMS) is elimi-
nated. Since N is noticeably larger than the possible number
of parking slots inside one image, a confidence value c is
also predicted to filter out incorrect predictions. The results
obtained from the proposed method are shown in the output
of Fig. 4, with line color and type indicating parking slot type
and occupancy, respectively.

D. LOSSES

In the original DETR architecture, to calculate the loss val-
ues, the information about which prediction corresponds to
which ground truth has to be defined. The bipartite matching
between the prediction and ground truth sets is typically
calculated using the Hungarian algorithm. However, in this
paper, because the location of each anchor point is fixed,
the loss computing step can be simplified by comparing the
predicted values at each anchor point with the ground-truth
label at that exact position. The loss value can be calculated
as

loss = WeonfloSSconf + WioclosSioe + Woril0SSori
()

where Weonf , Wioe, Wori, Wiype, and woc are the weights for the
five losses and are experimentally set.

+ Wiypelossiype + WocclosSoce
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The loss for the confidence that an anchor point is close to
an entrance center, [oss¢oys 18 calculated as

N
lossconf = Z [ﬂi (¢i— Ci)2 +re (1 =1 (& — Ci)z] 2
i=1
where N is the number of anchor points. ¢; is the ground truth
for the confidence that the i-th anchor point is close to any
parking slot entrance center. ¢; is the prediction of the network
for ¢;. |; indicates whether the i-th anchor point is close to any
entrance center and is set to 1 if it is or O if it is not. Because
the number of anchor points is much larger than the number
of parking slots in an image, X, is multiplied to compensate
for this imbalance.
The loss for the location of the two entrance junctions,
lossj,e 1s calculated as

o\ 2
lossipe = z Z]l |:(xl,] 11/2)
max

j=1 i=1

2
~ Vij
+ (yz,j Lmax/z) 3
where (xi, > yi,j) is the ground truth for the relative location
from the i-th anchor point to the corresponding j-th junction.
These values are divided by L4 /2 to be normalized to the
range of [—1, 1]. L4y is the maximum length of the parking
slot entrance. In the proposed method, the junction locations
are calculated relative to the corresponding anchor point. This
has led to a more precise location prediction compared to
the OISS method, whose junction locations are calculated
relative to the size of the entire image. The detailed results
will be shown in the experiments section. (%, ;) is the
prediction of the network for (x,; i Vi, j) and has the same value
range of [—1, 1] because of the tanh activation function.
The loss for the orientation of the two junctions, loss,,; is
calculated as

2 n 2
loss,ri = ZZH |:( i — Ox 1]) + (8)‘,1',1' - 9}’ij) :|

j=1 i=l1

“

where (0 ; j, 0),;;) is a unit vector representing the ground
truth for the orientation of the j-th entrance junction, whose
entrance center is close to the i-th anchor point. (0)C ij» Oy,ij)1s
the prediction of the network for (6y ; j, 6y,; ;) and has values
in the range of [—1, 1] because of the tanh activation function.

The loss for the parking slot type, lossyp. is calculated as

3

N
DL | =D {nreticlog (fic)} )
i=1

c=1

lossiype =

where f; . is the ground truth for the probability that the
type of parking slot whose entrance center is close to the i-
th anchor point is c. t; . is represented in one-hot encoding
as (1,0,0), (0,1,0), and (0,0,1) for perpendicular, parallel,
and slanted type, respectively. 7; . is the prediction of the

VOLUME 11, 2023

TABLE 1. Summary of the SNU dataset.

SNU dataset
Parking situations 571
Image resolution (pixels) 768x256
Corresponding area (m) 14.4x4.8
Training 18299
No. of images Test 4518
Total 22817
Perpendicular 39743
No. of slots in Parallel 5867
train set Slanted 3276
Total 48886
Perpendicular 888
No. of slots in Parallel 11653
test set Slanted 1004
Total 13545

network for # .. A; . is the parameter that compensates for
the imbalance of the numbers of different parking slot types
in the training dataset.

The loss for the occupancy of the parking slot, loss,c is
calculated as

N
105Spcc = Z I:]li,occ (a, — Oi)2 + )\vac]li,vac (51 - 01’)2] 6)
i=1

where o; is the ground truth for the occupancy of the parking
slot whose entrance center is close to the i-th anchor point. 0;
is the prediction of the network for o;. 1; 5. indicates whether
the i-th anchor point is close to the entrance center of an
occupied parking slot and is set to 1 if it is or O if it is not.
1; vac indicates whether the i-th anchor point is close to the
entrance center of a vacant parking slot and is set to 1 if it
is or 0 if it is not. A4 1s the parameter that compensates for
the imbalance of the numbers of occupied and vacant parking
slots in the training dataset.

V. EXPERIMENTS
A. DATASET AND EVALUATION METRICS
The experiments in this study were conducted using the
large-scale public SNU dataset [26] with the new set of labels
provided in our previous work. A detailed description of the
dataset is provided in Table 1. The SNU dataset consists of
22871 half AVM images, with 18299 images used for training
and 4518 images used for testing. The original resolution
of the images is 768 x 256 pixels, which corresponds to a
real area of 14.4 x 4.8 m to the left or right side of the
vehicle. This dataset is collected from various parking sce-
narios, including indoor and outdoor, daytime and nighttime,
etc., with different illumination conditions. Annotations are
available for three types of parking slots appearing in the
dataset: parallel, perpendicular, and slanted. For each parking
slot, the annotation includes the coordinates of its four corners
in counterclockwise order.

The performance of the proposed method was evaluated
using the criteria provided in [18], which is widely used by
most parking slot detection applications. According to the
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criteria, a parking slot is considered a true positive if the
location and orientation predictions of its two junctions are
within M pixels and N degrees from their ground truths.
Otherwise, it is considered a false positive. In this paper, M
and N are set to 12 pixels and 10 degrees for loose criteria and
6 pixels and 5 degrees for tight criteria. Recall and precision
are calculated as
#True Positive

Recall = ———— @)
#Ground Truth
. #True Positive
Precision = — — ®)
#True Positive + #False Positive

B. EXPERIMENTAL SETTING

The input images from the SNU dataset were resized to
576 x 192 pixels before being fed into the backbone network.
The anchor points are selected as a uniform grid of points
in the feature map with a shape of 18 x 6 (different anchor
point configurations are tested but did not improve detection
performance, experimental results are shown in next section).
The proposed method adopts DenseNet121 [31] as the back-
bone network because of its favorable performance in prior
parking slot detection applications [8]. The weights of the
backbone network were initialized with pre-trained weights
from ImageNet. A batch size of 32 was utilized during the
training process, and data augmentation techniques such as
random horizontal and vertical flips were applied to aug-
ment the training data. The proposed method was optimized
using the Adam optimizer whose learning rate, 81, 82, and
€ were set to 10_4, 0.9, 0.999, and 10_8, respectively. All
experiments were conducted using TensorFlow and a Nvidia
GeForce RTX 3090 GPU.

C. PERFORMANCE EVALUATION

As mentioned above, this paper has considered several con-
figurations and selected anchor points as a uniform grid with
a shape of 18 x 6, totaling 108 points. Table 2 presents the
detection performance and inference time of the proposed
method with three different anchor point grid sizes: 12 x 4
(48 points), 18 x 6 (108 points), and 24 x 8 (192 points).
According to this table, the proposed method shows the best
detection performance when using the configuration of 18 x
6 anchor points. In addition, the options with 18 x 6 and
12 x 4 anchor points have similar inference times, while the
24 x 8 option has a slower inference time. The inference time
does not increase proportionally with the number of anchor
points due to the processing capability of the utilized GPU.
Given the transcendent performance of the 18 x 6 anchor point
configuration, we have employed it to obtain the experimental
results of the proposed method throughout the remaining
sections of this paper.

Table 3 presents the detection performances of the
proposed method and three other parking slot detection
methods on the SNU dataset. Among the three reference
methods, the OISS method is the first method to apply
transformer-based architecture for parking slot detection. The
methods in [7] and [8] are currently state-of-the-art methods
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TABLE 2. Comparison of detection performance and inference time with
different anchor point configurations.

Number of .. Inference time
. Recall Precision
anchor points (ms)
12x4 95.67% 95.63% 12.00
18x6 96.11% 96.61% 12.72
24x8 94.85% 95.13% 22.35

TABLE 3. Comparison of parking slot detection performances on the SNU
dataset.

Loose criteria Tight criteria

Method (12 pixels, 10 degrees) (6 pixels, 5 degrees)
Recall Precision Recall Precision

Proposed method 96.11% 96.61% 90.50% 90.97%

OISS [15] 86.58% 89.09% 57.68% 59.35%

One-stage CNN [7]  94.42% 94.56% 89.24% 89.37%

Two-stage CNN [8]  96.65% 96.96% 92.49% 92.78%

TABLE 4. Comparison of parking slot positioning errors on the SNU
dataset.

Location error Orientation error

Method (pixel) (degree)
Mean Std Mean Std
Proposed method 1.58 1.09 1.14 1.04
OISS [15] 2.57 1.85 1.85 1.80
One-stage CNN [7] 1.18 0.87 141 1.27
Two-stage CNN [8] 1.05 0.79 1.26 1.24

among two-stage and one-stage parking slot detection meth-
ods, respectively. According to Table 3, the proposed method
noticeably outperforms the OISS method by approximately
10% recall and 7% precision with the loose criteria. This per-
formance gap mainly comes from the differences in parking
slot representation. The two-point approach is proven to be
more beneficial to parking slot detection than the four-point
approach. In addition, Table 3 also shows that the proposed
method is capable of reaching a comparable performance
to the state-of-the-art CNN-based methods. Under the loose
criteria, the proposed method demonstrates an approximately
2% performance improvement compared to the one-stage
CNN method. With the tight criteria, the proposed method
still outperforms the one-stage CNN method by roughly
1% for both recall and precision. Moreover, the perfor-
mance of the proposed method is just slightly lower than
the state-of-the-art two-stage CNN method, which has under-
gone extensive customizations specifically tailored to parking
slots. This result proves that the transformer-based architec-
tures can also provide satisfactory performance in parking
slot detection tasks. Table 4 presents the detailed positioning
errors of the four methods. These errors were calculated from
correctly detected parking slots only. As seen from the table,
the proposed method has much better positioning errors than
the OISS method. Compared to the CNN-based methods,
even though the location error of the proposed method is not
as good, the gap is less than one pixel. The reason for the
inferior location accuracy is that, in the proposed method,
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FIGURE 5. Validation losses of the three transformer-based variations during the training process.

TABLE 5. Comparison of type and occupancy classification performances
on the SNU dataset.

Method Type classification Ogcupz_mcy
rate classification rate
Proposed method 98.60% 99.02%
OISS [15] N/A N/A
One-stage CNN [7] 99.85% 98.34%
Two-stage CNN [8] 99.89% 98.92%

TABLE 6. Comparison of inference time on the SNU dataset.

Method Time (ms) Frame per second
Proposed method 12.72 78
OISS [15] 12.48 80
One-stage CNN [7] 9.84 102
Two-stage CNN [8] 31.51 32

TABLE 7. Performance comparison of different transformer-based
variations.

Detection performance Training

Case Method (Loose criteria) time
Recall  Precision (epochs)
I OISS ~-o-point repr 86.58%  89.09% 253

Fixed anchor

-DOi v
Fixed anchor

Proposed Two-point repr. v o
1 method Fixed anchor v 611%

v indicates included

95.06% 508

96.61% 57

junction locations are predicted from the area of the entrance
center, while in CNN-based methods, they are directly pre-
dicted from the surrounding area of the junctions, which
contains more information.

Table 5 presents the type and occupancy classification rates
of the four methods. Classification rates are calculated from
the correctly detected parking slots only. The row for the
OISS method is marked as N/A because this method does not
predict type and occupancy information. This table shows that
all methods have good classification rates over 98%. Table 6
presents the inference time of the four methods using Nvidia
GeForce RTX 3090. According to the table, the proposed
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method shows faster processing times than the state-of-the-
art two-stage method while maintaining similar performance.

The main contribution of this paper is improving parking
slot detectors by using a transformer-based architecture with
fixed anchor points as object queries and an appropriate
two-point parking slot representation. Table 7 presents the
effectiveness of each modification by comparing the per-
formance of different transformer-based variations. Case 1
is the OISS method, which uses the four-point parking slot
representation and DETR-based architecture. Case II uses the
two-point representation and the DETR-based architecture.
Case III is the proposed method, which uses the fixed anchor
points to replace object queries and two-point representa-
tion. According to Table 7, case II significantly outperforms
case I by roughly 9% recall and 6% precision thanks to
the appropriate two-point representation for the parking slot.
Table 7 also presents the training time of each method. This
training time shows the epoch where the model reaches
the lowest validation loss. As mentioned in Section IV, the
use of DETR architecture leads to a lengthy training time.
Case II requires over 500 epochs to reach the optimal per-
formance. By applying the fixed anchor points, Case III
has remarkably shortened the training time with ten times
fewer training epochs. This comparison clearly indicates that
two-point parking slot representation can adequately improve
the detection performance while the fixed anchor points can
effectively shorten the training time. Figs. 5(a), (b), and (c)
show the validation losses during the training processes of
the OISS, DETR, and proposed methods, respectively. This
figure illustrates the epoch where the model produces the
lowest validation loss with a red dot.

Fig. 6 presents several parking slot detection results of the
proposed method. The green, red, and blue lines indicate per-
pendicular, parallel, and slanted parking slots, respectively;
the solid and dashed lines indicate vacant and occupied park-
ing slots, respectively. It can be seen from these results that
the proposed method can correctly detect the vacant and occu-
pied parking slots of three types: perpendicular, parallel, and
slanted. In addition, the proposed method can perform well
in various parking environments with various illumination
conditions.
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FIGURE 6. Parking slot detection results of the proposed method in
various parking scenarios in the test images of the SNU dataset. The first,
second, and third rows show the detection results for perpendicular,
parallel, and slanted parking slots, respectively. Green, red, and blue lines
indicate perpendicular, parallel, and slanted parking slots, respectively;
solid and dashed lines indicate vacant and occupied parking slots,
respectively.

Fig. 7 illustrates failure cases of the proposed method.
In Fig. 7(a), the lower junction of the detected parking slot
does not satisfy the location criterion due to another marking
on the ground. In Fig. 7(b), the network mistakenly detects
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(d)

FIGURE 7. Failure cases of the proposed method in the test images of the
SNU dataset. (a) and (b) show false positive cases, (c) shows a false
negative case and (d) shows an incorrect type classification.

a lane marking and some poles as an occupied parking slot.
In Fig. 7(c), a pedestrian occludes a junction which makes
the network fail to detect two parking slots. In Fig. 7(d),
a perpendicular parking slot is misclassified into a slanted
parking slot due to the extreme orientation.

VI. CONCLUSION

This paper presents an appropriate way to apply transformer-
based architectures to parking slot detection tasks. The
proposed method adopts the standard transformer encoder-
decoder architecture and utilizes fixed anchor points as a
replacement for object queries. By combining this architec-
ture with the appropriate two-point parking slot representa-
tion, the proposed method achieves not only shorter training
time compared to the original transformer-based approach
but also comparable detection performance to state-of-the-
art CNN-based parking slot detection methods. These results
highlight the potential of transformers to effectively address
parking slot detection tasks. The mainstream approach in the
current automotive industry relies on CNNs, which benefit
from the widespread support from neural processing units
(NPUs). However, with further specialized modifications,
transformers have the potential to replace CNNs and become
the preferred option for automotive applications. Our research
represents a foundational step in preparing for the practi-
cal implementation of transformers in real-world automotive
scenarios. Our future research will focus on investigating
the viability of diverse transformer-based architectures and
incorporating extensive customizations specifically tailored
to the unique characteristics of parking slots in order to foster
advancements in the domain of parking slot detection.
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