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ABSTRACT Obtaining the real-time state of the distribution system is the basis for intelligent operation of
the power system. With the surge in new energy generation and the volatility in load demands, traditional
state estimation methods face significant challenges. The distribution system requires frequent topology
reconfigurations to maintain stable operation. However, current data-driven methods typically cater only to
specific topologies. To address this issue, a complete distribution system state estimation (DSSE) framework
is proposed to adapt to frequent topology reconfigurations. To ensure data quality, a measurement device
configuration algorithm using node importance was designed. Then, a convolutional neural network-based
topology identification model is utilized to provide real-time topology data to the DSSE, which uses
measured data pre-processed by the Gramian corner field. Finally, we use graph attention network to model
the DSSE as a node-level regression prediction problem on a graph abstracted from the distribution system.
Simulation results on IEEE 33-bus and IEEE 118-bus distribution systems illustrate the feasibility and
efficiency of the proposed framework. Further experiments show that the proposed framework has good

robustness.

INDEX TERMS Distribution system, graph attention network, state estimation, topology identification.

I. INTRODUCTION

Distribution system state estimation (DSSE) is a key tool
in the intelligent operation of power systems which uses
available measurement data to estimate unknown state vari-
ables. DSSE plays an important role in safety monitor and
optimal schedule. Traditionally, most DSSE methods are
designed for scenarios with fixed topology or a small number
of reconfiguration switch actions due to the stable structure
of the distribution system. However, with the growth of new
energy generation and the access of unconventional loads,
the volatility of the distribution system has greatly increased.
Distribution system require frequent topology reconfigura-
tion through automation devices to ensure safe operation.
Complex combinations of section switches and interconnec-
tion switches lead to variable topologies and make hybrid
operation of radial and looped topologies increasingly com-
mon. Topology could directly affect the distribution of power
flow. If reconfiguration is ignored during DSSE, the state
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estimation error will not be confined to the topology recon-
figuration region, but will spread to the entire distribution
system. Frequent changes in topology have had a significant
impact on DSSE, which poses a challenge to the opera-
tion and management of the power system. Therefore, this
paper attempts to design a complete DSSE framework to
accommodate topology reconfiguration. This is a challenging
task because the DSSE accuracy has to be guaranteed in
scenarios with scarce observability and frequent topology
changes. To achieve this goal, We investigated real-time state
estimation technique incorporating topological information.
Meanwhile, the corresponding measurement configuration
and topology identification (TI) methods are designed to
provide data support for the framework.

A. RELATED WORK

The DSSE methods are divided into traditional model-driven
methods and data-driven methods. In terms of model-
driven methods, A two-stage programming model was pro-
posed to configuration phasor measurement unit (PMU) and
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realization DSSE [1]. In [2], the AC optimal power flow
method based on the polar coordinate power-voltage formula-
tion and the rectangular current-voltage formulation are used
for state estimation, respectively. Reference [3] proposed a
DSSE model based on equivalent current measurements and
an improved iterative algorithm based on the Krawczyk oper-
ator. Traditionally, the weighted least squares (WLS) methods
have been widely used in DSSE. WLS is classified into node
voltage based [4] and branch current based [5] when used
as a state estimator. Gradient-based multi-region algorithm
was applied to distribution system divided into combination
of subtree areas to solve the WLS problem [6]. Reference [7]
proposed a WLS-PMU Method based on a multi-grounded
distribution network model. In [8], a Gauss-Newton itera-
tive method based on multi-region architecture is used for
distributed computation of the overall WLS. Currently, due
to new energy access and demand response scheduling, the
iterative algorithm-based WLS has become more sensitive
to the operation state of the distribution system [9]. In [10],
a more computationally efficient backward-forward sweep
method was proposed as an alternative to WLS. However,
both methods are not applicable to looped topology. Tradi-
tional methods rely heavily on wide-area measurement data.
Another significant drawback of these methods is the high
computational complexity, which increase significantly with
the size of the system.

With the construction of advanced measurement systems
around the world, the information systems of distribution
system have gradually matured. Various data-driven DSSE
methods represented by machine learning have been pro-
posed in recent years. Reference [11] uses the Taylor series
of voltages in the supervisory control and data acquisition
(SCADA) system to construct linear state estimation models
in interval form. In response to new energy access, a model-
free DSSE method based on tensor completion was proposed
in [12]. An adaptive particle filter (PF) method using ran-
domized quasi-Monte Carlo sampling was proposed in [13]
for enhancing the computational efficiency of PF meth-
ods. Kalman filter is also an important tool to solve DSSE
[14], [15], [16], [17]. Reference [16] combined the param-
eter and state space model of the distribution system and
solved it using an improved adaptive unscented Kalman filter
algorithm. An improved extended Kalman filter algorithm
using compressive sensing technique was proposed in [17].
To correct for spurious data injection, a DSSE method com-
bining a noisy statistics estimator and a unscented Kalman
filter was proposed in [18]. To improve convergence and
stability, improved unscented Kalman filter and extended
Kalman filter were embedded in the interactive multiple
model framework of the joint DSSE [19]. To solve the
initialization sensitivity problem of Gauss-Newton method,
historical and simulated data are used to train the shallow
neural network and map the measurements to the real state for
initialization [20]. To cope with the perturbation of the mea-
surements, [21] used an optimal filter and a Bayesian learning
process for distributed state estimation. With the development
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of smart distribution system, PMU with high sampling rate is
gradually popularized and provides real-time data support for
distribution system [22]. A state estimator based on Bayesian
inference method was proposed in [23] capable of integrating
smart meter, SCADA system, and PMU and ensuring the
observability through pseudo-measurement. In [24], a multi-
task Gaussian method was used to process inhomogeneous
measurement data consisting of advanced metering infras-
tructure (AMI), SCADA system, and PMU, followed by a
hierarchical sparse Bayesian matrix for DSSE. This type of
method can effectively cope with new energy access and has
good real-time performance. However, the design idea still
only considers the original topology.

As an important branch of machine learning, neural net-
works have advantages in dealing with regression problems
by mapping input values through multilayer nonlinear struc-
tures. Currently, many researchers have applied artificial
neural networks to DSSE problem [25], [26]. In [25], The
effect of topology change is considered, but it is limited to
the power on or off. In [27], a structural deep neural network
(DNN) using an alternative autoencoder that incorporates
physical constraints in the latent layers was proposed. A state
estimator that combines a physical model based on power
flow and a DNN was proposed in [28]. In [29], the deep
recurrent neural network based state prediction model was
used to provide partial data support for the DNN based state
estimation model. In [30], DNN was used for both DSSE
and topology identification (TI). A new model needs to be
retrained after topology reconfiguration. To deal with low
observability, [31] combined Monte Carlo simulation data
with historical data to train DNN model. To reduce the
coefficients of neural network mapping parameters, a phys-
ically aware neural network based on DSSE separability to
prune unnecessary neural network connections was proposed
in [32]. To enhance the robustness of DSSE, [33] proposed an
long short-term memory (LSTM) based Metropolis-Hastings
sampling method for outlier reconstruction. In [34], convo-
lutional neural network (CNN) and LSTM were used for
multi-level data recognition and state estimation. In [9], the
dense residual neural network architecture was applied to
DSSE. DSSE models trained using machine learning meth-
ods are usually topologically generalized, although they are
trained for a single topology. However, these models usually
suffer from overfitting problems and are not applicable to
distribution system with complex topology changes. Com-
pared to general neural networks, graph neural network
(GNN) is more advantageous when dealing with distri-
bution systems with natural graph properties. DSSE was
considered as a node-level regression prediction problem
in [35] and solved using GNN. An unrolled spatio-temporal
graph convolutional network applied to the DSSE problem
by improving the graph convolutional neural (GCN) was
proposed in [36]. In [37], a physics informed GNN was
proposed to improve the robustness to anomalous measure-
ments. A DSSE method combining factor graph and GNN
was proposed in [38], which has discussed the measurement
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configuration methodology, but did not consider the impact
of topology changes on the configuration plan and results.
Currently, there are relatively few studies on GNN in DSSE.

The distribution system is undergoing unprecedented
change. Consumers gain greater participation rights in distri-
bution system operation through installing solar panels and
other distributed generators. Operators are actively promot-
ing the development of new energy consumption, microgrid
construction, electric vehicle charging and power demand
response markets [39]. The flexibility of the distribution sys-
tem topology will continue to increase in the future. New
trends in distribution system have simultaneously increased
the demand for and the difficulty of real-time DSSE [40].
Therefore, this paper proposes a DSSE framework using
machine learning methods. To ensure DSSE is accomplished
in the correct topology, we choose PMUs with high rate
advantage to obtain real-time measurement data. Consid-
ering the low observability of the distribution system, the
Spearman’s correlation coefficient (SCC) and the extreme
gradient boosting (XGBoost) method are used to evaluate
the importance of nodes in TI and DSSE. This paper com-
bines the two types of importance and applies a key nodes
selection algorithm to ensure data quality under reconfig-
uration. To accommodate the high rate of PMUs, neural
network models are used for the DSSE framework. The CNN
uses measurement data enhanced by the Gramian angular
field (GAF) method to provide accurate real-time topology
for the framework. Finally, DSSE is treated as a regression
prediction problem on nodes. To ensure the topology recon-
figuration adaptability of the model, this paper extends the
graph attention network (GAT) to DSSE. As suitable for
graph-structured data, GAT responds to topology changes by
updating the input adjacency matrix online.

B. CONTRIBUTION

In summary, this paper proposes a DSSE framework to adapt
to frequent topology reconfiguration. The main contributions
of this paper can be summarized as follows:

e A DSSE framework using GAT is proposed. Only
the adjacency matrix inputs need to be changed after
topology reconfiguration without re-training the
model. The proposed method shows a substantial
increase in accuracy compared to neural networks
designed for Euclidean data, and exhibits good robust-
ness under noise, missing data, and unknown topology.

e An effective method for measurement configuration
is proposed. The importance of the measurement data
in DSSE and TI is combined to calculate the node
importance. The method is able to provide the highest
possible data quality for the DSSE framework during
topology reconfiguration using a limited number of
measurement devices.

e A topology identification method adapted to low
observable measurement is proposed by synthesizing
GAF and CNN, which has a great improvement in accu-
racy compared to the commonly used neural network
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methods. The proposed method is applicable to looped
topology and can provide timely topology information
to the framework.

C. PAPER ORGANIZATION

The rest of this paper is organized as follows. In Section II, the
preparatory work before DSSE is introduced, including the
dataset construction, the measurement device configuration
method, and the TI method. In Section III, the structure of
GAT and the training method of DSSE model are introduced.
Then, the overall framework structure of DSSE is given.
Section IV discusses the results of the study case. Section V
draws the main conclusions.

Il. STATE ESTIMATION PREPARATION

A. DATASET CONSTRUCTION

This paper constructed the dataset by collecting different
topologies and corresponding node state information from
historical measurement data of the distribution system. The
DSSE framework obtained based on this dataset can accom-
plish the state estimation task at any time point. The various
machine learning methods used in this paper are based on the
dataset in this section.

D= Dl,Dz,...,Dk,...,DK}
A= Al,Az,...,Ak,...,AK} M
Dkz{Dk’l Db D”}
= { {v"’fue"»’} o {v"»Tne)’“T}}
B vf” R L A
R I
vfg"’T O @
R I

where D¥ and A* are the node feature dataset and adjacency
matrix under topology k. DX is the node feature at time ¢
under topology k. K is the number of typical operation
topologies of the distribution system. 7" is the number of
time points in the dataset. The node features include the
voltage amplitude V¥ and the voltage phase angle 6%, || is
the matrix splicing operator. Vik” and 0; ! are the voltage
amplitude and phase angle of node i. N is the number of nodes
in the distribution system.

The dataset is applied in the offline learning stage.
In practice, the dataset consists of various data sources such
as AMI, SCADA system, and PMU. The super-resolution
method proposed in [41] can recover asynchronous data into
high-resolution data for neural network model training.

B. MEASUREMENT DEVICE CONFIGURATION

Distribution systems are characterized by a large number of

feeders. Due to the economics and communication pressures,
it is difficult to ensure that all nodes are observable.

We need to configure the measurement devices at key nodes.
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On the one hand, this paper uses partial nodes to map the
state information of all nodes. Key nodes need to fulfill the
data requirements of DSSE. On the other hand, the topology
structure affects the node state by changing the power flow
distribution. Selection of key nodes needs to consider the
requirement of TL.

In this paper, DSSE is treated as a regression problem.
Given that the GAT is used to aggregate neighbor informa-
tion, the node degree and node feature correlation have a
significant impact on the DSSE results. Therefore, SCC was
used to quantify the importance of the nodes on the DSSE
results. The correlation coefficient of voltage amplitude is
calculated as:

P Zl (Vl v [) (kat )
'Ol',j B E lé r 2 I kt 2
3 (i)
3)

where j is a neighbor node of i. The calculation method of
correlation coefficient of voltage phase angle p . is the same
as (3). The state estimation importance (SEI) ‘of node i is

calculated as:
pE =" (ol + ol )
JEN (D)

where N (i) is the set of neighbor nodes of node i.

In this paper, TI is set up as a multi-classification problem.
The candidate features are the measurement data from each
node. In general, the higher the importance of the feature,
the more it contributes to the TI. To measure the impor-
tance of nodes on the TI results, the XGBoost method is
used. This method achieves feature selection by quantify-
ing the importance of all candidate measurements for the
multi-classification problem [42]. The prediction result of the
XGBoost is:

=3 (x*) 5)
r=l

where R is the number of decision trees. f,(X*?) is the predic-
tion score of X% in decision tree r. X*! is the train sample,
which can be chosen as VX7 or %!, During the iteration, the
loss function of the algorithm is:

Ite_zzL(kt kz)+ZQ(fr (6)

k=1 t=1

where Ite is the iteration number. y*/ is the target value of
the sample. L(-) is a residual function set as the square of
the difference between the predicted values and target values.
Q(-) is a penal ty function that evaluates the complexity of the
model based on the decision tree:

1 L
Q) :yL—i—E)»Zle (7

=1
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where L is the number of leaf nodes. wy is the weight of leaf
node /. y is the penalty coefficient for the leaf node number.
A is the regularization term penalty coefficient [43]. The
larger the two coefficients the more conservative the tree
model. Then, converting the loss function to traverse through
leaf nodes:

L

Objhezz W Z gk’t—i-%wlz

=1 (k,t)el;

+yL

Z AR

(k,)el;
®)

where g% and #*! are the 1-order and 2-order derivatives of
the residual function. /; is the sample set of leaf node /. The
objective is to find the minimum value of the loss function.
From (8), the quadratic function is minimized when wy is set
to (9).

>
wy = ——(Zk:’l)e:k,l gy O]
(k,0)el;
Now, the loss function is transformed into (10):
I G
Obj =—§;H+A+yL (10)

where Gi = X er &' Hl = 2 .ney B Then, the
greedy algorithm is used to determine the structure of the
decision tree. This method traverses all feature data starting
from the root node. The feature data with the greatest infor-
mation gain is selected as the split leaf node for the division
condition. The information gain is calculated as:

c 1 G? N G2 G? + Ga
“r— 2\ H,+1 Hr+XA H,+Hp+xr
(11)

where the three items in parenthesis are the optimal solu-
tion of the left decision subtree, right decision subtree, and
pre-split decision tree. The decision tree stops growing when
Gin< 0. After obtaining the decision tree, the topology iden-
tification importance (TII) of node i is calculated as:

= Z Giu‘r; + z Gam

where Gi”‘; and G'men are the information gain when the
voltage amplitude and phase angle of node i are used as the
division conditions, respectively.

The node importance in the DSSE framework of this paper

is calculated through two types of importance.

(12)

TI
Pi
SE v TI (13)
.z pj Z pj
j=1 j=1

Finally, the key nodes are selected to configure the PMUs
according to the algorithm in Figure 1.
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Input: node importance,
directly observable node number

r— — — — — — — y — — — — — — — 1

| Ranking nodes according to the node importance Id-

v
| Adding the highest ranked node to the key node set |

v

| Removing neighbor nodes of key nodes in ranking |

If key node number <
directly observable node numbe

[ Output: Configuration plan |

FIGURE 1. Key nodes selection algorithm.

This algorithm effectively merges the importance of DSSE
and TI to accommodate the low observability of the distribu-
tion system. It also promotes a uniform distribution of PMUs
to ensure the quality of the measured data after topology
reconfiguration.

C. TOPOLOGY IDENTIFICATION METHOD

In this paper, a neural network model is used to establish the
mapping relationship from measurement data at time points
to the topology. The model uses the PMU configured in
Section II-B to ensure real-time performance. The voltage
amplitude and phase angle are related to the topology as:

(Vk’t, ek,l‘) — Fﬂow (1_)/{,17 Qk’t,Ak)

where P%* and QX are the active and reactive power at time ¢
under topology k. Ffioy(+) is the power flow equation.

Since topology has a significant impact on the distribution
of power flow. There is a correlation between the node state
information and the distribution system topology [44]. The
mapping relationship can be expressed as:

(14)

15)

1

A = Frogu (V.61 € N (P)

where Fyeg,(+) is the mapping function. N(P) is the set of
node numbers configured with PMU. N(P) is obtained from
Section II-A and the total number is Np. Therefore, this paper
uses the PMU data of partial nodes to learn the mapping
function.

Typically, time data is one-dimensional, but in fact another
hidden dimension is time. GAF can be used to elevate the

dimensionality of the time data [45]. In this paper, the nodes
configured with PMU are numbered in a fixed order. GAF
is extended to handle node state information at a specific
time point. This method can reflect the correlation infor-
mation between nodes while preserving the original node
state information. In this paper, GAF is used to trans-
form one-dimensional data into two-dimensional graph data,
facilitating neural network models for more effective data
mining [46]. The data pre-processing process is shown below.

Normalization of node voltage amplitude measurement
data:

A
Vo= !

16
! max (V&) — min (VK1) (16)

V' — min (VF1
bt [ min(V2) v )

where Vik” is the normalized voltage amplitude.
Convert the normalized measurement data to the polar

coordinate system:

¢F! = arccos Vi e N (P)

1

a7

Trigonometric transformation of measurement data into the
polar coordinate system (18), as shown at the bottom of
the page, where the segment length is set to 1 during the
transformation process to preserve as much topology infor-
mation as possible. The voltage phase angle measurement
data are pre-processed using the same method. Ultimately,
three-dimensional data consisting of voltage amplitude and
phase angle were obtained.

Then, CNN is used to extract the high-dimensional spatial
features of the three-dimensional data. The output is the
classification label corresponding to the typical operation
topology of the distribution system. In this paper, the CNN
classifier consists of a convolutional encoder and a multilayer
perceptron, as shown in Figure 2.

The layers in the convolutional encoder correspond to
16, 32, 64 and 128 feature mapping maps, respectively.
An average pooling layer is added after the last CNN layer
to compress the input features, which could filter out some
of the redundant information. Multiple convolution and pool-
ing operations can effectively reduce the effect of noise in
the measurement data. The multilayer perceptron consists
of three fully connected layers with hidden layer sizes of
128, 256 and the number of typical operation topologies
of the distribution system. The CNN classifier returns the
category probability between 0-1 for each topology label.
The model parameter learning process uses cross-entropy as
the back-propagation loss function. The multi-classification

cos (qblf’t + q)]f’t) cos (¢]f’t + ¢12(,t) cos (q)]f’t + ¢]]f,:)
| cos ((]5]2” + ¢>]f’t) cos (qblz"t + ¢§’t) cos (¢§” + ¢1]f,’P') (18)
oW +o) (g at?) ooy o)
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| Input layer |

Convolutional Encoder

Conv2D (convolution kernel: 3*3, activation function: ReLU)

I |
7
I |

Conv2D (convolution kernel: 3*3, activation function: ReLU)

I I
I I
I I
| T |
I I
I I
| |
I I

Conv2D (convolution kernel: 1*1, activation function: ReLU)

I |
7
I |

Conv2D (convolution kernel: 1*1, activation function: ReLU)

v
I Average pooling layer I

Multilayer Perception |
| | Fully connected layer (Dropout: 0.1, activation function: ReLU) | |
v
I | Fully connected layer (Dropout: 0.1, activation function: ReLU) | :

I 3

| | Fully connected layer (Dropout: 0.1, activation function: Softmax) | |

| Topology identification results

FIGURE 2. Structure of the distribution system Tl model.

cross entropy function is used to calculate the gap between
the predicted and true values of the model, as in:

K

loss = — Zyk log px
k=1

19)

where y is the label of topology k. p is the output of the neural
network, which is the probability that the category is k.

lIl. DISTRIBUTION SYSTEM STATE ESTIMATION
FRAMEWORK

A. DISTRIBUTION SYSTEM STATE ESTIMATION

In order to perform out tasks such as optimal scheduling and
fault monitoring of the distribution system, the state informa-
tion of each node needs to be available in real time through
DSSE. The time series data that the distribution system can
obtain online through the PMU are shown below.

H:{h1 hy h3 h4~-~hi-~~hN}

OVaV30---V;---0
_[092 930"'91'"'0] (20)
where H is the online measurement matrix of the distribution
system at any time point. /; is the node feature of node i. V;
is the voltage amplitude. 6; is the voltage phase angle. Due to
the limited number of PMU configurations, the measurement
data matrix is sparse. The feature data of the nodes without
PMU configuration is initialized to 0.

The objective of DSSE is to solve for the complete volt-
age amplitude and phase angle using real-time measurement
data [47]. The voltage amplitude and phase angle of the nodes
without PMU configuration are used as the state variables to
be solved. This paper uses neural networks to mine the cor-
relation between PMU measurement data and state variables.
Specifically, the state variables at the current time point will
be estimated by the neural network model trained from the
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historical measurement dataset consisting of the various time
points. As shown in (21), the state variables are estimated by
calculating the expectation values of the posterior conditional
distribution.

vV.,0) = /hp(V,Glh)p(h)dh 2D
where p(V, 6|h) is a conditional probability model for the
state variables under the known measurement data h. p(h) is
the probability distribution model. In this paper, GNN is used
to construct the DSSE model.

B. THE GRAPH ATTENTION NETWORK

GNN is a machine learning method that has emerged in
recent years. This method introduces graph theory into neural
networks to achieve the fusion of deep learning and graph
data [35]. Distribution system have natural non-Euclidean
graphical structure properties [36]. The topology of the dis-
tribution system can be represented by an undirected graph
G= {N, E, A. N is the node set consisting of distribution sys-
tem nodes. E is the edge set consisting of overhead and cable
lines. A is the adjacency matrix of the topology. Unlike gen-
eral neural networks, GNN is able to handle non-Euclidean
data with topology information. This paper uses the GAT,
a development branch of GNN, to implement DSSE. GAT
uses the attention coefficients calculated through the attention
mechanism as weights for information transmission between
nodes. The DSSE model trained by GAT is able to achieve
effective aggregation of neighbor node information. This
method is suitable for state estimation of the distribution
system with frequent topology reconfiguration.

In aggregating node information, GAT uses the attention
coefficient as a weight for information dissemination [48].
First, the correlation coefficient e is calculated using the node
features.

eij = a ([Whil|Wh;]) j € N (i) (22)

where ¢; ; is the correlation coefficient between node i and
neighbor node j. W is a learnable shared weight parameter
used as a linear transformation. W enhances the expressive
capability of the model by increasing the dimensionality of
the node feature #. During model training, W is updated at
each iteration through backward propagation process and gra-
dient descent optimization algorithm. || is used to splice the
node features. a(-) is a feature mapping function consisting of
a single-layer feedforward neural network.

Then, the attention coefficient matrix a is obtained by
normalization using the SoftMax function. GAT considers its
own node information while calculating the attention score.

exp (LeakyReLU (e;;))
ZnEN(i)Ui exp (LeakyReLU (ei’n))

where a;; is the attention coefficient between node i and

neighbor node j. LeakyReLU(-) is the activation function.
Finally, new node features are formed by aggregating infor-

mation using the attention coefficient matrix. To enhance the

(23)

ajj =
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performance of the attention layer, this paper introduces a
multi-head attention mechanism to obtain aggregated results.

Z o a "W h; 4 Z anhW"hh

nh 1 JEN ()

h; (Ny) = (24)

where o is an activation function. N}, is the number of atten-
tion heads in GAT. The introduction of multi-head attention
will lead to multiple aggregated results. In this paper, all
results are averaged to obtain the final output state variable
values. The information transfer process of GAT is shown in
Figure 3.

FIGURE 3. Information transfer process of GAT.

C. STATE ESTIMATION MODEL STRUCTURE

In this paper, GAT is applied to the problem of regression
prediction on nodes. As shown in (25), when training the
parameters of the DSSE model, the inputs are the adjacency
matrix A* corresponding to topology, the label Y, and the
node feature matrix X.

The value of the element in the measurement data mask is
determined according to (26).

1, ifieNP)

0, else

(26)

Cj =

Typically, the adjacency matrix A* is very sparse. Each GAT
layer in the DSSE model can aggregate the 1-order neighbor
node information. When constructing the DSSE model, a rea-
sonable number of GAT layers must be determined. A too
small number of GAT layers results in ineffective information
transfer between distant nodes. Conversely, too many GAT
layers can lead to overfitting and training difficulties. The
structure of the DSSE model in this paper is shown in Table 1.
During each iteration, the DSSE model provides state esti-
mation results consisting of node voltage amplitude and phase
angle of the same size as the training set. The mean square
error is used as the loss function in the training process.

MGran N

1 A \2
\4
Lmse = MG - Z z (Vm,i - Vm,i)
L 27
1 MGratan N 2 ( )
L0 = (9 4 )
‘mse MGrain E ; m,i m,i

where MGtmm is the number of samples in the state estimation
training set. Vm, and 9,,,, are the estimated node voltage
amplitude and phase angle.

When evaluating the state estimation results, the mean
absolute percentage error (MAPE) is used for the volt-
age amplitude. The node mean absolute percentage error
(N-MAPE) of the voltage amplitude for any topology is:

MGist Vi — Vin,i

Vv _ 1
MgGrest

Vi ieN(P) (28)
m=1 i

A* = Ak where Mgiess 1S the number of samples in the state estimation
v = [pk Dkt kT 25) test set. N (f’*) is the set of node numbefs configured without
B R PMU. Np+ is the total number of nodes in N (P*). The MAPE
X pkloc DM oc,... Dk o C} for any topology is calculated by N-MAPE.
where © is the multiplication operation of the elements in the 1 Ny
corresponding positions. C is a measurement data mask of the y! = N Z )/,-Qi eEN (P*) (29)
same length as DF. Pist
TABLE 1. Structure of the DSSE model.
1 mpli Voltage phase angle
Number of layers Structure V(;;Ei?:aétliorrl) ffllrllc(l::ion Input  Output Structure Activatior% fllfnction : Input Output
Layer 1 GAT ReLU N N*8 GAT ReLU N N*8
Layer 2 GAT ReLU N*8 N*16 GAT ReLU N*8 N*16
Layer 3 GAT ReLU N*16 N*32 GAT ReLU N*16 N*32
Layer 4 GAT ReLU N*32 N*64 GAT ReLU N*32 N*64
Layer 5 Batch normalization - N*64 N*64 GAT ReLU N*64 N*128
Layer 6 Dense Sigmoid N*64 N*32 GAT ReLU N*128  N*256
Layer 7 Dense Sigmoid N*32 N Dense Tanh N*256  N*128
Layer 8 - - - - Dense Tanh N*128 N
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In addition, the node mean absolute error (N-MAE) of the
voltage phase angle for any topology is:
Mg

1 imes
4
Vi

ieN (P (30)

~
m,i — em,i

MGiest —
m=1

The mean absolute error (MAE) is used as the evaluation
index of the voltage phase angle state estimation results.
Np*

0 _ 1 9. s«
Y _Np*;:yiLEN(P)

€1V}

D. FRAMEWORK STRUCTURE

As shown in Figure 4, a DSSE framework is proposed to meet
the demand for real-time awareness of distribution system
operation state under frequent topology reconfiguration.

The offline learning stage initiates with the construction of
the historical measurement dataset. To handle the challenges
posed by low observability and topology reconfiguration,
we compute the node importance by considering both DSSE
and TI requirements for measurement data. PMUs are config-
ured at key nodes selected based on their importance. Then,
the dataset is pre-processed using GAF and the TI model is
trained using CNN. Finally, the dataset and topology are used
as input to the GAT for training the DSSE model.

In the online stage, the data center collects measurement
data from PMUs. The TI model is invoked to identify the
distribution system topology. Then, the DSSE model esti-
mates the voltage amplitude and phase angle of each node
based on the latest TI results. If a new topology is detected,
the topology generalization capability of the existing DSSE
model is used to perform state estimation. This framework
is able to obtain the operation state online at any given time
point. These data can serve as the foundation for distribution
system state analysis and optimal dispatching.

State estimation preparation

Constructing Offline learning
historical

measurement dataset

!

Determine the
configuration plan of
PMUs according to
the node importance

Using GAT to train
distribution system
state estimation
model

Using GAF-CNN
to train topology
identification
model

Online state estimation

Online distribution
system topology
identification

surement| Opline distribution | Topology
data )!ruc!un‘
system state <

estimation

Collecting real- ~ [Mea
time measurement
data from PMU

A 4

FIGURE 4. DSSE framework.

The proposed framework offers the following benefits:
e Economical aspects: The increased frequency of
topology reconfiguration requires more measurement
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devices. This framework only requires measurement
data at a few key nodes to perform DSSE.

e Real-time aspect: The neural network model used in
this paper runs with short time. The accuracy of TI and
DSSE does not change significantly with increasing
system size.

e Robustness aspect: GAF-CNN can efficiently mine
the relationship between node measurement data and
topologies. The information transfer process of GAT
ensures robustness under topology reconfiguration.

IV. CASE STUDIES

A. STATE ESTIMATION RESULTS

This paper uses an IEEE 33-bus distribution system as a test
case. As shown in Figure 6, this system has 32 branches and
4 feeders. There are interconnection switches between nodes
8-21, 9-15, 12-22, 18-33 and 25-29. In this paper, the dataset
collects PMUs measurement data at 1min intervals for each
time point. Except for the parent node, all the nodes have
load and distributed PV access. Daily load curves and solar
power curves are used to simulate the variation of load and
PV generation. The MATPOWER toolbox is used to gener-
ate 24h steady-state flow data for 200 topologies based on
different combinations of section switches and interconnec-
tion switches. The topology library contains 128 radial and
72 looped distribution system typical operation topologies.
Therefore, the dataset contains 288,000 sets of samples. Each
set of samples contains the topology number and the voltage
amplitude, voltage phase angle, injected active power, and
injected reactive power of all nodes. Pytorch v.1.13.0 was
used in Python v.3.7 to implement the machine learning
algorithms in this paper. All simulations were performed on
a computer with 32-GB RAM, Intel Core 11700 CPU at
2.50 GHz and Nvidia T600 4-GB GPU.

First, the node importance is calculated using the SCC and
XGBoost. In XGBoost, y is set to 0 and X is set to 0.5. After
that, the key nodes are selected. The node importance results
are shown in Figure 5.

0.12 State estimation importance
| Topology identification importance

Node Importance

23456789101112131415161718192021222324252627282930313233
Node number

FIGURE 5. Node importance results.
Now, there is insufficient measurement capacity in the
distribution system. This situation will be difficult to improve

in short term due to the large scale. The number of nodes
configured with PMUs in the distribution system is typically
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FIGURE 6. Configuration plan of the measurement devices.

around one-third or even less. Therefore, this paper selects
the top ten nodes in terms of node importance to configure
the PMU, as shown in Figure 6.

In addition, the parent node is also configured with
advanced measurement devices. We found that important
nodes tend to be on or around high degree nodes. According
to the measurement device configuration plan, this paper
arranges the node voltage amplitude and phase angle in the
dataset in the order of node numbers 3, 6, 9, 12, 14, 17,
21, 24, 29, and 31 as inputs to train the TI model. The
parameters of the CNN are trained using the Adam optimizer
and the initial learning rate is set to 0.001. The 5-fold cross-
validation method is used to divide the dataset. This method
enables hierarchical random folding of multi-label dataset
and guarantees the percentage of labels in each fold. During
training, the dataset is randomly divided into 5 equal parts.
Each sub-dataset is used as a validation set in turn. The batch
size and the number of iterations are set to 32 and 200,
respectively.

To verify the efficiency of GAF-CNN, the commonly
used machine learning methods SVM, DNN, and CNN are
selected as controls. The TI results of the different methods
are shown in Table 2.

TABLE 2. TI results of different methods.

Method Accuracy
SVM 88.48%
DNN 90.23%
CNN 95.67%

GAF-CNN 99.82%

The TI model constructed by GAF-CNN in this paper
has more accurate identification results. GAF-CNN improves
accuracy by 4.15% compared to CNN. The main reason is that
the multi-dimensional data obtained by GAF can effectively
represent the characteristics between different topologies,
as shown in Figure 7.

After obtaining the TI model, the distribution system topol-
ogy is used as a known quantity to train the DSSE model. The
parameters of the GAT are trained using the Adam optimizer
and the initial learning rate is set to 0.001. The dataset is
divided into train set, validation set and test set according to
the ratio of 8:1:1. The number of attention heads is set to 5.
The number of iterations is set to 50.

To test the performance of the DSSE method, six distri-
bution system topologies are selected to compare the DSSE
models trained by GAT with DNN, CNN, and GCN.
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TABLE 3. DSSE results of different topologies.

MAPE of voltage amplitude (%)
Method Topology Topology Topology Topology Topology Topology
1 2 3 4 5 6

DNN 0.5518  0.5861 0.6015  0.5741 0.5841 0.6318
CNN 0.5494  0.6153  0.5746  0.5945  0.5256  0.6082
GCN 03757 03662 04297  0.3525  0.3631 0.4061
GAT 0.1122  0.1107  0.1023  0.1248  0.1138  0.1279

MAE of voltage phase angle (10-rad)
Method Topology Topology Topology Topology Topology Topology
1 2 3 4 5 6

DNN  5.5642 5.6818 5.4492 5.3932 5.6607 5.7685
CNN  5.4624 5.1450 5.3556 5.3912 5.6236 5.5171
GCN 33627  3.4034  3.5643 3.8144  3.3981 3.4352
GAT 1.0343  0.9862 1.1552 1.0949 1.0166 1.1252
I N-MAPE of voltage amplitude

0.25 = I N-MAE of voltage phase angle| _ 25 &
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FIGURE 8. Evaluation indexes of DSSE results in topology 1.

DNN and CNN only learn the mapping relationship
between the measurement data and the state variables without
considering the influence of the topology. Compared to the
method in this paper, the error of the DSSE model trained
with DNN and CNN is larger. GAT enables the aggregation
of information across spatial domains through the attention
mechanism. Compared to GCN, GAT solves the problem
that only same weights can be assigned to same order neigh-
bor nodes. Meanwhile, GAT is able to cope with topology
changes by adaptively adjusting the attention coefficient
between nodes. Therefore, the DSSE model trained using
GAT is able to recover the state variables of each node more
accurately.
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FIGURE 9. DSSE results of the voltage amplitude and phase angle of all nodes.

Topology 1 in Table 3, which includes both radial and
looped networks, is selected for detailed analysis of the DSSE
method. In topology 1, section switch 14-15 is open and
interconnection switches 18-33, 12-22 are closed. The state
estimation error of the DSSE is shown in Figure 8.

The worst N-AMPE of voltage amplitude and N-MAE of
voltage phase angle in the DSSE results are only 0.2161%
and 2.0525x 1073 rad, which are within twice of the average
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values. The state estimation errors of each node are small and
similar, proving the effectiveness of the key node selection
algorithm in this paper. We selected some of the time points
in topology 1 as the validation set. The DSSE results of all
nodes are shown in Figure 9.
Figures (a) and (b) show the real-time measurement data
obtained by the PMU. Due to the limitation of measurement
devices, the input of the DSSE model is very sparse. However,
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FIGURE 10. DSSE results of voltage amplitude of node 33.
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FIGURE 11. DSSE results of voltage phase angle of node 33.

GAT is able to accurately estimate the details of the state vari-
ables. The DSSE results in Figures (c) and (d) are generally
consistent with the actual values in Figures (e) and (f). The
framework in this paper has the advantage of high precision.
By replacing the adjacency matrix inputs, we obtain the same
excellent results on other topologies in the topology library.
The method is of high practical value. Figures 10 and 11 show
the DSSE results for 144 time points of node 33 in topology 1.

The DSSE results of the GAT method follow the same
trend as the actual values of voltage amplitude and phase
angle on the time series. The following section verifies the
applicability of the method proposed in this paper in prac-
tical scenarios. Section IV-B is tested on topology 1. For a
more intuitive representation of the performance of the DSSE
model, Sections IV-C-F use the average of the evaluation
indexes of the topologies in the dataset.

B. INFLUENCE OF MEASUREMENT DEVICE
This Section demonstrates the superiority of our method in
addressing the low observable DSSE problem by configuring
varying quantities of measurement devices. According to key
nodes selection algorithm, we design five PMU configuration
plans. The proportions of directly observable nodes in the dis-
tribution system are 18.75%, 25.00%, 31.25%, 37.50%, and
43.75% respectively. The dataset, constructed using the same
method and size as in Section IV-A, is numbered from 1 to 5.
The test results are shown in Table 4.

As the observability decreases, there is no serious decline
in the evaluation indexes of the DSSE model. In Table 4,
dataset 6 is constructed from 10 randomly selected PMU
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TABLE 4. Results of different measurement device configuration plans.

Dataset Location MAPE MAE TI

number (%)  (10%rad) (%)
1 6,9,14,17,21,29 0.3494 3.0101 95.46%
2 6,9,12,14,17,21,29,31 0.1950 1.8984 98.37%
3 3,6,9,12,14,17,21,24,29,31 0.1122 1.0343  99.82%
4 3,6,9,12,14,17,21,24,27,29,31,33  0.1067 1.0259  99.86%
5 3,6,8,9,12,14,17,19,21,24,27,29,31,33 0.0979 0.9843  99.91%
6 3,5,8,11,15,21,26,28,29,31 0.1809 1.5756 99.78%

nodes. The objective is to analyze the effect of the con-
figuration location of the measurement device on the state
estimation accuracy. The state estimation error of dataset 6 is
shown in Figure 12.

I N-MAPE of voltage amplitude
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FIGURE 12. Evaluation indexes of DSSE results of dataset 6 in topology 1.

The state estimation errors of nodes 14, 18, and 25 are
significantly higher than the average level. This occurs
because these nodes only have PMUs configured on 3-order
neighbors. Such nodes contribute the vast majority of the
error. The measurement device configuration algorithm in
this paper effectively circumvents the impact on state esti-
mation accuracy due to improper location selection.

C. INFLUENCE OF NOISE

In the real operating environment, measurement error is
inevitable. Factors such as sensor accuracy, measurement
algorithms, and hardware aging influence the measurement
error of the PMU. This Section evaluates the adaptability of
the proposed method to noise by introducing different levels
of noise into the measurement data. As shown in Table 5,
five datasets with different Gaussian noise levels were
constructed.

TABLE 5. Datasets with different noise levels.

Dataset Error range of Error range of Sample
number voltage amplitude voltage phase angle size

1 +0.025% +0.005° 288,000

2 +0.050% +0.010° 288,000

3 +0.100% +0.020° 288,000

4 +0.200% +0.040° 288,000

5 +0.400% +0.080° 288,000
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The dataset number, as constructed in Section I'V-A, is set
to 0. As shown in Figure 13, both the accuracy of TI and the
DSSE worsen as the noise level increases.
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FIGURE 13. DSSE results at different noise levels.

Despite a +0.2% voltage amplitude error and =£0.04°
voltage phase angle error, the TI model still maintains an
accuracy over 94%. The error of the DSSE model remains
low level at noise levels 1-3. Currently, the measurement
accuracy of the PMU is able to keep the error of voltage
amplitude and phase angle within +0.05% and £0.01° [49].
Therefore, the proposed method can meet the requirements
of noise immunity in practical state estimation.

D. INFLUENCE OF DATA MISSING
Due to factors such as communication interference and
hardware failure, the PMU measurement data has a certain
degree of data missing problem. PMU data missing directly
impairs real-time observability, reducing the reliability of
DSSE results. Moreover, TI models trained using GAF-CNN
might fail to provide high accuracy topology data for state
estimation due to missing graph data. In order to evaluate
the adaptability of the proposed method to data missing, this
paper constructs five datasets with varying percentages of
data missing. The percentages are 4%, 8%, 12%, 16%, and
20%, respectively. The dataset construction method and size
are identical to V.A. The test results are shown in Figure 14.
The GAF-CNN method shows strong robustness in the data
missing test. Even with the highest 20% of data missing, the
TI accuracy still reaches 96.59%. Prior to initiating the DSSE
for the dataset with data missing, the data missing points are
filled using the measurement data from the previous time
point. Only a simple preprocessing of the dataset is sufficient
to ensure the accuracy of the GAT method. With the highest
percentage of missing data, the evaluation indexes of voltage
amplitude and phase angle only increased by 0.0739% and
0.8620x 1073 rad compared to the original state.

E. ANOTHER DISTRIBUTION SYSTEM TEST

To verify the impact of system size on the accuracy and
efficiency of the proposed data-driven method, this section
uses an IEEE 118-bus distribution system as a test case. The
same method as in Section I'V-A is used to construct a dataset
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of 390 topologies. First, PMUs are configured based on the
node importance and the number is 35. Then, the average
of MAPE and MAE for all topologies in the IEEE 118-bus
topology library are used to evaluate the DSSE model. The
test results are shown in Table 6.

TABLE 6. Comparison of Tl and DSSE results of two distribution systems.

Test results IEEE 33-bus IEEE 118-bus

Average online TI time (107 s) 36.4796 38.8701
Average online DSSE time (1073 s) 1.9889 2.0269
Topology identification accuracy (%) 99.82 99.57
MAPE of voltage amplitude (%) 0.1147 0.1320
MAE of voltage phase angle (10~rad) 1.0832 1.2378

As the distribution system size increases, the accuracy of
the TI model slightly diminishes. Since GAT focuses on the
electrical characteristics of neighbor nodes, the performance
of the DSSE model is less affected by the size of the distri-
bution system within a certain range. The DSSE framework
in this paper only requires the state information of partial
nodes. Therefore, neither the training difficulty nor the online
running time increased significantly in the IEEE 118-bus
distribution system. The method proposed in this paper is
suited to online analysis scenarios of distribution systems.
However, node degree does not change significantly with
increasing distribution system size. Foreseeably, large and
complex distribution systems have higher sparsity. During the
aggregation process, the accuracy of some nodes decreases
due to the large distance from the observable nodes. TI will
face the pressure of too large topology library and the dif-
ficulty of updating them. Therefore, large systems require
decoupling and partitioning before further expansion. The
framework is then applied in parallel to each sub-region.

F. TOPOLOGY GENERALIZATION TEST

When a new topology appears, the TI model is able to be
updated with less new data. Compared to the TI model, the
regression prediction problem handled by the DSSE model is
more demanding on the dataset. During the actual operation
of the distribution system, the dataset often lacks sufficient
historical samples of new topologies to drive model training.

VOLUME 11, 2023



Z. Ren et al.: State Estimation for Reconfigurable Distribution Systems Using GAT

IEEE Access

Therefore, this paper uses the existing IEEE 118-bus DSSE
model for generalization testing of six new reconfigured
topologies. The test results are shown in Figure 15.
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FIGURE 15. Topology generalization test results of IEEE 118-bus system.

Even without learning new topologies, the DSSE model
trained with GAT still maintains high accuracy. The proposed

method can integrate the spatial correlation of topology and
node state information to fully learn the mapping relationship
between the measurement data and state variables. Therefore,
the model possesses good generalization capability and is
suitable for frequent topology reconfiguration.

V. CONCLUSION

In this paper, we propose a DSSE framework that can adapt
to frequent topology changes. To meet the data requirements,
the configuration plan of the measurement device is designed
based on the node importance results calculated by SCC
and XGBoost. To capture the real-time topology of the dis-
tribution system, a GAF-CNN method using graph data is
proposed for TI. Finally, GAT is trained to perform online
DSSE. Experimental results show that this framework has
good robustness in case of data quality degradation. Even
with decreasing observability, the framework sustains high
performance. Furthermore, the study tests the scalability of
the framework by deploying it on an IEEE 118-bus distribu-
tion system. In addition, topology generalization experiments
demonstrate that the DSSE model can effectively handle
complex operation state.

While the proposed framework enables accurate DSSE
under frequent reconfiguration, we need further research in
several important directions. First, we are researching how
to introduce physical constraints into the GAT training pro-
cess. As a possible extension, power flow constraints can be
added to the loss function to make the DSSE results more
in line with the electrical laws and help the model jump out
of the local optimal solution. Second, distributed generation
is monitored on different time scales. These measurements
can add redundancy. We could incorporate the measured and
predicted values into the model training to further improve
the accuracy. Finally, scaling to large systems will be an
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important research direction. We need to study parallel DSSE
methods including decoupling and partitioning based on the
proposed framework.
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