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ABSTRACT The use of data analytics and Machine Learning (ML) branches of AI for predictive and
analytic knowledge retrieval has surged significantly in various industries (e.g., health, finance, business, and
manufacturing). However, the acceptance of AI has been hindered by opaque models that lack transparency.
Explainability in AI (XAI) has gained significant prominence owing to its focus on introducing avenues of
accountability in AI. XAI acknowledges the importance of human factors and strives to incorporate them
into the design process, recognising that the cognitive effort involved in understanding explanations is a
key aspect. Mental Models play a crucial role in the XAI evaluative premise, but their current utility is
limited. By intentionally designing explanations that align with users’ mental models, their experiences can
be significantly enhanced, leading to improved understanding, satisfaction, trust, and performance. This
study proposes usingMental Models to elicit explainability requirements and to develop an Ontology-Driven
Conceptual Model to facilitate the learning process for a better understanding of explanations.

INDEX TERMS Conceptual model, explainability in AI, mental models, requirements elicitation.

I. INTRODUCTION
Requirements elicitation (RE) is important in systems devel-
opment. It helps to identify, gather, and define the needs and
expectations of the system’s stakeholders. There are limited
studies in requirements elicitation for explanations, which is
deemed conditional to successful use of XAI for key task
performances [1]. This is an essential step, as by eliciting
requirements from end-users, developers can gain insight into
the types of explanations as well as explanative elements
that are most useful and meaningful for the users. It requires
consideration of paramount factors, such as the domain pro-
cess, end-users, and constraints brought about by the data and
ML tools.

Current research studies in RE for XAI focus on methods
that encourage involving end-users in the design and devel-
opment of XAI systems, such as participatory design and
co-creation techniques [2]. Other methods involve the use
of scenario-based design [3], [4], question banks [5], and
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capturing expert knowledge [6] for recognising the explana-
tion needs.

Studies have explored the use of natural language process-
ing techniques to extract requirements from textual data [7].
In addition, there is a growing interest in understanding the
impact and value of different explanation formats, such as
visual explanations or explanations that use analogies on
end-users and how these explanations are used and inter-
preted [8], [9], [10], [11], [12]. Such knowledge base can
significantly highlight end-user preferences for explanation
presentation types.

These studies provide significant insight into the impor-
tance of RE for XAI and cite this through recommendations
of methods, techniques and tools that can support RE process
in the development of XAI systems.

However, there is a need for more research on benchmark-
ing the RE process, which considers the cognitive activities
that occur when explainability needs emerge.

Requirement Elicitation phenomena is deep-rooted and
surfaces more prominently if studied through engagement
with cognitive processes that are proactive but less studied.
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Mental Models (MMs) are seen as cognitive structures that
create an internal representation of the world based on
personal experiences, perception, and understanding, in an
effort to facilitate learning, reasoning, understanding, and
decision making [13]. It is not far from reality to compare
Mental Models to an interface used by humans to inter-
act with external phenomena and comprehend its reality.
The fact that MMs are likely to be imposed on real-
ity [14] amplifies their significance manifold. The process of
understanding is key for the construction of MMs and can
significantly enhance their quality in terms of stability and
accuracy.

Although the significance of MMs and Understanding
is undeniable, their current usability solely as evaluative
metrics for explanation products at the end of the XAI life-
cycle limits their scope. Assessing users’ MMs during the
RE phase enables a more accurate representation of users’
explanation needs. Moreover, emphasising the significance
of understanding for the success of the explanatory process
aligns it with the goal of facilitating user’s understanding of
knowledge-enriched explanations.

This study proposes two main research pathways: (i) the
application of suitable methodologies to assess MMs for RE
for user’s explanations in an industrial context and, (ii) devel-
oping an advanced knowledge model for assessing MMs,
resulting in aligned explanations for understanding, reason-
ing, and decision-making objectives.

In the context of this study, a Conceptual Model (CM) is
posited as a more accurate and comprehensive representation
of knowledge that is scientifically accepted or holds intuitive
value for users [15]. The design of this model encompasses
characteristics, properties, and qualities of explanations pre-
sented holistically through an Explanation Ontology. This
ontology represents the explanation characteristics as factors
that enable the properties and subsequently the qualities of
explanations, with cognitive understanding being the focal
point. Additionally, it centres around attainment of under-
standing, which is the ultimate explanation goal.

The main objectives of this study phase are:
i. To emphasise the utilisation of MMs and cognitive

understanding as the central focus in Requirement
Elicitation (RE) of explanations.

ii. To design and develop a comprehensive CM with
a holistic ontology to generate stable and complete
explanations that appeal to MMs through their char-
acteristics, properties, and qualities.

These objectives collectively contribute to the creation of
an Ontology-Driven Conceptual Model (ODCM) that facil-
itates Requirements Elicitation for eXplainable Artificial
Intelligence (REXAI). By introducing the concept of align-
ing explanations with users’ mental models, this paper
presents a new and important approach to enhancing users’
comprehension, trust, and acceptance of AI systems. This
perspective on incorporating human cognitive requirements
into AI design will overcome a fundamental challenge with
the lack of transparency and understandability of AI models.

The novel ODCM will enable XAI planning by presenting
comprehensive options for the end-users to choose from to
suit their explanation needs. This is non-trivial because the
underpinning explanability needs is challenging because of
the abstract nature of explanation concept, and there is no
consistency in the literature. To the best of the author’s knowl-
edge, there are currently no existing XAI-based Conceptual
Models available.

The remaining sections in this paper are organised as fol-
lows: Section II provides an in-depth analysis of the signifi-
cance of Requirements Elicitation in user-centric explanatory
process. Section III exploresMentalModels, their connection
to Understanding and their utility in RE. Section IV presents
the theoretical foundations of the Conceptual Model design
and the ontology formation process. Section 5 discusses the
findings and conclusions drawn from the preceding sections,
as well as potential avenues for future research in this field
of work.

II. REQUIREMENTS ELICITATION FOR USER-CENTRIC
EXPLAINABLE AI
A. RELATED WORK
Research in Requirements Elicitation in explainable AI has
gained momentum due to an increase in applications in the
field of XAI. It has become evident that explainability needs
can be intrinsic and may go unnoticed if the detection meth-
ods only focus on basic requirements. As a result, current
research areas in RE of XAI concentrate on several key areas,
including, user-centric approaches, domain-specific RE, and
cognitive modelling.

This paper does not provide an extensive review of the
literature in these areas (please see the works of [3], [4], [6],
[16], [17], [18], [19], [20], [21], and [22]). However, this
paper does reference the methods used in user RE, which are
detailed in Table 1 for reference.

User-centric approaches in Requirements Engineering
involve various methods such as scenario-based, goal-based,
question-bank enquiries, and among others, which aim to
integrate users’ mindsets into the design process [25].
Scenario-based approaches offer significant support in the

design of XAI systems. By employing scenario building
techniques, these approaches effectively identify the need
for explanations based on domain specificity and inform the
design process accordingly. In the context of RE, domain-
specific scenarios play a key role in providing illustrations
of user interactions within a particular domain process,
which allows the development of tailored approaches and
solutions that address the unique requirements and con-
straints of particular application areas. Previous research
in domain-specific RE has provided valuable insights into
tailoring approaches for various fields, including Software
Systems, Information Systems, andHuman-Agent Interactive
Systems [1], [6].
By embracing user-centric approaches and leveraging

domain-specific scenarios, XAI systems can be designed to
deliver explanations that align closely with user expectations,
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TABLE 1. Some methods that can be used to eliciting requirements in
explainable AI systems.

leading to enhanced user experiences and improved system
performance.

A pioneer study in scenario-based approach for explana-
tions was conducted by [3]. This study tackled challenges
related to uncertainty and domain limitations. Addition-
ally, [4] conducted a study that emphasised the importance
of context-awareness in XAI systems. Their use of a
fraud-detection case study showcases the relevance of consid-
ering the specific context. To enhance the elicitation process,
they incorporate insights from the work of [5] by engaging
stakeholders through a systematic approach that involves
questioning. Another research that has appeared recently
tackles RE through the traditional Requirements Engineering
route, in which a framework for generic user-centric require-
ments has been proposed [22].

Question banks play a crucial role in eliciting specific
information from users, particularly in the context of XAI
systems requirements definition. This is based on a structured
approach that enables a comprehensive exploration of various
dimensions of explainability related requirements.

A notable example of question bank is presented in
the work of [5]. Their question bank focuses on address-
ing explainability needs in both local and global settings,
considering explanations in the form of counterfactuals or
example-based approaches. Thesemethods aim at conducting
question-oriented sessions with users, leveraging their cogni-
tive intuition to enhance the RE process.

Inspired by prior research, [26] conducts a study to develop
RE techniques tailored for Generative AI. By building on
existing studies, they aim to incorporate effective methods
and strategies for gathering requirements in this domain,
addressing its unique challenges appropriately.

While considered an older approach, the use of pre-defined
explanation goals as proposed by [23], remains a valuable
strategy in the field of REXAI. This study suggests employ-
ing the goal-based technique for the evaluation of explana-
tions. Utilising pre-defined goals of explanation offers several
advantages including: i) enabling end-users and developers

of XAI to recognise constraints that may impact goal com-
pletion, ii) assisting XAI developers in selecting appropriate
methods of XAI product development that align with the
explainability needs of recognised goals, iii) streamlining the
XAI process cycle to focus on the identified goals.

While approaches like scenario-based, goal-based, and
question bank methods aim to develop a domain-centric
focus, their effectiveness in achieving the desired levels of
understanding, trust, and satisfaction remains uncertain due
to the lack of implementation and validation.

There is an interest in leveraging cognitive models, such as
MMs, to better understand how humans perceive, reason, and
make decisions. By incorporating these models into the RE
process, researchers aim to develop explanations that align
with users’ cognitive processes, enhancing the effectiveness
and usability of AI systems [6], [13], [27], [28]. These models
offer promising prospects of capturing and representing the
cognitive processes involved in explainability needs in human
end-users. However, the actual implementation of these rec-
ommendations is currently lacking.

Therefore, it is crucial and timely to address the gap
between theory and practice by exploring and implementing
methods of requirements enquiry that account for cogni-
tive aspects. This can allow for a more comprehensive
understanding of user’s MMs, enabling better design and
development of XAI systems that trulymeet the desired levels
of understanding, trust, and satisfaction. This research aims
to bridge this gap to realise maximum achievable potential of
cognitive-focused approaches in REXAI.

B. COGNITIVE MODELLING
System designers frequently make assumptions about user
needs in the absence of prior knowledge of requirements
engineering [26]. This approach often excludes users from the
decision-making process during system planning, neglecting
the importance of their input. Even when users are included,
the techniques used may not adequately capture their most
critical potential needs. Furthermore, cognitive factors such
as understanding, trust, and satisfaction can lead users to
misjudge their own learning requirements [29]. Therefore,
an effective RE process should prioritise the needs of users’
MMs, which are essential for a correct understanding of
external phenomena.

MMs continuously evolve and improve as new information
becomes available [15]. However, in cases where complex
systems are involved, flawed understanding may lead to for-
mulation of a flawed MM. end-users may readily accept
such an MM as they may over-estimate their own knowledge
depth [6].
Laird, a prominent researcher in MMs, suggests that

humans understand the world by constructing simplified
working models in their minds during the early stages
of discovery. These models are incomplete and based on
limited personal perceptions, serving as imitations of the real
world and reflecting uncertain knowledge of how the actual
counterparts in the real world operate.
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C. MENTAL MODEL UTILITY IN XAI
In the XAI context, a MM refers to the cognitive repre-
sentation or conceptual framework that users develop to
understand andmake sense of the external world including AI
systems.MMs enhance the utility of XAI by enabling demand
for tailored explanations, enabling user understanding, fos-
tering transparency and trust in AI systems, supporting
reasoning and decision-making and facilitating human-AI
interaction.

Explanations in the XAI domain can be evaluated through
the measurement of a user’sMM [30], [31], [32]. This evalua-
tion involves estimating metrics such as understanding, trust,
satisfaction, response time, and others.

In typical AI scenarios, users who only observe the
output of a machine learning-based AI system may draw
inaccurate or incomplete conclusions due to inherent incom-
pleteness and instability. Augmenting the output with an
explanation, clarifying how and why the AI system generated
the results, enhances the completeness and stability of the
user’s MM. This, in turn, facilitates correct decision making
and restores trust in the AI system’s output [33], as shown
in Figure 1, where stability instils confidence in decision
making processes.

FIGURE 1. Conceptual Model of Explanation process [34].

The abstract nature of understanding a concept can make
it challenging for users to express what, how, or how well
they understand something, often leading to misguided judg-
ments regarding their level of understanding. To address
this issue, a support system can serve as a guide, helping
users assess their understanding of an event or a system,
along with the underlying knowledge and domain princi-
ples involved. Such a support system is also beneficial for
assessing MMs, providing a clear overview of factors that
can enhance users’ understanding of an event or a system.
In simpler terms, it enables targeted enquiry into which expla-
nations, at what time in the process, and in what manner
can improve the understanding of XAI requirements for both
users and designers.

D. SIGNIFICANCE OF UNDERSTANDING
Understanding is paramount to the success of the explain-
ability experience. Explanations are essential for advancing

understanding, as they serve as an intellectual goal for
explanation process [36]. Given the significant influence of
understanding in constructing of accurate MMs, ensuring the
degree and correctness of understanding becomes imperative.
Users often experience an illusion of understanding, which
can be misleading and disrupt the stability of their MM. This,
in turn, impacts other end-goal user experiences (EGUE),
such as satisfaction, performance, and decision making.
Hence, the importance of understanding as an end-goal is
evident due to its profound impact on achieving other explain-
ability goals.

While the importance of understanding in achieving sat-
isfaction from explanations is widely acknowledged [21],
[35], [36], there is limited research that specifically focuses
on improving understanding as a primary end-goal. Despite
the recognition of understanding as a critical factor, limited
attention has been given to exploring and experimenting
with methodologies and approaches aimed at enhancing the
level of understanding in the context of explanations. Further
investigation and empirical studies are needed to develop
specific techniques and strategies that improve understanding
as a central goal in explainability. Bridging this research gap
will lead to more impactful and satisfying explainable AI
experiences, advancing the field.

Significance of understanding and its far-reaching impacts
in enhancing mental models is being adopted in studies that
deal with technical premise in XAI as well. Understanding of
system’s logic [37] and explanations aimed at multiple user
groups [24] to facilitate understanding at a much larger scale
are research themes with growing interest.

E. RE THROUGH COGNITIVE MODELLING
The field of cognitivemodelling for RE is evolving. Twomain
research directions include human-AI interaction during the
elicitation process and cognitive support tools to assist users
in the RE process.

The first research direction entails examining the cognitive
processes through which users develop MMs of AI systems.
This involves investigating the factors that contribute to the
formation of these MMs, such as the users’ prior knowledge,
experiences, and interactions with the AI system. Addi-
tionally, researchers analyse how AI-generated explanations
impact users’ mental models, identifying the ways in which
these explanations shape users’ understanding, perceptions,
and expectations. Furthermore, researchers explore how users
evaluate these explanations and how their assessments are
influenced by their existing mental models. By studying these
aspects, a deeper understanding can be gained regarding
the intricate interplay between users’ mental models, AI-
generated explanations, and the evaluation process.

III. CONCEPTUAL MODELLING
In comparison to mental models, conceptual models are accu-
rate and complete representations of scientifically accepted
knowledge [15]. If developedwith conceptual models, mental
models can grow and transform into more accurate forms of
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themselves. A Conceptual Modelling approach is a worthy
candidate to consider for the modelling of users’ mental
models. This is a concept that is largely placed in the Social
Sciences and Cognitive Psychology realms, but even within
that, the advances in understanding are limited. Formally
known as ‘‘the process of defining certain aspects of the
physical and social worlds for enabling understanding and
communication’’, the process of Conceptual Modelling aims
to represent the conceptual version of the domain system [38].
The resultant is known as the Conceptual Model (CM).

In the context of Requirements Elicitation for eXplainable
Artificial Intelligence (REXAI), a conceptual model repre-
sents essential characteristics, properties, and qualities of
explanations. However, adopting conceptual modelling tech-
niques for REXAI poses research challenges due to limited
literature on the interdisciplinary approaches and advanced
modelling techniques essential for their development.

Use of Conceptual Models for RE is seen frequently in the
past as well as recent research work. The technique’s utility in
information systems engineering [38], categorisation during
design phase [39], and education science [15] seen.

A. ONTOLOGY-DRIVEN REXAI
The integration of ontologies in XAI requirements engi-
neering is a relevant area of investigation. Ontology-based
techniques can be used to elicit, analyse, and represent XAI
requirements, aligning them with stakeholder needs while
facilitating the design and evaluation of XAI systems.

Ontologies are considered useful tools for representing
factual relationships within a specific domain of interest [40].
They aid in various stages including planning [41], devel-
opment [42], [43], deployment [40], and validation of a
benchmark REXAI [44], [45], [46].
Researchers have explored the integration of ontologies

in various technical and computational fields [39], including
modelling languages [47], data management systems [48],
and information systems [45], [49]. The utilisation of ontolo-
gies holds promise in creating a conceptual model that
enhances users’ understanding of the underlying domain.
Ontologies are well suited for structuring the contents of con-
ceptual models as they encompass concepts, their semantic
relationships, and sequential order of their contents [47].

Ontology-Driven Conceptual Modelling (ODCM) focuses
on leveraging ontologies to enhance the development and
application of conceptual models in various domains. It pro-
vides a structured and systematic approach to capture,
organise, and represent domain knowledge in the form of an
ontology-based conceptual model.

MMs are easily impacted by simplified models as they are
easily understandable [50]. The ODCM provides a simpli-
fied model for RE that end-users find simple to understand
and look through to choose from the available options of
explanations.

Differences exist in theories and functions of ontology
for conceptual modelling in way of attributes, properties,
and relation representation amongst various studies [51].

The field of ontology for conceptual modelling encompasses
various theories and functions, and there are differences
among studies regarding the representation of attributes,
properties, and relations [51]. Recent perspectives onBunge’s
1977 ontology, criticise its focus on concrete objects and their
attributes, suggesting that it lacks consideration of human
perception of these objects [51], [52]. This limitation hinders
the representation of a human-centric version of a concep-
tual domain. Consequently, the true essence of conceptual
modelling, which aims to represent human understanding of
a body of knowledge, may be inadequately captured [53].
By using ontologies, conceptual modelling can benefit in

several ways:
i. Ontologies provide a structured framework for

modelling semantics, enabling a clear and precise
depiction of relationships between entities. The iden-
tification of entities and their relationship within
a CM can ensure accurate representation of the
domain.

ii. Existing theories of ontology can help in the
selection of appropriate grammar or semantics for
conceptualmodels, ensuring that the domain is effec-
tively represented. This helps to avoid ambiguous
semantics that can obscure the understanding of the
domain [45].

iii. Using ontologies in the development of a conceptual
model supports a validated and reliable construc-
tion process. The application of ontology theories
facilitates structuring and classification of different
phenomena within a certain domain, aligned with
aims of this research.

In the context of XAI, ontologies have been used for iden-
tifying design patterns to define explanations [54], defining
the relationship between different explanation attributes [55],
matching XAI solutions to appropriate explanation types and
AI systems [56] and developing guidance for the realisation
of requirements elicitation [57].

ODCM for REXAI involves the use of entities that play
a role in capturing and representing the conceptual model
based on ontological principles. These entities encompass
concepts, characteristics, relationships, constraints, hierar-
chies, and instances, each playing a significant role in the
modelling process. These are discussed as follows.

1) ENTITIES
A large body of XAI related literature reports several metrics
for measuring explanations. The differences in methods of
implementation helps in the identification of how metrics
evaluate an explanation product [33], [58] explanation meth-
ods [59], and explanative properties of ML models [59]. This
research is concerned with the first category.

At the end of an explanation process, an XAI product
is revealed, expected to possess certain characteristics that
help users achieve explainability goals, resulting in a useful
experience with the XAI system [36], [60], [61]. The infor-
mation conveyed by this product may vary depending on the
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context and nature of the underlying event, as dictated by
explainability goals. Explanation products can have unique
characteristics, properties, qualities, and impacts based on
their functions and the methods of measuring each may vary.
Some are measured using computational methods referred
to as objective metrics [33], [62], [63]; while others rely on
subjective methods based on users’ feedback [33]. Though
various metrics are mentioned in the literature, only a few
have been implemented to yield experimental results [64].
This study surveyed various XAI metrics by considering

42 research publications. The search terms used were ‘evalu-
ation of explanations in AI’ or ‘XAI evaluation’. Out of these,
13 studies provided comprehensive lists of methods for mea-
suring metrics [33], [37], dependencies between metrics [21],
and a survey of their practical usage [64]. Additionally, other
studies focused on experimentally implementing individual
or small groups of metrics.

In this study, a focused examination was conducted on
64 distinct terms used for metrics that measure explanations,
based on the literature gathered. It should be noted that these
metrics do not cover the evaluation of explainability methods
(e.g. SHAP, LIME) or the metrics that measure the degree
of explainability of ML models (e.g., Neural Networks, Ran-
dom Forests). While these factors are indeed relevant, the
research scope is limited to metrics related to explanation
products. The presence of synonyms, antonyms, method-
ological similarities, or differences among these metrics can
pose challenges for researchers when implementing evalua-
tive methods for their XAI systems.

The selected metrics play a valuable role in the devel-
opment of an ontology for conceptual modelling in XAI.
By incorporating these metrics, a comprehensive model of
the characteristics, properties, and qualities of explanation
can be established for an underlying domain process. Util-
ising evaluative-metrics-based conceptual models in REXAI
serves multiple purposes. Firstly, it enables the assessment of
a user’s mental model through the recommended conceptual
model, benefiting both the end users and XAI designers by
ensuring a thorough understanding of all possible explana-
tions that can or cannot be provided to end-users. Secondly,
it enhances learning, understanding, and problem-solving
within users’ mental models, fostering improved trust in the
underlyingMLmodels, and embracing the concept of human-
in-the-loop early in the REXAI process. Lastly, this con-
ceptual model facilitates the development of domain-specific
explanations that are attuned to user needs and domain con-
straints.

2) DESIGN
In the field of ontology design, defining concepts that exist
in a specific time and space is relatively straightforward
if their spatially relative nature can be described. How-
ever, it becomes more challenging to define concepts that
are quantitative, qualitative, hybrid, or abstract in nature.
Distinguishing the qualitative nature of a single instance
from its quantitative aspects is not a simple task [42].

This research does not attempt to classify these natures, but
rather explores both and presents one that best represents the
ODCM approach.

The design and construct of ODCM is based on recognis-
ing enabling patterns amongst metrics, forming the basis for
their classification.Metrics displaying a unitary function, or a
collection of simpler functions are classified as Characteris-
tics (Char) of explanations. These explanation characteristics
are grouped within Properties (Prop) of explanations based
on their behaviours and tendency to have similar goals or out-
comes, which are then further grouped under Quality (Qual)
of explanations, encompassing a larger scope but similar cri-
teria. The quality of an explanation is crucial for facilitating
understanding, which is central to the ODCM and critical for
the XAI experience (Section 2.2.2). Understanding, in turn,
further facilitates EGUE, including Trust, Satisfaction, and
Performance in the preliminary ODCM design.

The classification of metrics into characteristics, proper-
ties, and qualities of explanations is based on the following
criteria:
Definition: Various definitions for metrics as they appear

in literature help identify significant similarities and differ-
ences for classification. Differences help disregard less likely
definitions, while similarities further strengthen the attributes
of each metric.
XAI Function: Each characteristic impacts explanations

differently, but there may be similarity in end-user-goals.
Characteristics with similar impacts on end-user goals can be
grouped together.
Subjective/ Objective: Metrics measured subjectively rely

on users’ feedbacks, while objective metrics involve compu-
tational methods. This criterion determines spatial position-
ing of metrics in the ontology.
Relation to Other Metrics: The nature of relationship

between metrics and their enablement trends is crucial for
determining their spatial positioning.
Implementation: Understanding how metrics are imple-

mented helps in studying their construct, function, and
impacts. Objectivemetrics are computationally implemented,
making their functions and impacts more concrete, while
subjective metrics may vary in different cases.

3) DEVELOPMENT AND MANAGEMENT
Inheritance is a central feature of ontologies [47], and CMs
that are based on such relationships are easily representable
via an ontological structure.

FIGURE 2. Structure of ODCM and resulting CM.
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Based on the ontological architecture defined in [40], [47],
and [65], the ontology structuring process involves the fol-
lowing steps:
1. Identification of Key terms: It is crucial to identify all key

terms and establish a convention for their correct definition.
This can include considering their literal meanings or defin-
ing them based on their objectives or impacts. These terms
are treated as entities in the ODCM. Diagrammatic aids,
such as E-R diagrams or relational schemas, are commonly
used to enhance the understanding of entity definitions and
their relationships with other entities. The goal is to achieve
a comprehensive ontology that encompasses all necessary
aspects of the CM.
2. Frequent terms: The frequency of metrics appearing

in the literature serves as evidence of their significance in
XAI evaluation. When redefined as ODCM entities, fre-
quent terms should appear only once. Hence, the ODCM’s
definition must accurately reflect each entity’s core objec-
tive in REXAI. Furthermore, for frequently appearing
terms, it is essential to observe the nature of their appear-
ances. Metrics in XAI, such as soundness or completeness
may have different methods of definition and implemen-
tation. While all the differences must be studied, only the
most appropriate of such entities should feature in the
ontology.
3. Identification of synonyms: In XAI evaluation metrics

studies, conceptsmay appear with different terms. Identifying
such concepts is essential but their inclusion in the ontology
is debatable. This study proposes their inclusion to provide
users with alternative ways of identifying and defining an
entity in a more understandable manner during REXAI pro-
cesses. However, handling synonyms poses challenges. They
can confuse designers, developers, and end-users with mul-
tiple taxonomic trends for the same concept. Additionally,
omitting or deleting synonyms may limit taxonomic diversity
since users and systems may have different semantic prefer-
ences. Including such terms in the ODCM is challenging but
can prove useful.

B. ONTOLOGICAL RELATIONSHIPS
1) GENERIC RELATIONSHIPS
In ontologies, ] ‘related-to’ semantics play a vital role in =

defining generic associations as pointed out by [40]. These
semantics establish a connection between two entities with-
out specifying the exact nature of the relationship. In our
research, the ODCM incorporates subjective entities, includ-
ing understanding, trust, and satisfaction. To ensure a broad
and generic scope of implementation, a certain degree of
generalisation amongst entities is necessary.

2) HIERARCHICAL RELATIONSHIPS
In an ‘is-a’ hierarchy, entities have sub-concepts that act as
substitutes every time the entity is invoked. In the case of
ODCM, the relationship between Char -> Prop -> Qual is
generally based on this principle.

3) RELATIONSHIP BETWEEN BASIC TERMS
Once all terms under different classifications are identi-
fied, the relationships between them are determined. In the
ODCM, the relationship between recognised entities is elab-
orated in sections 1.1 and 1.2.

4) RELATIONSHIP BETWEEN ONTOLOGIES
Regarding the relationship between ontologies, they can be
decomposed into sub-ontologies. Each sub-ontology is built
independently and later combined with other sub-ontologies
to form a comprehensive ODCM.

C. CONSTRUCT
The ODCM encompasses a comprehensive scope organised
intomultiple tiers. Each tier has been independently built with
its own sub-ontology determining holistic relationships at
single-tier-level. These sub-ontologies are combined to form
the comprehensive ODCM, as shown in Figure 4.

The sub-ontologies and their key characteristics are out-
lined below:

1) UNDERSTANDING AND EGUE BLOCK
Understanding serves the central metric in this ontology,
with trust, satisfaction, and performance identified as other
essential end-goal metrics.While trust extends beyond under-
standing, it becomes relevant once initial understanding is
achieved. These metrics are subjective and measured through
qualitative methods. Trust-related metrics such as truthful-
ness, correctness, and transparency can be quantitatively
computed, resulting in a hybridmetric measured through both
subjective and objective methods.

2) GOODNESS
The quality of explanation, represented by goodness, aims
to enhance the value of explanations. Goodness consid-
ers the scope of input data and perturbations of inputs
that impact output. Key properties within this premise
are broadness, which assesses the scope of the data rep-
resenting the underlying domain, and perturbation-based
properties, which identify input changes and their impact on
output.

These properties allow end-users to understand data scope,
the impact on delivering the output, and the appropriateness
of the ML model being used during RE.

3) FIDELITY
Fidelity metrics evaluate how accurately an explanation rep-
resents the underlying domain system, ultimately building
user trust in the XAI system. Fidelity quality includes prop-
erties and characteristics that foster trust in explanations.
Demonstrating that predicted outcomes result from the cor-
rect selection of features by the models instills trust. Model-
based interpretation, transparency elements, correctness
assurance and soundness elements, and confidence-building
elements are vital components embedded in explanations.
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FIGURE 3. E-R diagram.

4) FEASIBILITY
The costs of running digital systems and the feasibility of
transitioning towards digitalisation play significant roles in
making decisions. Computational costs, especially with big
data and complex black boxes can become a financial burden.
Runtimes and additional XAI systems can further add to
these costs. Having feasibility assessments of the XAI system
with generated explanations allows users to weigh the advan-
tages against costs and time constraints. Such explanations
also facilitate debugging and selecting more feasible system
options.

5) INTERACTIVITY
The sub-ontology on interactivity comprises metrics that
enable users’ interaction with the HXAI. These metrics
define the characteristics mostly used in conversational
systems [66], enabling users to adjust explanations to
their needs [67]. Interactivity comes into play when users
have advanced certainty about desired outcomes, acting
as guides [67]. In HXAI, interactive features are used in
recommendation systems, where users can correct assump-
tions [64] or enquire for additional information out of
curiosity [22] use interactivity in HXAI. The nature of
the relationship that exists in this sub-ontology is one of
enablement.

6) CASE-BASED
There are a select number of elements that are recognised to
be case-relevant. Their inclusion into the ODCM is necessary
as it enhances the ontology with additional REXAI knowl-
edge. End-users can demand details about each characteristic
within this sub-ontology to understand their relevance to
their specific domain systems. For instance, the chronology
characteristic becomes mostly relevant when working with
time-series data, where the timing of instances or features
holds significance.

IV. DISCUSSION AND CONCLUSION
The field of XAI is characterised by a multitude of metrics,
each with its own definitions, implementations methods, and
measurement techniques. Despite this diversity, there are
similarities in how these metrics are defined and calculated.

One valuable clue lies in the measurement approach, which
provides insights into the specific explanation elements
being measured. Given the vast number of XAI metrics,
a hierarchical design becomes necessary to regulate and pri-
oritise what is essential for explanations based on end-users’
requirements.

End-users across industries may have varying demands,
but they generally seek explanations that help them under-
stand events occurring in the underlying domain system.
Hence, understanding is considered an essential end-goal,
leaving users satisfied after interacting with the XAI sys-
tem. Additionally, achieving understanding can trigger other
critical goals for the XAI system accomplishment. For this
research, trust, satisfaction, and performance were selected
as key goals due to their recurrent mention in the literature.
The attainment of understanding contributes to increased sta-
bility and completeness of mental models, achieved by filling
knowledge gaps, answering questions, and instilling trust and
satisfaction.

Conceptual models, along with the ODCM design strat-
egy emerge as strong candidates to resolve these issues.
By structuring conceptual models with inclusive hierarchies,
explanatory design can be critically considered at a funda-
mental level. The qualities and properties of explanations,
combined with unitary explanatory characteristics, enable a
simplistic and primitive examination of concepts, breaking
down the RE issues for end-users.

The hierarchical nature of the conceptual model pro-
vides a clear and concise platform for planning elements of
explanations incrementally. It collects all possible options of
explanation elements providing end-users with choices. Fur-
thermore, the viewpoint provides a critical analysis of what
can and cannot be included, considering data and model con-
straints. The self-explanatory and simplistic ODCM structure
not only encourages end-users’ active participation in the RE
process but also enhances their understanding of the XAI
system and its capabilities.

The ODCM structure of the conceptual model opens up
several avenues for future progressive research in the REXAI
premise, an extension of XAI planning. By connecting it with
ontologies developed by studies mentioned in this paper, par-
ticularly in [55], [56], and [68], a comprehensive ontological
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FIGURE 4. Proposed ODCM for XAI.

process of explanation lifecycle can be formulated. This
includes considerations of feasibilities, parallel operations,
co-dependencies, best practices, and monitoring and control
elements, all interconnected to form a comprehensive XAI
lifecycle.

The Conceptual Model developed as a result of the ODCM
caters to the cognitive needs of end-users, enabling intrinsic
cognitive activities including learning, reasoning, under-
standing, and decision-making.

ODCM presents significant potential as a future research
subject, particularly concerning requirements elicitation,
which exclusively aims at mental model stability and com-
pleteness. Furthermore, the elements of the conceptual
model, serving as a concept that encompasses a complete
scope of available knowledge, sets a benchmark on which
explanation planning can be based. Its ontological design
allows for flexibility in incorporating additions and upgrades.
The agnostic and generic nature of ODCM ensures wide

implementation scope, adding value to both current research
and future research studies.

The ontology can be extended to include the most suitable
explanation formats that align with the characteristics in Tier
3 and 4. An additional benefit of using the ODCM design is
its flexibility to complement other RE methods in XAI, such
as scenario and goal based, as well as question bank methods.
This versatility enables it to serve as a benchmark method for
REXAI.

This research further endeavored to develop an ODCM
as an XAI system planning tool, extending its applica-
tion beyond requirements elicitation to other phases of
the XAI system development, presentation, and evaluation.
An API based on the ODCM, which empowers end-users
to envision explanations that can be generated from
data is under development. This API will facilitate
both end-users and XAI tool developers in accurately
capturing REXAI.
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The simplistic and self-explanatory design of ODCM
makes it inclusive of users with varying digital skill lev-
els, providing them with unrestricted options for designing
explanations. The concept of aligning explanations with user
mental models proposed in this paper has the potential to
enhance users’ comprehension and acceptance of AI systems
with future growth opportunities to include XAI requirements
that may emerge with rapidly evolving practices. Further-
more, its integration into comprehensive ontologies of an
end-to-end XAI lifecycle will provide a fundamental and
tangible step forward in making AI systems more accessible.
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