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ABSTRACT Class-incremental Semantic Segmentation (CISS) aims to learn new tasks sequentially that
assign a specific category to each pixel of a given image while preserving the original capability to segment
the old classes even if the labels of old tasks are absent. Most existing CISS methods suppress catastrophic
forgetting by directly distilling on specific layers, which ignores the semantic gap between training data from
the old and new classes with different distributions and leads to distillation errors, thus affecting segmentation
performance. In this paper, we propose a Class-prompting Transformer (CPT) to introduce external prior
knowledge provided by a pre-trained vision-language encoder into CISS pipelines for bridging the old and
new classes and performing more generalized initialization and distillation. Specifically, we proposed a
Prompt-guided Initialization Module (PIM), which measures the relationships between the class prompts
and old query parameters to initialize the new query parameters for relocating the previous knowledge to the
learning of new tasks. Then, a Semantic-aligned Distillation Module (SDM) is proposed to incorporate class
prompt information with the class-aware embeddings extracted from the decoder to prevent the semantic
gap problem between distinct class data and conduct adaptive knowledge transfer to suppress catastrophic
forgetting. Extensive experiments on Pascal VOC and ADE20K datasets for the CISS task demonstrate the
superiority of the proposed method, which achieves state-of-the-art performance.

INDEX TERMS Incremental semantic segmentation, knowledge distillation, class prompt learning.

I. INTRODUCTION
Semantic segmentation [1], [2], [3] is a fundamental
computer vision task that aims to classify each pixel
of the given image and assign the corresponding class
label. Despite the remarkable achievement in the tradi-
tional semantic segmentation field where samples for all
classes are available, continuous learning of data streams in
real-world scenarios [4], [5] remains challenging. In recent
years, researchers are widely interested in Class-incremental
Semantic Segmentation (CISS), which means the semantic
segmentation model has to learn newly emerged classes
incrementally while preserving its capabilities of segmenting
object(s) of old classes without any old examples. As a
representative incremental learning task, the main challenge
of CISS lies in preventing catastrophic forgetting that
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represents a significant degradation in the performance of the
previous tasks.

An intuitive approach is directly fine-tuning [6] the
trained old model on the new task to adjust parameters
for fitting the distribution of new data, which causes a
dramatic degradation of the model’s performance on the old
tasks, i.e. catastrophic forgetting [7], [8]. To alleviate this
problem, various knowledge distillation-based methods [9],
[10], [11], [12], [13] are carried out to preserve the original
capability by transferring knowledge of the old classes to
the new model. Despite the knowledge distillation-based
methods have contributed significantly to the development of
CISS, two common limitations still exist. On the one hand,
in most of the methods, the newly input class parameters
are randomly initialized. However, the learning of new tasks
relies heavily on the originally learned knowledge of the
model during the class incremental learning process. Simple
random initialization strategies cannot efficiently transfer
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FIGURE 1. Illustration of the proposed Class-prompting Transformer
(CPT), the class prompts are introduced into the initialization of class
queries and distillation of class-aware embeddings of the
class-incremental semantic segmentation (CISS) framework.

the learned knowledge for the learning of the next step.
On the other hand, existing CISS methods typically transfer
knowledge by distilling the visual features from single or
multiple layers of the segmentation framework. Nevertheless,
the different distributions between the old and new class data
lead to the semantic gap, which causes errors during the plain
distillation methods without prior semantic knowledge.

To overcome the aforementioned problems, we pro-
pose a novel Class-prompting Transformer (CPT) for the
class-incremental semantic segmentation task. As shown
in Fig. 1, different from other Transformer-based CISS
methods [14], [15], our CPT leverages external prior
knowledge provided by the large-scale vision-language pre-
trained model. Specifically, the class prompts are fed into the
CLIP [16] to obtain the semantic guidance, which is injected
into the CISS framework for bridging the semantic gap
between different classes and performing more generalized
initialization and distillation. Firstly, in terms of the initial-
ization, we propose a Prompt-guided Initialization Module
(PIM), which measures the relationship between prompts
generated by the text encoder of CLIP corresponding to the
old and new classes for guiding the initialization of the newly
emerged class queries. Such a prompt-based initialization
strategy transfers the learned knowledge of the old CISS
model to the newmodel for facilitating the learning of the new
classes. Next, for the distillation processing, the proposed
Semantic-aligned Distillation Module (SDM) integrates the
old class-aware embeddings generated by the Transformer
decoder with prompt-based semantic guidance for filling
the semantic gap between distinct class data. With the help
of external prior knowledge provided by the pre-trained
model, we bridge the semantic gap and perform knowledge
distillation between the old and new class-aware embeddings
to prevent the model from catastrophic forgetting.

The major contributions of this paper are concluded as
follows:

• The Prompt-guided Initialization Module (PIM) is
proposed to combine the class prompts and old query features
and injects them into the initialization procedure of the new
queries to relocate the learned knowledge to the new task
learning processing.

• We design a novel Semantic-aligned Distillation Module
(SDM), which computes correlations between the semantic

guidance and the old and new class-aware embeddings,
respectively. The prior semantic information based on class
prompts prevents the model from forgetting the previously
learned knowledge.

• We propose a Class-prompting Transformer (CPT) for
the CISS task, whose key modules are SDM and PIM.
Extensive quantitative and qualitative experiments on Pascal
VOC and ADE20K datasets show that our CPT outperforms
other methods and achieves state-of-the-art performance.

II. RELATED WORK
A. SEMANTIC SEGMENTATION
In recent years, researchers have proposed multiple remark-
able methods for semantic segmentation task, which aims
to assign semantic categories to each pixel within the given
image. Benefit from high-quality semantic segmentation
datasets [17], [18], [19], [20] with pixel-level annotations,
several deep architectures [1], [2], [21], [22], [23] have been
designed and achieve significant performance. FCN [1] is
an end-to-end fully convolutional network, which predicts
pixel-level segmentation masks. Deeplab series [2], [24],
[25], [26] introduce atrous convolution layers to enlarge the
visual receptive field and capture more comprehensive con-
texts. Some researchers attempt to adopt Encoder-Decoder
structures [21], [26], [27], [28] for semantic segmentation
for capturing abundant spatial information of the given
image. With the emergence and development of the attention
mechanism, several works [29], [30], [31], [32], [33] try
to integrate various attention-based modules for extracting
dense visual correlations between image patches. Recently,
several Transformer-based methods [3], [23], [34] have been
proposed to facilitate the capture of long-range dependencies
and yield unprecedented segmentation precision.

Despite the remarkable achievement of semantic segmen-
tation, it requires the whole dataset including images of all the
pre-defined categories. Traditional semantic segmentation
methods are not capable of incrementally learning the newly
emerged classes, which is common in real-world scenarios.

B. INCREMENTAL LEARNING
Incremental learning refers to continually learning new class
data while preserving the original knowledge learned previ-
ously. The pioneering work is LwF [6], which proposes an
incremental learning method without catastrophic forgetting
and conducts extensive experiments. In follow-up stud-
ies, researchers try various incremental learning strategies
including replay-based methods [35], [36], [37], architecture-
based methods [38], [39], [40], and regularization-based
methods [41], [42], [43]. Replay-based incremental learning
means retaining the exemplars of the old classes in the
new task learning. Old exemplars can be divided into three
forms, i.e. raw data [35], [37], synthetic data [36], [44],
and prototype representations [45]. The introduction of old
class samples in the learning of new tasks facilitates the
model’s retention of prior knowledge. Architecture-based
methods [38], [39], [40] mean dynamically changing the
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FIGURE 2. The overall architecture of the proposed CPT. The input image is first converted into visual tokens and fed into the
Transformer encoder to obtain the visual features, and we input the pre-defined prompts into the pre-trained text encoder to get the
prompt features. Then, we combine the encoded visual features with class queries, which are initialized by the Prompt-guided
Initialization Module (PIM) for transferring the previous knowledge into the learning of the new task. Next, we feed the combined
features into the Transformer decoder and get the decoded visual features and class-aware embeddings. A Semantic-aligned Distillation
Module (SDM) is applied to build the semantic-level linkage between the old and new models by incorporating prompt guidance with
class-aware embeddings. Finally, we use the prediction of the old model and the current ground truth to get the pseudo label for
supervising the training of the new model.

structure of the network to learn new knowledge while
preserving the original capabilities. Regularization-based
methods perform regularization to the parameters of specific
layers to prevent bias in the network parameters and maintain
the previously learned knowledge. The specific operation
includes knowledge distillation [46], [47], adversarial learn-
ing [48], and vanilla regularization methods [41], [49].
With the development of the computer vision field,

incremental learning technology has been applied to multiple
complicated visual tasks such as object detection, semantic
segmentation, and instance segmentation.

C. CLASS-INCREMENTAL SEMANTIC SEGMENTATION
Class-incremental Semantic Segmentation (CISS) is a more
challenging computer vision task with the difficulty of
preventing catastrophic forgetting. ILT [9] is the pioneering
work that proposes the CISS task and designs a CISS baseline
based on the DeepLab [2] framework. MiB [10] draws
out the problem of the semantic shift of background and
proposes an unbiased distillation method to avoid forgetting
the learned knowledge. SDR [12] utilizes a prototype learning
strategy to improve the model’s learning on the new tasks
and prevent forgetting. RECALL [50] is a replay-based
method that introduces real or generated additional data.
Distllation-based methods PLOP [11] and REMINDER [51]
suppress forgetting by distillating features from multiple
scales or assigning weights during distillation. For the

architecture-based method, RCN [52] designs a two-stream
network architecture to accommodate both old and new
knowledge. In recent years, RBC [53] points out that
context in the CISS task is important and decouples
different classes through context-rectified image-duplet
learning. SPPA [54] alleviates forgetting by measuring
and constraining inter-class and intra-class relationships.
Incrementer [15] proposes a full Transformer framework
and designs brand-new distillation and class de-confusion
strategies.

Nevertheless, the aforementioned methods are difficult to
extract generalized information between the old and new task
data due to the absence of external semantic-level guidance.
We propose a Class-prompting Transformer (CPT) to inject
semantic prompts into the CISS framework.

III. METHOD
The overall framework of the proposed Class-prompting
Transformer (CPT) is illustrated in Fig. 2. We first input the
given image into the trained old model in the last step to
get the segmentation masks of the old classes. Then, using
a pre-trained text encoder of CLIP [16] to convert the old and
new prompts into semantic guidance features andmeasure the
relationships between them, and re-weight the learned classes
queries to initialize the visual queries of the newmodel via the
Prompt-guided Initialization Module (PIM) for transferring
the previous knowledge into the newly emerged learning step.
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Next, the Semantic-aligned Distillation Module (SDM) is
utilized to fill the semantic gap between different class data
by introducing the correlations between the old class prompts
and old class-aware embeddings to suppress the errors during
distillation processing. Finally, a cross-entropy loss and a
distillation loss are adopted as the supervision during the
training process. In the following sections, the basic settings
and preliminaries of CISS are introduced in section III-A,
the overall Transformer-based framework is illustrated in
section III-B, and the proposed PIM and SDM are detailed
presented in section III-C and section III-D, respectively.

A. PRELIMINARIES
Different from the semantic segmentation task with the
annotations of all the classes available, Class-incremental
Semantic Segmentation (CISS) aims to continuously learn
the newly emerged classes and divide the whole dataset into
multiple subsets. The dataset is divided based on class and
each of the subsets contains a portion of class labels. There are
no intersections between subsets and the CISS model learns
one subset at each learning step without the previous data.

We assume there are T learning steps and the whole
dataset is split into T subsets, which are denotes as D =

{D1,D2, . . . ,DT
}, and the corresponding classes are denoted

as C = {C1, C2, . . . , CT }. The sample pairs of the subset Dt

are represented as {I ti ,Y
t
i }, where I

t
i ∈ R3×H×W is the i-

th input image and Y ti is the segmentation annotation. |Dt
|

denotes the number of samples of the subset Dt and |Ct |
means the number of classes contained in the subset Dt .
During the t-th learning step, only the data of subset Dt and
classes of Ct are available, where the labels of previous steps
C1:t−1 are not contained. Due to the disjoint nature of the
subsets of different learning steps, thus C1:t−1

∩ Ct = ∅.
The labels of Ct and samples of Dt are unavailable after the
t-th learning step and the CISS model will fit the data of
Dt+1 and forget the knowledge of old classes, i.e. catastrophic
forgetting.

To address the problem, we propose a novel Class-
prompting Transformer (CPT), which takes the human-
defined class prompt as the semantic guidance and introduces
it into a Transformer-based CISS framework for more
generalized initialization and distillation.

B. CLASS-PROMPTING TRANSFORMER FRAMEWORK
In this section, we introduce the basic Transformer-based
structure of the proposed method.

Our Transformer-based method consists of an encoder
network and a decoder network, which are denoted as Enc
and Dec, respectively. As with ViT [55], we first divide the
given input image I ∈ R3×H×W into several patches. The
size of each patch is set to P × P and the number of patches
is Np = HW/P2. Then, each patch is flattened and projected
into representational vector by a linear layer. The obtained
feature vectors are denoted as F = {f1, f2, . . . , fNp} ∈

RNp×D, where fi denotes the feature of i-th image patch.

Next, we feed the feature vectors into the vision Transformer
encoder, which consists of multiple self-attention layers.
The deep Transformer encoder extracts abundant long-range
dependencies and contextual information between image
patches and outputs the representational visual feature
sequence, which is denoted as FV = {fv,1, fv,2, . . . , fv,Np} ∈

RNp×D. The encoding process can be formulated as:

FV = Enc(F) (1)

For the Transformer decoder, which takes the visual
features FV = {fv,1, fv,2, . . . , fv,Np} ∈ RNp×D extracted by
the encoder as one of the input. Inspired by the ideology
of the pioneering method [3], [15], we add a series of
extra learnable queries to represent each introduced class.
However, unlike the previous work where the class queries
are randomly initialized, we develop a novel Prompt-guided
Initialization Module (PIM) to incorporate the class prompts
and old queries into the initialization of the new queries
for transferring the original knowledge to the learning of
new tasks. The class query sequence are denoted as Q =

{q0, q1, . . . , qM } ∈ R(M+1)×D, where M denotes the number
of classes and M = |C1:t |. q0 represents the query of
the background class. We concatenate the visual features
and class queries and feed them into the decoder to obtain
the decoded visual features FD = {fd,1, fd,2, . . . , fd,Np} ∈

RNp×D and class-aware embeddings E = {e0, e1, . . . , eM } ∈

R(M+1)×D. The decoder framework can be formulated as:

[FD;ED] = Dec(FV ;E) (2)

Finally, we compute the similarity between the decoded
visual features FD and the decoded class-aware embedding
ED = {ed,0, ed,1, . . . , ed,M } ∈ R(M+1)×D. Moreover, the
similarity between the FD and the prompt features of the
current learning step P = {p0, p1, . . . , pM } ∈ R(M+1)×D is
also computed for incorporating prior semantic information
provided by the large-scale pre-trained model. The two
similarity matrices are combined to get the final probability
distribution prediction. After getting the probability map S of
every class, we reshape and unsample it to the size of the input
image and perform Softmax to get the final prediction S ′.
To address the semantic shift problem [10] of the background
class, we generate the segmentation prediction using the
trained old model and re-label the ground truth Y t of the
present sample to obtain the pseudo label Ŷ t . We use a
cross-entropy loss as the segmentation loss Lseg for training
the current model, and the formulation is shown as follows:

Lseg =
1
HW

HW∑
i=1

∑
c∈C0:t

Ŷ tc,ilogS
′t
c,i (3)

C. PROMPT-GUIDED INITIALIZATION MODULE
Previous Transformer-based CISS method [15] typically
randomly initializes the new class queries, which prevents
retaining knowledge of old classes and learning new ones.
To address this problem, we propose a novel Prompt-guided
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InitializationModule (PIM) to initialize the new class queries
based on the old query features and class prompts. In this
paper, we utilize the pre-trained text encoder of CLIP [16]
model to extract the features of the input human-defined class
prompts. And the class prompt features of the t-th learning
step can be denoted as Pt = {pt0, p

t
1, . . . , p

t
M } ∈ R(M+1)×D,

and the features of the class queries during the t-th learning
step are denoted as Qt = {qt0, q

t
1, . . . , q

t
M } ∈ R(M+1)×D.

At the beginning of the t+1-th learning step, the learn-
able class queries corresponding to the new classes Ct+1

are initialized by the PIM. Specifically, we first get the
prompt features of the newly emerged classes Pt+1

=

{pt+1
M+1, p

t+1
M+2, . . . , p

t+1
M+|Ct+1|

} ∈ R|Ct+1
|×D and remove the

‘‘background’’ class within the old prompt features to get
Pt ′ = {pt1, . . . , p

t
M } ∈ RM×D. The similarities between

features of the old prompts and newly emerged prompts are
calculated to measure the semantic correlations between the
old and new tasks, which can be formulated as follow:

MPIM = Pt+1
· (Pt ′)

T
(4)

where MPIM ∈ R|Ct+1
|×M denotes the similarity matrix,

which measures the semantic correlations between the old
and new task classes. Then, we perform the Softmax operation
on the similarity matrix and calculate the weighted sum of
the old class queries with the ‘‘background’’ class removed,
which can be formulated as follow:

Qt+1
= MPIM · Qt ′ (5)

where Qt ′ ∈ RM×D denotes the old class query features
with the ‘‘background’’ class removed, andQt+1

∈ R|Ct+1
|×D

denotes the initialized query features of the next learning step.
Finally, the model learns the new task with the initialized
class query featuresQt+1 as the additional initial Transformer
decoder inputs, which facilitates the model to transfer the
original knowledge to the new learning process.

D. SEMANTIC-ALIGNED DISTILLATION MODULE
We propose a Semantic-aligned Distillation Module (SDM)
to introduce the semantic guidance information provided
by the class prompts for filling the semantic gap between
different class data and alleviating the distillation errors.
Details of the proposed SDM are illustrated below:

As shown in Fig. 2, we denote the old class prompts and old
decoded class-aware embeddings (remove the ‘‘background’’
class) as Pt ′ = {pt1, . . . , p

t
M } ∈ RM×D and E tD =

{etd,1, e
t
d,2 . . . , etd,M } ∈ RM×D, respectively. In the next

learning step, the newly decoded class-aware embeddings
are denoted as E t+1

D = {et+1
d,1 , et+1

d,2 . . . , et+1
d,M+|Ct+1|,new

} ∈

R(M+|Ct+1
|)×D. We first calculate the similarities between the

old class-aware embeddings and the old class prompts, which
can be formulated as:

MSDM = E tD · (Pt ′)
T

(6)

where MSDM ∈ RM×M denotes the similarity matrix
calculated in SDM. Then, a Softmax function is applied to

MSDM for normalization. To build a unified semantic-level
linkage across the old model and the new model, we utilize
the calculated MSDM to re-weight the old and new class-
aware embeddings. Note that since only the old class
information should be distilled, we keep the old class
embeddings within the newly decoded E t+1

D , which can be
denoted as E t+1

D
′

= {et+1
d,1 , et+1

d,2 . . . , et+1
d,M } ∈ RM×D. Next,

the weighted old and new class-aware embeddings can be
computed as follows:

(E tR)
T

= (E tD)
T

·MSDM (7)

(E t+1
R )

T
= (E t+1

D
′
)
T

·MSDM (8)

where E t+1
R = {et+1

r,1 , et+1
r,2 . . . , et+1

r,M } ∈ RM×D and
E tR = {etr,1, e

t
r,2 . . . , etr,M } ∈ RM×D denote the weighted

class-aware embeddings of the old and new model. Finally,
after establishing semantic-level linkage by class prompt
features extracted by the text encoder, more accurate and
generalized knowledge distillation can be achieved and the
distillation loss function can be formulated as:

Ldis =
1
M

M∑
i=1

||et+1
r,i − etr,i||

2 (9)

The total loss for training the proposed CPT is illustrated as
follows:

LT = Lseg + Ldis (10)

IV. EXPERIMENTS
A. EXPERIMENTAL SETTINGS
1) DATASETS
We conduct extensive experiments on Pascal VOC [17] and
ADE20K [18] datasets.
The Pascal VOC dataset [17] is a mainstream dataset for

semantic segmentation task. It contains 20 foreground classes
and one background class with 10,852 images for training and
1,449 images for testing.

The ADE20K [18] is a large-scale visual scene understand-
ing dataset and is widely adopted to evaluate the effectiveness
of semantic segmentation method. This dataset contains
150 semantic classes with 20,210 images for training and
2,000 images for testing.

2) PROTOCOLS
There are two settings for evaluating the effectiveness of
the CISS model: Overlapped and Disjoint. For the disjoint
setting, the data in each step just contains the objects of
the classes C1:t−1 learned in the previous steps and the
current classes Ct , without the objects of future classes.
For the overlapped settings, the data of each step contains
visual objects of future classes, which is more compatible
with realistic scenarios. In this paper, we conduct exper-
iments under Overlapped setting to evaluate the proposed
method.

Following the existing settings [11], [15], for Pascal
VOC, we evaluate our method with similar protocols. The
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TABLE 1. The mIoU(%) of the last step for different incremental class learning scenarios on Pascal VOC dataset.

experimental settings including VOC-19-1 (2 steps, first
training on 19 classes and then on 1 new class), VOC-15-5
(2 steps, first training on 15 classes and then on 5 new
classes), VOC-15-1 (6 steps, first training on 15 classes and
then on 1 new class in each of the next 5 steps), andVOC-10-1
(11 steps, first training on 10 classes and then on 1 new class
in each of the next 10 steps).

For ADE20K [18], we evaluate our method on multiple
divisions including: ADE-100-50 (2 steps in total, first
training on 100 classes and then on 50 new classes), ADE-
50-50 (3 steps, first training on 50 classes and then on
50 new classes on each of the following 2 steps), ADE-100-10
(6 steps, first training on 100 classes and then on 10 new
classes in each of the next 5 steps), and ADE-100-5 (11 steps,
first training on 100 classes and then on 5 new classes in each
of the next 10 steps).

3) METRIC
We adopt mean Intersection over Union (mIoU) to quanti-
tatively evaluate the performance of the proposed method.
In detail, after T training steps, we first compute the mIoU
of the initial classes to evaluate the model’s stability. Then,
we compute the mIoU of subsets of the following classes.
Finally, we compute the mIoU of all classes to evaluate the
overall performance.

4) IMPLEMENTATION DETAILS
The proposed CPT is based on Transformer [59] architecture.
We adopt ViT-B/16 [55] pre-trained on the ImageNet [60] as
visual encoder. And the decoder is a two-layer Transformer
network. For the text encoder that converts prompts into
representational vectors, we adopt the text encoder of
CLIP [16]. The input images are cropped into 512 × 512
following the common setting. For the training strategy,
we use the SGD optimizer with a momentum of 0.9 to train
our model. We train our model on the Pascal VOC dataset
with a learning rate of 1e-4 for 30 epochs every step, and on
ADE20Kwith a learning rate of 1e-3 for 60 epochs every step,

and the learning rate is multiplied by 0.5 in the incremental
steps. In the training stage, we also use the loss function
proposed by MiB [10] following RCN [52].

B. COMPARISONS WITH THE STATE-OF-THE-ARTS
1) PASCAL VOC
In Table 1, the quantitative results of the proposed method
and other state-of-the-art class-incremental semantic segmen-
tation methods on the Pascal VOC dataset are shown. Our
method is comprehensively evaluated under four different
settings: VOC-19-1, VOC-15-5, VOC-15-1, and VOC-10-1.
The results demonstrate that our method outperforms current
state-of-the-art methods in most settings by considerable
points.

Compared with the most recent CISS method Incer-
menter [15], our CPT outperforms it by 0.78%, 1.61%,
3.37%, and 2.66% under the VOC-19-1, VOC-15-5,
VOC-15-1, and VOC-10-1 settings for all classes, respec-
tively. Notice that under the VOC-15-1, and VOC-10-1
settings whose number of learning steps are more than that
under the VOC-19-1, and VOC-15-5 settings, our method
outperforms Incrementer by a larger margin. Under the
VOC-15-1 setting, our method leads by Incrementer as much
as 4.59% mIoU. It demonstrates the effectiveness of our
method under multi-step incremental learning settings, which
are more consistent with real-world scenes.

2) ADE20K
In Table 2, we show the performance on the more chal-
lenging ADE20K dataset and compare our performance with
other CISS methods under the ADE-100-50, ADE-50-50,
ADE-100-10, and ADE-100-5 settings. The quantitative
results show that our method outperforms the most recent
Incrementer significantly under all of the learning and class
settings.

Under the ADE-100-50 setting, our method outperforms
Incrementer by 1.28% for 1-100 classes, 1.16% for 101-150
classes, and 1.24% for all classes. Under the ADE-50-50
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TABLE 2. The mIoU(%) of the last step for different incremental class learning scenarios on ADE20K dataset.

FIGURE 3. Qualitative results on Pascal VOC dataset [17] from the last step of 15-1 setting. ‘GT’ denotes
the ground truth.

setting, our method yields 1.55%, 2.36%, and 2.09% lead for
1-50, 51-150, and all classes respectively. For the ADE-100-
10 setting with 6 learning steps, our method outperforms by
1.49%, 1.45%, and 1.48% for 1-100, 101-150, and all classes
respectively. For the ADE-100-5 setting with 11 learning
steps, our method is 1.03%, 0.87%, and 0.98% mIoU ahead.

The above results demonstrate the superiority of our proposed
CPT.

C. ABLATION STUDIES
To verify the effectiveness of the proposed Class-prompt
Transformer (CPT). We first conduct several ablation
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FIGURE 4. Qualitative results on ADE20K dataset [18] from the last step of 100-10 setting. ‘GT’ denotes
the ground truth.

experiments to evaluate the effectiveness of the key com-
ponents (i.e. Class prompting, Prompt-guided Initialization,
and Semantic-aligned Distillation) in Section IV-C1. Then,
in Section IV-C2, we tried several different query initializa-
tion strategies to confirm the validity of our prompt-guided
strategy. Finally, we conduct a series of ablation experiments
toward the distillation strategy in Section IV-C3. All of
the ablation experiments are conducted under the setting of
VOC-15-1 and the detailed analysis is as follows:

1) COMPONENT ABLATION
In this part, we conduct the key component ablation experi-
ments under the overlapped VOC-15-1 setting. We compre-
hensively analyze the role of class prompting (CP), Prompt-
guided Initialization Module (PIM), and Semantic-aligned
Distillation Module (SDM). The detailed results are shown
in Table 3.
The first row in Table 3 shows the performance of the

baseline model. In the second row, we introduce the class
prompting into the baseline framework and it leads to a
8.65% mIoU increase for all classes. It demonstrates that
the incorporation of the semantic information leads to a
significant performance increase. In the third row, we add

TABLE 3. Component ablation results on Pascal VOC 15-1 setting. The
mIoU(%) of the last step are reported. CP denotes class prompting, PIM
denotes Prompt-guided Initialization Module, and SDM denotes
Semantic-aligned Distillation Module.

the PIM, and the mIoU for all classes increases by 2.42%.
In addition, the mIoU for 16-20 classes is significantly
increased (i.e. 5.88%), which demonstrates that the PIM
can facilitate the learning of new classes by transferring the
learned knowledge into the learning process of the new tasks.
In the fourth row, we add the SDM compared to the second
row, which leads to a 3.63% increase in mIoU for all classes.
Moreover, for the initial 0-15 classes, the SDM yields a
3.41% increase, which demonstrates the effectiveness of the
SDM in preserving the original knowledge. The reason is that
SDM leverages the prior information provided by the class
prompts and prevents the model from forgetting the previous
knowledge during the distillation processing.
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TABLE 4. Ablation study of initialization strategies for visual queries of
new classes. The mIoU(%) of the last step on Pascal VOC 15-1 setting are
reported.

TABLE 5. Ablation study of distillation strategies for class embeddings of
old classes. The mIoU(%) of the last step on Pascal VOC 15-1 setting are
reported.

2) ANALYSIS OF INITIALIZATION STRATEGY
In this part, we try several query initialization methods
and conduct the corresponding experiments to get the
performance of each strategy.

In the first row of Table 4, we randomly initialize the
queries. Under the VOC-15-1 setting, the model with random
query initialization strategy achieves 80.10% mIoU for the
0-15 classes, 55.92% mIoU for the 16-20 classes, and
74.35% mIoU for all classes. In the second row, we use the
features of the background class for initialization and the
performance is 79.47% mIoU for the 0-15 classes, 56.33%
mIoU for the 16-20 classes, and 73.95%mIoU for all classes.
In the third row, we take the mean of the learned old
classes representation for initialization and the corresponding
performance is 80.27% mIoU for the 0-15 classes, 56.09%
mIoU for the 16-20 classes, and 74.51%mIoU for all classes.
Finally, in the fourth row, we use the proposed prompt-guided
method, which increases by 2.42%, 2.82%, and 2.26% for all
classes compared to Random, Background, and Mean strate-
gies respectively. Specifically, the prompt-guided method
increases by 5.88%, 5.47%, and 5.71% for 16-20 classes,
which demonstrates the prompt-guided initialization facili-
tates the learning of newly emerged classes by injecting class
prompts into the initialization of the new class queries and
transferring the learned knowledge into the new learning step.

3) ANALYSIS OF DISTILLATION STRATEGY
In this part, we quantitatively analyze the effectiveness of
different distillation strategies. The detailed discussions are
as follows:

In Table 5, the performance corresponding to five different
distillation strategies is shown. In the first row, ‘‘Without’’
means no distillation strategy is used and the model
achieves 74.35% mIoU for all classes. In the second and
third rows, ‘‘Plain’’ means directly distilling the old class
embeddings via L2 loss, and ‘‘Similarity’’ denotes computing
the similarity matrix between prompt features and class
embeddings and then distilling the similarity matrix with the

L2 loss function. It can be noticed that for 16-20 classes,
‘‘Plain’’ and ‘‘Similarity’’ methods increase by a large
margin of 5.28% and 5.83% respectively. In the fourth row,
‘‘Plain+Similarity’’ means the combination of the ‘‘Plain’’
strategy and ‘‘Similarity’’ strategy, which leads to a relatively
small increase. Finally, we evaluate the effectiveness of our
SDM and the results show that the performance for 0-
15 classes increases by 3.41% mIoU. For all classes, the
performance of our SDM increases by 3.63% mIoU. The
above results demonstrate the effectiveness of the proposed
SDM, especially for the prior old classes, which verifies the
role of SDM in integrating the semantic information into the
distillation to prevent the model from catastrophic forgetting.

D. VISUALIZATION RESULTS
In this section, we provide some visualization results,
including the segmentation prediction generated by the
aforementioned baselinemodel and our CPTmodel, as shown
in Fig. 3 and Fig. 4.

In Fig. 3, we show multiple results on the Pascal VOC
dataset from the last learning step under the VOC-15-1
setting. It can be noticed that the segmentation masks
generated by the baseline model have many misclassified
areas and the fine-grained contour of visual objects can not be
well depicted. However, the quality of segmentation masks
generated by our CPT are significantly improved and the
detailed information is well captured. In the third column
of Fig. 3, we can find that the model precisely depicts
the contours of each visual object with distinct semantics,
accompanied by rare incorrectly segmented areas.

In Fig. 4, several visualization examples on the ADE20K
dataset from the last step under the ADE-100-10 setting
are shown. Despite there being up to six learning steps
under this setting, the quality of the segmentation masks
remains very high throughout, which indicates that with
the proposed prompt-guided initialization module and the
semantic-aligned distillation module, our CPT can well pre-
serve the old class knowledge while learning the new tasks.

V. CONCLUSION
In this paper, we have proposedClass-prompting Transformer
(CPT), a novel Transformer-based framework for the CISS
task that leverages class prompts to bridge the semantic
gap between distinct class data and achieve more general-
ized initialization and distillation. Firstly, a Prompt-guided
Initialization Module (PIM) is developed to introduce the
class prompts with prior knowledge into the initialization
of the new class queries to transfer the previous knowledge
into the learning of new tasks. Then, the model measures
correlations between semantic guidance generated by the
large pre-trained model and class-aware embeddings to fill
the semantic gap between the old and new classes and
reduce distillation errors via a Semantic-aligned Distillation
Module (SDM). Extensive experiments on Pascal VOC and
ADE20K demonstrate the effectiveness and superiority of our
method.
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