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ABSTRACT The human-machine function allocation (HFA) strategy of manned submersibles is an impor-
tant factor that affects the reliability of oceanauts. However, the uncertainty of the HFA strategy makes
its optimization very complicated. To this end, a non-cooperative game-based HFA method is proposed,
which transforms the multi-objective optimization model of mental workload and situation awareness (SA)
under the allocation strategy into a non-cooperative game model and forms a mapping relationship. Mental
workload and situation awareness are used as non-cooperative game players. Assignable functions are
attributed to the players by fuzzy clustering analysis and combinedwith non-assignable functions to construct
the utility matrix by utility functions. The optimal allocation strategy combination is obtained through the
Nash equilibrium analysis of the utility matrix. The proposed method was applied to the optimization of the
HFA strategy of the manned submersible during the navigation.

INDEX TERMS Human-machine function allocation (HFA), mental workload, situation awareness (SA),
SAGAT, VACP.

I. INTRODUCTION
As the core of the human-machine-environment system in
the manned submersible, oceanauts are responsible for the
important tasks of submersible driving and operation [1].
When oceanauts are under high mental workload or low
situation awareness for a long time, it will greatly increase the
probability of oceanauts making wrong decisions during the
mission [2]. Therefore, it has become one of the key issues
to rationalize the HFA strategy for manned submersibles
according to the working characteristics of oceanauts.

Single-objective optimization improves the human reli-
ability in function allocation, but it cannot adapt to
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the multi-objective conflicts in actual function alloca-
tion [3], [4], [5], [6]. Functional models consider multiple-
objective conflicts, but they are unable to perform quantitative
calculations [7], [8]. Bayesian networks (BNs) and weighted
evaluation functions can characterize the mutual coupling
between multiple optimization objectives, but BNs’ root vari-
ables states, the weights of TOPSIS and linear weighted
methods, and the resolution coefficient of grey correla-
tion degree method are subjectively determined, so the
optimization scheme will be with subjectivity and instabil-
ity [9], [10], [11], [12].

Here, an HFA method based on a non-cooperative game is
proposed for the manned submersible, which can objectively
deal with the multi-objective conflict problem of HFA.
Specifically, considering the human reliability requirements
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of manned submersible operations, the mental workload and
situation awareness are considered as two players. Then the
utility matrix is formed through the mental workload func-
tion, situation awareness function, and strategy spaces of
two players. Finally, the Nash equilibrium point is found
by analyzing and comparing the utility matrix to obtain the
optimal HFA strategy.

II. MAPPING RELATIONSHIP
Multi-objective optimization problems are widespread in
engineering applications and other fields. It can be described
as an optimization problem consisting of a set of design
variable parameters X , objective functions F (X) and con-
straints H (X), where design variables, objective func-
tions, and constraints are functionally related to each
other.

The multi-objective optimization problem is similar to the
game decision problem in nature. If the existing method
is used to solve the multi-objective optimization problem,
the solution results will lack objectivity and have instability,
but the multi-objective optimization problem can be trans-
formed into a game decision problem to avoid the above
defects. To transform the multi-objective optimization prob-
lem into a game decision problem, the mathematical model of
the multi-objective optimization problem needs to be trans-
formed into a non-cooperative game model, as shown in
Fig. 1.

FIGURE 1. The mapping relationship between the multi-objective
optimization model and non-cooperative game model.

When optimizing the HFA strategy for the manned sub-
mersible, different combinations of allocation strategies will
lead to different mental workload and situation awareness.
There is no consistent relationship between mental workload
and situation awareness [13], [14]. Maintaining lower men-
tal workload and higher situation awareness contributes to
oceanauts’ reliability. Based on this, this paper optimizes the
HFA strategy with mental workload and situation awareness
as the optimization objectives. The mathematical model of

multi-objective optimization is shown in (1) and (2).{
minW = W (W1,W2, · · · ,Wn)

max SA = SA (SA1, SA2, · · · , SAn)
(1)

s.t.Wi ∈
{
W ′
i
}

SAi ∈
{
SA′

i
}
1 ≤ i ≤ n

Wmax ≤ |Wmax|

SAmin ≥ |SAmin| (2)

where W and SA are the mental workload function and sit-
uation awareness function, respectively; W ′

i and SA
′
i are the

sets of mental workload and situation awareness for different
allocation strategies of the function i, respectively; n is the
number of functions for the manned submersible in a working
process; |Wmax| is the specified maximum safety threshold of
mental workload for the manned submersible; |SAmin| is the
specified minimum safety threshold of situation awareness
for the manned submersible.

III. OPTIMIZATION MODEL
The non-cooperative game model can be expressed as G =

{Pi; Si; ui (i = 1, 2, · · · , n)}, where Pi is the player, Si is the
strategy space corresponding to the player Pi, and ui is the
utility function of the player [15]. In this paper, the players are
mental workload and situation awareness. The strategy space
consists of different combinations of allocation strategies for
assignable functions which are attributed to the player. The
utility is the benefits of the players.
In the non-cooperative game, each player maximizes its

benefit within its strategy set and finally reaches the Nash
equilibrium to obtain the optimal strategy. At this time, if the
strategy of any player deviates from the Nash equilibrium,
its own benefit will not increase. Therefore, the player will
not make a strategy change alone to reduce its benefit, and
the game will enter a stable state. The non-cooperative game
model satisfies (3) at the Nash equilibrium point

ui
(
s∗i , s

∗
−i

)
≥ ui

(
si, s∗−i

)
si ∈ Si (3)

where ui is the utility of the player Pi; s∗i is the strategy of the
player Pi at the Nash equilibrium; s∗

−i is the strategy of other
players except Pi at the Nash equilibrium; si is the strategy of
the player Pi at the non-Nash equilibrium.
The ‘self-imposed’ nature of Nash equilibrium ensures a

stable output solution without relying on subjective rules,
resulting in remarkable objectivity and universality.
When using the non-cooperative gamemodel for allocation

strategy optimization, the HFA strategy is first analyzed for
a working process of the manned submersible to establish
a strategy layer. Secondly, in the game layer, assignable
functions are attributed to the players by fuzzy clustering
analysis. On this basis, the allocation strategy combinations
consist of assignable functions and non-assignable functions.
A multi-objective optimization model is then constructed
with the objectives of mental workload function and situation
awareness function to form a game utility matrix. Finally,
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FIGURE 2. The HFA model based on a non-cooperative game.

in the optimization layer, the optimal allocation strategy is
obtained by Nash equilibrium analysis of the game utility
matrix. The whole process is shown in Fig. 2.

IV. METHOD
A. STRATEGY ANALYSIS
In a working process, a preliminary analysis of the functions
involved is first required. According to Parasuraman’s pro-
posed types of human interaction with automation, human-
machine functions are divided into four parts: information
acquisition, information analysis, decision selection, and
action implementation [16]. Next, the decision matrix for the
function allocation is used to analyze the part that humans
are good at, the part that machines are good at, or the part
that both humans and machines are good at, where the factors
judged can be accuracy, speed, reliability, etc. [17]. A func-
tion is assignable if it includes a part that both humans and
machines are good at, and vice versa for a non-assignable
function. Finally, the analysis of the automation level is

performed on the parts of assignable functions that both
humans and machines are good at performing to establish the
allocation strategies of assignable functions [18].

B. PLAYER UTILITY FUNCTION
1) MENTAL WORKLOAD PLAYER
Given that this paper focuses on the HFA strategy as the
research object, it is considered to directly link operational
behavior with workload. Therefore, the VACP scale based
on multiple resource theory is chosen for quantitative cal-
culation of mental workload [19]. The VACP scale defines
mental workload as four independent dimensions: visual,
auditory, cognitive, and psychomotor. These dimensions can
represent any operational behavior. The VACP scale has been
validated in various fields, including aviation, medicine, and
the military [20], [21], [22], and it is documented in the
literature [23].
The execution process for a combination of HFA strategies

can be decomposed into several subtasks, as shown in Fig. 3.
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The load value of each subtask is determined by the VACP
scale. The mental workload obtained from the VACP scale
is an instantaneous value, so the average mental workload is
chosen as the measure for combinations of HFA strategies
based on the timeline dimension.

The utility function of the mental workload player is shown
in (4) and (5)

Wt =

m∑
b=1

n∑
a=1

Wab (4)

W =

n∑
t=1

Wt

T
(5)

where Wt is the value of mental workload at a moment t;
Wab is the value of mental workload for the subtask a in the
channel b at a moment t; W is the average value of mental
workload during the time period T .

2) SITUATION AWARENESS PLAYER
One of the freeze-probe techniques is the SituationAwareness
Global Assessment Technique (SAGAT), which is a widely
used objective measurement method with high sensitivity
and reliability [24], [25]. Therefore, the SAGAT method is
selected to measure situation awareness for different combi-
nations of HFA strategies.

The SAGAT method requires subjects to perform target
tasks in a simulated scene. The simulation experiment can
be paused at any time to assess the subjects’ perception (SA
level 1), comprehension (SA level 2), and projection (SA
level 3) of the elements in the simulated scene of the manned
submersible by answering relevant questions.

To prevent subjects from shifting their attention to the
information they know will be tested, a random sampling
of all SA-related questions in the current environment is
required [26]. The utility function of the situation awareness
player is shown in (6) and (7)

SAk =
1
n

n∑
i=1

σ (i) (6)

σ (x) =

{
1, correct
0,wrong

SA =

m∑
k=1

SAk

K
(7)

where n is the number of questions and K is the number of
subjects.

3) GAME UTILITY MATRIX
After confirming the players in the non-cooperative game
model and their corresponding utility functions, the utility
matrix can be constructed for different combinations of HFA
strategies, as shown in Table 1.

The different allocation and combination strategies among
assignable functions are common design variables for the

TABLE 1. Utility matrix for combinations of HFA strategies.

mental workload function and the situation awareness func-
tion. The non-cooperative game model requires two players
to make decisions independently and without interfering with
each other, so it is necessary to attribute assignable functions
to players to form the independent strategy spaces for both
of them. The fuzzy clustering method can achieve flexible
clustering of variables by adjusting the truncation value of
the fuzzy similarity matrix. The process is as follows.

1) Establish initial samples. Single-objective optimization
is performed on the player Pi to obtain its optimal
combination of allocation strategies. Equation (4) and
Equation (5) are used to calculate the mental workload
occupied by each assignable function in the optimal
strategy combination of mental workload. This calcula-
tion serves as the impact factor ξiW for each assignable
function on themental workload player. Several experts
are selected to determine the relative impact of each
assignable function on the situation awareness player
using the Analytic Hierarchy Process (AHP) for the
optimal strategy combination of situation awareness.
The average value of the relative impact is taken as the
impact factor ξiSA for each assignable function on the
situation awareness player.

ζi = {ξiW , ξiSA} (8)

where ζi is a set of impact factors of assignable func-
tion i.

2) Treatment of the utility dimension. Since the utility
dimensions of the two players are different, a dimen-
sional treatment is required to eliminate the influence,
as shown in (9)

ξ ′
ik =

ξik − ξ̄k

σk
i = 1, 2, · · · , n k = W , SA (9)

where ξ̄k =
1
n

n∑
i=1

ξik and σk =

√
1
n

n∑
i=1

(
ξik − ξ̄k

)2.
After the range transformation, it is shown in (10)

ξ ′′
ik =

ξ ′
ik − min

1≤i≤n

{
ξ ′
ik

}
max
1≤i≤n

{
ξ ′
ik

}
− min

1≤i≤n

{
ξ ′
ik

} (10)

3) Establish a fuzzy similar matrix. Establish the fuzzy
similar matrix R =

(
rij

)
n×n, where rij is the similarity
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FIGURE 3. Conversion relationship between functions and subtasks.

between ξ ′′
ik and ξ ′′

jk , which is calculated by the absolute
distance method, as shown in (11)

rij =

 1 i = j

1 −M
∑
k

∣∣∣ξ ′′
ik − ξ ′′

jk

∣∣∣ i ̸= j

 (11)

where M is the similarity correction coefficient. The
value ofM should ensure that rij ∈ [0, 1].

4) Establish a fuzzy equivalent matrix. The square
self-synthesis method is used to construct the transitive
closure matrix R∗ for the fuzzy similar matrix R, which
represents the fuzzy equivalent matrix ofR and satisfies
R∗

= R∗
◦ R∗. ‘◦’ is a Boolean operator.

5) Strategic clustering. The truncation λ is selected to
classify the matrix according to the clustering require-
ments, and different cut sets are obtained when
Equation (12) is satisfied. The attribution of assignable
functions to players is realized by clustering the ele-
ments of the same cut set.

R∗
λ =

{
1, rij ≥ λ

0, rij < λ
(12)

The utility matrix of the non-cooperative game model
is finally obtained after completing the strategy clustering,
as shown in Table 2.

4) SOLUTION OF NASH EQUILIBRIUM STRATEGY
In a non-cooperative game, when there is a strategy that gives
all players strict advantages, it is the most stable result of
the game. However, in practical engineering problems, the
conflict between the utilities of players makes it difficult
for the ideal strategy. The Nash equilibrium is a solution
for such problems. Unlike the multi-objective method that
coordinates the joint actions of all optimization objectives, the
non-cooperative game allows each player to adjust only for
their own benefits in a rational way. When each player selects
the best strategy for themselves relative to other strategies, the
game reachesNash equilibrium. Combinedwith (3), the game
reaches Nash equilibrium when the players satisfy (13) [27].

ui
(
s∗i , s

∗
−i

)
= min ui

(
si, s∗−i

)
(13)

The algorithmic steps for the Nash equilibrium strategy in
the non-cooperative game model are as follows:

1) Given strategy spaces, utility functions, constraints,
and iteration accuracy ε.

2) Strategy sets belonging to players S1, S2, · · · , Si, · · · ,

Sm are obtained by fuzzy clustering.
3) The initialization of game analysis involves randomly

generating the combination of initial feasible strate-
gies s(0) =

{
s(0)1 , s(0)2 , · · · , s(0)i , · · · , s(0)m

}
in strategy

spaces S = {S1, S2, · · · , Si, · · · , Sm}.
4) Denote s(0)

−i as the combination of initial feasible
strategies taken by all players except s(0)i in the
combination of feasible initial strategies s(0), where
i = 1, 2, 3, · · · ,m. The utility of each player
u1 (s) , u2 (s) , · · · , ui (s) , · · · , um (s) is used as the
optimization objective. The single-objective optimiza-
tion is performed in the strategy set of each player
S1, S2, · · · , Si, · · · , Sm, while keeping s(0)

−i constant.
For any player i, the optimal strategy s∗i is found in its
corresponding strategy set Si to satisfy the game utility
ui

(
s∗i , s

(0)
−i

)
→ min and the constraint hk

(
s∗i , s

(0)
−i

)
≤

0, where k = 1, 2, · · · , q.
5) Let s(1) = s∗1 ∪ s∗2 ∪ · · · ∪ s∗i ∪ · · · ∪ s∗m, and then

calculate whether the distance (the norm of the matrix)
between two combinations of strategies s(0) and s(1)

satisfies the convergence criterion
∥∥s(1) − s(0)

∥∥ ≤ ε (ε
is an arbitrarily small positive number). If it is satisfied,
the game ends; if not, s(0) is replaced by s(1), and we
return to step 3 for loop calculation until the accuracy
requirement is met.

The block diagram for solving the Nash equilibrium strat-
egy of the non-cooperative game model is shown in Fig. 4.

V. CASE STUDY
A. STRATEGY ANALYSIS
The main operation process of oceanauts in the manned
submersible includes laying, diving, long-distance naviga-
tion, sample collection, and surfacing. This paper uses the
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TABLE 2. Utility matrix of the non-cooperative game model.

FIGURE 4. The block diagram for solving the Nash equilibrium strategy.

navigation process of the manned submersible as a case
study. The functions involved in the navigation process of the
manned submersible include communication, detection, nav-
igation, life support, thruster monitoring, collision avoidance,

FIGURE 5. The manned submersible simulation experiment platform.

and driving. In the analysis of allocation strategy, reliability
and accuracy are selected as the evaluation indicators for the
decision matrix analysis.

To summarize, the analysis of allocation strategy during
the navigation process is shown in Table 3.

B. EXPERIMENTAL ENVIRONMENT
The manned submersible simulation experiment platform is
shown in Fig. 5.

C. SUBJECTS
Eight subjects (aged from 22 to 25 years, an average of
23 years old, four males and four females) fromNorthwestern
Polytechnic University participated in the experiment. All
subjects had a visual acuity of 20/20 or were corrected to
normal vision.

D. EXPERIMENTAL PROCESS
The experimental content consisted of 16 experiments com-
bining different strategies, with each experiment lasting
approximately 15 minutes. To prevent subjects from mem-
orizing experimental stimulus materials, multiple sets of
stimuli were designed and randomly selected for each exper-
iment. Due to the large number of experiments, in order to
prevent subjects from being fatigued and resulting in inac-
curate experimental data, the experiments were divided into
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TABLE 3. Analysis of allocation strategy for the manned submersible in navigation process.

four groups, with each group being carried out at the same
time every day. The subjects were asked to rest for 10 minutes
after each experiment.

Before the experiment, subjects needed to be briefed on
the research purpose, experimental task requirements, sim-
ulator functions, and their role in the experiment. After
that, they were seated in the manned submersible simulator
and adjusted themselves to a more comfortable position,
ensuring that they could observe each display screen and
operate the oxygen supply panel and general control panel
with ease. Next, they conducted several practice exper-
iments on the manned submersible simulation platform
to familiarize themselves with both the simulated navi-
gation scene and the SAGAT questionnaire. They were
asked to answer task-related questions using the SAGAT
questionnaire, which objectively reflected the current level
of situation awareness through the accuracy rate of their
answers. According to the theoretical model of situation
awareness, questions can be categorized into three different
levels. To prevent subjects from remembering the questions,
12 questions were randomly selected from the question bank
and presented to them. At the same time, it is necessary
to control 12 questions covering three levels of situation
awareness to ensure the integrity of situation awareness
measurement [28].

After conducting practice experiments, formal experi-
ments began. At the end of each formal experiment, subjects
were asked to complete the SAGAT questionnaire and the

Karolinska Sleepiness Scale (KSS). The videos recorded
during the experiments were analyzed using a focus group
discussion method. By combining subjects’ opinions, tasks
were broken down into several subtasks, which were catego-
rized and scored using the VACP scale. For each combination
of HFA strategies, a stable process was selected separately
from recorded execution process videos as the standard.
In this process, subtasks were divided into visible and invis-
ible subtasks based on whether they were observable or
not. For visible subtasks, the time information could be
directly observed and recorded; for invisible subtasks, the
time information was inferred by integrating the subjects’
opinions.

E. RESULTS
1) MENTAL WORKLOAD PLAYER
The subtask analysis table of the navigation process is shown
in Table 4. The mental workload for combinations of allo-
cation strategies is shown in Table 5. The mental workload
diagram for the combination 1,1,1,1 over time is shown in
Fig. 6.

2) SITUATION AWARENESS PLAYER
One of the SAGAT questionnaires is shown in Table 6. After
excluding abnormal data, seven groups of valid experimental
data were obtained, including four groups of males and three
groups of females. The situation awareness for combinations
of allocation strategies is shown in Table 7.
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TABLE 4. Subtask analysis table of navigation process.

TABLE 5. Mental workload for combinations of allocation strategies.

3) GAME UTILITY MATRIX
The optimal combination of allocation strategies for mental
workload is 1,1,1,1 in Table 5. The impact factor of each
assignable function on the mental workload player is:

ξW = {ξ1W , ξ2W , ξ3W , ξ4W } = {0.124, 0.164, 0.406, 0.036} .

The optimal combination of allocation strategies for situa-
tion awareness is 1,1,2,1 in Table 7. Three experts involved in
the design of the manned submersible were invited to score.
The impact factor of each assignable function on the situation
awareness player is:

ξSA={ξ1SA, ξ2SA, ξ3SA, ξ4SA} ={0.139, 0.139, 0.583, 0.139} .

FIGURE 6. Mental workload diagram for the combination 1,1,1,1.

TABLE 6. One of the SAGAT questionnaires.

The set of impact factors of the assignable function ζi on
two players is:

ζ1 = (ξ1W , ξ1SA) = (0.124, 0.139) ;

ζ2 = (ξ2W , ξ2SA) = (0.164, 0.139) ;

ζ3 = (ξ3W , ξ3SA) = (0.406, 0.583) ;

ζ4 = (ξ4W , ξ4SA) = (0.036, 0.139) .

Taking M = 0.4, the fuzzy similarity matrix is calculated
based on (11)

R =


1 0.95676 0.29514 0.90486

0.95676 1 0.33838 0.86162
0.29514 0.33838 1 0.20000
0.90486 0.86162 0.20000 1

 ,

The fuzzy equivalent matrix is obtained by the transitive
closure method

R̂ =


1 0.95676 0.33838 0.90486

0.95676 1 0.33838 0.90486
0.33838 0.33838 1 0.33838
0.90486 0.90486 0.33838 1

 .
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TABLE 7. Situation awareness for combinations of allocation strategies.

Taking the confidence level λ = 0.6, the fuzzy clustering
matrix is

Rλ =


1 1 0 1
1 1 0 1
0 0 1 0
1 1 0 1

 .

Therefore, the four assignable functions can be grouped
into two categories: one category includes the life support
function, thruster monitoring function, and driving function;
the other category includes the collision avoidance function.
The clustering of impact factors is analyzed to obtain the
strategy set of the mental workload player S1 = (C1,C2,C4),
which contains eight strategies, and the strategy set of the
situation awareness player S2 = (C3), which contains two
strategies.

The utility values are standardized as shown in (14)

u1 (W ) =
Wnmz −Wmin

Wmax −Wmin

u2 (SA) =
SAmax − SAnmz
SAmax − SAmin

1 ≤ n ≤ 8, 1 ≤ m ≤ 2, z = 1

(14)

where Wnmz and SAnmz are respectively the utility value of
the mental workload and the utility value of the situation
awareness when assignable functions belonging to the mental
workload player P1 adopt strategy n, assignable functions
belonging to the situation awareness player P2 adopt strategy
m, and non-assignable functions adopt a fixed strategy z. The
non-cooperative game utility matrix for mental workload and
situation awareness of different combinations of allocation
strategies during the navigation process is shown in Table 8.

4) NASH EQUILIBRIUM STRATEGY
Regardless of the initial strategy chosen, the Nash equi-
librium strategy for both players S = {(S1) , (S2)} =

{(C1,C2,C4) , (C3)} = {(1, 1, 1) , (2)} can be found within

TABLE 8. Mental workload - situation awareness utility matrix during
navigation process.

FIGURE 7. Non-cooperative game iterative processes of mental workload
and situation awareness.

two game rounds. Any three game iterative processes are
presented in Fig. 7.

The changes in mental workload utility and situation
awareness utility for different combinations of HFA strategies
are shown in Fig. 8 and Fig. 9, respectively.

5) COMPARISON OF OPTIMIZATION METHODS
The TOPSIS and grey correlation degree methods are com-
monly used for solving multi-objective problems, so they
were chosen to compare with non-cooperative game method.
Taking the mental workload weight ω1 = 0.5 and the sit-
uation awareness weight ω2 = 0.5, the optimal strategy
obtained by the TOPSIS method is S = {(S1) , (S2)} =

{(C1,C2,C4) , (C3)} = {(1, 2, 1) , (1)}. The equations of the
TOPSIS method are shown in (15) and (16).

d+

i =

√
2∑
j=1

(
vij − v+j

)2
d−

i =

√
2∑
j=1

(
vij − v−j

)2 (15)
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FIGURE 8. The changes in mental workload utility for different
combinations of HFA strategies.

FIGURE 9. The changes in situation awareness utility for different
combinations of HFA strategies.

where the values of mental workload and situation awareness
normalized by equation (14) are noted as ui1 and ui2, so
vij = ωj × uij, v

+

j = min vij, and v
−

j = max vij.

Ti =
d−

i

d+

i + d−

i

(16)

where the optimal strategy is the one that corresponds to the
maximum value of Ti.
The optimal strategy obtained by the grey correlation

degree method is S = {(S1) , (S2)} = {(C1,C2,C4) , (C3)} =

{(1, 2, 1) , (1)}. The equations of the grey correlation degree
method are shown in (17), (18), (19), and (20).

τij =
1min+ρ1max∣∣∣uij − u+

j

∣∣∣ + ρ1max
(17)

γj =
1
n

n∑
i=1

τij (18)

TABLE 9. Calculation results of the TOPSIS method and the grey
correlation degree method.

TABLE 10. Comparison of the optimal solutions of three optimization
methods.

ωj =
γj
2∑
j=1

γj

(19)

Pi =

2∑
j=1

ωjuij (20)

where u+

j = min uij, 1min = min
∣∣∣uij − u+

j

∣∣∣, and 1max =

max
∣∣∣uij − u+

j

∣∣∣. ρ is the resolution coefficient, which gener-
ally lies between [0, 1] and is often taken as 0.5.

Calculation results of the TOPSIS method and the grey
correlation degree method are shown in Table 9.

The optimal HFA strategies for three optimization methods
are shown in Fig. 10.

Both mental workload and situation awareness are highly
correlated with alertness, so alertness is chosen as the com-
bined benefit of mental workload and situation awareness
for comparing solutions [29], [30], [31]. The KSS is used to
assess levels of alertness. Comparison of the optimal solu-
tions of three optimization methods is shown in Table 10.

VI. ANALYSIS AND DISCUSSION
A. NASH EQUILIBRIUM STRATEGY
During the operation of the manned submersible, oceanauts
need to complete more complex cognitive activities for a long
time, which can lead to fatigue and reduce human reliability.
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FIGURE 10. The optimal HFA strategies for three optimization methods.

The paper selects mental workload and situation awareness
as the optimization objectives from the perspective of HFA,
and adopts the non-cooperative game method to derive the
optimal combination of HFA strategies for the navigation
process. It can be concluded that there is no absolute optimal
strategy that can optimize both mental workload and situation
awareness during the navigation process from Table 8, so fur-
ther analysis and discussion of each strategy are necessary.

Compared with other strategies of player P1 from
Fig. 8, S1 = {(C1,C2,C4)} = {(1, 1, 1)} has a strict advan-
tage in mental workload utility, which satisfies (13). At this
time, any strategy change made by P1 will reduce its own
benefits. As shown in Fig. 9, the strategy S2 = (C3) = (2) is
the optimal solution of P2 under the optimal strategy of P1.
Therefore, P1 cannot unilaterally make strategy changes in
order to protect its own benefits. The game is reached Nash
equilibrium. The non-cooperative game method can achieve
a balance between mental workload and situation awareness
to enhance human reliability. Balancing the mental workload
and situation awareness can help improve inattention and
reduce fatigue [32], [33], [34], [35].

B. COMPARISON OF OPTIMIZATION METHODS
As shown in Fig. 10, two solutions are consistent with the
literature [36], [37], which suggested that action implemen-
tation and information acquisition were assigned to higher
levels of automation, while information analysis or decision
selection was assigned to lower levels of automation, helping
to obtain higher situation awareness.

As shown in Table 10, the non-cooperative game method
is significantly better than the TOPSIS method and the
grey correlation degree method in terms of situation aware-
ness and alertness. Compared with the TOPSIS method, the
non-cooperative game method improves the shortcomings
of subjective weights. The optimal solution of the TOPSIS
method will change depending on weights of optimization
objectives, and subjective weights reduce the credibility and
universality of the optimal solution. Compared with the grey

correlation degree method, the non-cooperative gamemethod
improves the disadvantages of complex data processing and
the subjective resolution coefficient. The calculation of cor-
relation degrees becomes more tedious when dealing with
a large amount of data. And the subjective resolution coef-
ficient reduces the credibility of the optimal solution. The
non-cooperative game method analyzes and solves problems
from an objective perspective, guiding players to compete and
cooperate during the gaming process. It can simultaneously
optimize multiple objectives to reach the equilibrium state,
which enhances the stability of the optimal solution. The
Nash equilibrium point can be found with just a few rounds
of comparison, and the solution speed is fast.

VII. CONCLUSION
The non-cooperative game model is used to solve the opti-
mization problem of HFA for the manned submersible. The
effectiveness and practicality of the proposed method are
proven by using the navigation process as an example. The
non-cooperative game method improves the subjectivity and
low stability of the TOPSIS method and the grey correlation
degree method, providing a feasible solution for discrete
multi-objective optimization problems in the field of function
allocation and laying the foundation for dynamic HFA.

In fact, there are more factors that affect the HFA during
the operation of the manned submersible, so more objectives
need to be optimized in the actual function allocation. Fur-
thermore, compared to static function allocation, dynamic
function allocation is more beneficial for humans in main-
taining situation awareness and manual skills. Therefore,
establishing a multi-objective game optimization model and
constructing an effective and applicable trigger mechanism
are the focus of the next research.
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