
Received 18 August 2023, accepted 8 September 2023, date of publication 14 September 2023,
date of current version 27 September 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3315591

Short-Term Load Forecasting in Active
Distribution Networks Using Forgetting Factor
Adaptive Extended Kalman Filter
MENA S. ELMENSHAWY AND AHMED M. MASSOUD , (Senior Member, IEEE)
Department of Electrical Engineering, Qatar University, Doha, Qatar

Corresponding author: Mena S. ElMenshawy (me1203675@qu.edu.qa)

This work was supported in part by the Graduate Student Research Award (GSRA) through the Qatar National Research Fund (QNRF)
under Grant GSRA9-L-1-0514-22014G, and in part by the Qatar National Library (Open Access Funding).

ABSTRACT The intermittent non-dispatchable power produced by Renewable Energy Sources (RESs) in
distribution networks caused additional challenges in load forecasting due to the introduced uncertainties.
Therefore, high-quality load forecasting is essential for distribution network planning and operation. Most
of the work presented in literature focusing on Short-Term Load Forecasting (STLF) has paid little
consideration to the intrinsic uncertainty associated with the load dataset. A few research studies focused
on developing data filtering algorithm for the load forecasting process using approaches such as Kalman
filter, which has good tracking capability in the presence of noise in the data collection process. To avoid
the divergence of conventional Kalman filter and improve the system stability, Adaptive Extended Kalman
Filter (AEKF) is introduced through incorporating a moving-window method with the Extended Kalman
Filter (EKF). Nonetheless, the moving window adds an extra computational burden. In this regard, this
paper employs the concept of Forgetting Factor AEKF (FFAEKF) for STLF in distribution networks to
avoid the computational burden introduced by the AEKF. The forgetting factor improves the estimation
accuracy and increases the system convergence when compared with the AEKF. In this paper, the AEKF and
FFAEKF are compared in terms of their performance using Maximum Absolute Error (MaxAE) and Root
Mean Square Error (RMSE). Matlab/Simulink platform is used to apply the AEKF and FFAEKF algorithms
on the load dataset. Results have demonstrated that the FFAEKF improves the forecasting performance
through providing less MaxAE and less RMSE. In which, the FFAEKF MaxAE and RMSE are reduced by
two and three times, respectively, compared to the AEKF MaxAE and RMSE.

INDEX TERMS Adaptive extended Kalman filter, forgetting factor adaptive extended Kalman filter,
maximum absolute error, root mean square error, and short-term load forecasting.

I. INTRODUCTION
The high electricity demand, distribution networks have
witnessed high penetration of Renewable Energy Sources
(RESs), including PV, wind turbines, and fuel cells. PV sys-
tems contribute to the highest share of this trend. However,
due to the dependence of RESs sources on natural and
meteorological conditions, the generated power tends to
be non-dispatchable and uncontrollable [1]. In addition,
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the intermittency of the generated power leads to serious
technical challenges in terms of load forecasting, such as
uncertainty. Load forecasting refers to the power demand
prediction after taking into account the electric power gen-
erated by the intermittent RESs. Therefore, accurate load
forecasting is necessary to ensure that the power generated
meets the customer’s demand.

To address this problem, load forecasting models incor-
porate the data from conventional energy sources and RESs
to provide accurate power supply and demand. This accord-
ingly assists utility grid operators with well-informed energy
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FIGURE 1. Load forecasting stages.

production and distribution decisions [2]. Although load fore-
casting is considered a challenging task for system operators,
utilizing advanced modeling techniques can improve load
forecasting accuracy. Short-Term Load Forecasting (STLF)
in distribution networks predicts the load demand with a
typical forecasting horizon that ranges from 30 minutes to
one week of power demand forecasting [2].
Load forecasting involves mainly three stages which are:

model identification, parameter estimation, and load predic-
tion [3]. The load forecasting stages are presented in Figure 1.
In the first stage, the model structure and order are identified
where the historical load and weather data are used. In the
second stage, the past load and weather data are used to esti-
mate the model parameters through an estimation technique
that provides the best estimate for the load and weather data
at time k to the previous load and weather data at k − 1. The
third and last stage is load prediction where the estimated
parameters at time k are used to predict the future load
demand for the next hours [3].

Most of the work presented in literature focusing on
Short-Term Load Forecasting (STLF) has paid little consid-
eration to the intrinsic uncertainty associated with the load
dataset. A few research studies focused on developing data
filtering algorithm for the load forecasting process using
approaches such as Kalman filter, which has good tracking
capability in the presence of noise in the data collection
process. To avoid the divergence of the conventional Kalman
filter and improve the system stability, Adaptive Extended
Kalman Filter (AEKF) is introduced through incorporating
a moving-window method with the Extended Kalman Filter
(EKF) for updating the covariance matrices. Nonetheless, the
moving window adds an extra computational burden. In this
regard, this paper employs the concept of Forgetting Factor
AEKF (FFAEKF) presented in [4] for STLF in distribution
networks to avoid the computational burden introduced by
the AEKF.

The main contribution of this paper can be summarized in
the following bullet points:

• Introducing the concept of FFAEKF for STLF in
distribution networks to avoid the computational bur-
den introduced by the AEKF. The process noise and
measurement noise covariance matrices are updated to

obtain better accuracy through adopting a forgetting
factor to introduce adaptive estimation. The forgetting
factor improves the estimation accuracy and increases
the system convergence when compared to the AEKF.

• Comparing the AEKF and FFAEKF in terms of their
performance using the performance indicators; Maxi-
mum Absolute Error (MaxAE) and Root Mean Square
Error (RMSE). Matlab/ Simulink platform is used to
apply the AEKF and FFAEKF algorithms on the load
dataset.

The paper is structured as follows: Section II presents the
literature review. Section III presents the algorithm for the
FFAEKF. Section IV presents the simulation results using
Matlab/ Simulink along with the performance assessment.
Section V is the conclusion where the key outcomes are
summarized.

II. LITERATURE REVIEW
High-quality load forecasting is essential for distribution
network planning and operation. To clarify, accurate load
forecasting informs the utilities of overloading situations
and enables the utilities to schedule and dispatch energy
storage devices for load peak shaving [5]. In this regard,
during the last decades, STLF has gained researchers’
attention and several research studies have been pub-
lished [2], [3], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14],
[15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25],
[26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36],
[37], [38]. A tree diagram, presenting the load forecasting
classification and STLF Methods, is presented in Figure 2.
There are mainly two classes adopted for STLF which

are: time series models and causal models, where time series
models describe the load based on its historical data while
causal models describe the load based on external factors
such as weather and social behavior [2]. Time series mod-
els include estimation methods that are based on Kalman
filters. Load forecasting methods can be classified into two
main approaches: classical-based and artificial intelligence-
based approaches. The classical-based method models the
load using statistical modeling methods while the artificial
intelligence-based methods utilize Artificial Neural Net-
works (ANN) and Fuzzy Neural Networks (FNN) to model
the load [2]. To further illustrate, in classical approaches,
statistical modeling and mathematical functions are used to
forecast the future values of the load. This approach includes
Auto-Regressive Moving Average (ARMA), multiple linear
regression, regression exponential smoothing, and Kalman
filters. In Kalman filters, state space equations are used to
model the load. To clarify, load forecasting is based on a
time-varying state space model to model the load demand.
Due to the recursive feature and the standard deviations
acquired through byproducts, Kalman filters are consid-
ered an attractive forecasting/estimation approach and have
strong tracking capability [22]. The main challenge faced
in this approach is selecting the states and identifying the
model [5].
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FIGURE 2. Load forecasting classification and STLF methods.

TABLE 1. Comparison between different load forecasting techniques [2], [3], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38].

With the progress witnessed recently in AI applications,
load forecasting is carried out using ANN and FNN with
backpropagation due to its simplicity and high adaptability
since the network pre-knowledge is not required. Although
ANN and FNN have the capability to approximate the nonlin-
ear system through historical data, backpropagation remains

to encounter some drawbacks such as poor convergence and
speed [2]. To improve the accuracy of the forecasting pro-
cess, ANNs are combined with other methods. For instance,
in [23], radial basis function neural networks are combined
with adaptive fuzzy neural inference to predict the load
demand. In [24], ANNs with a backpropagation method are

103918 VOLUME 11, 2023



M. S. ElMenshawy, A. M. Massoud: STLF in Active Distribution Networks Using FFAEKF

FIGURE 3. FFAEKF Algorithm.

proposed in [24] to forecast the load demand in the next day,
in which, it has been found that the backpropagation method
is not efficient since it takes time to converge to the actual
values.

Deep Learning (DL) approaches are sensitive to the time
series load data noise specifically with small load data.
Therefore, data filtering methods are essential to improve the
prediction process before applying DL methods [5]. In [25],
the EKF is combined with neural networks where the states
of the nonlinear dynamic system are the network weights to
improve the convergence as well as the tracking capability of
the conventional ANN method. However, the employment of
EKF with ANNs adds extra computational effort. To solve
this problem and reduce the computational efforts, decou-
pled EKF is established in [26] and [27] to improve the
prediction performance and reduce the computational time.
In [28], a statistical data filtering approach is introduced for
STLF. The presented method in [28] combines the conven-
tional ANN method with the time series Auto-Regressive
Integrated Moving Average (ARIMA). In [29] and [30], time
series ARIMA is combined with ANN for STLF. In [31]
and [32], an STLF in distribution networks is presented using
a radial basis function neural network. In [33], [34], and [35],
deep learning methods are applied to perform STLF using
Ensemble Extreme Learning Machines (ELM) and Knearest-
neighbor (KNN). In [8] and [36], powerful ANNs including
Convolutional Neural Network (CNN) and Long-Short Term
Memory (LSTM) are presented for load forecasting. The
CNN is used to identify the overall pattern, and the LSTM is
utilized to find out the relation between the time steps. In [36],
machine learning is combined with Boltzmann machine for
residential load forecasting. A comparison between the main
forecasting methods is carried out in Table 1.
Most of the reviewed research papers focusing on STLF in

distribution networks do not consider the noise incorporated
with the load dataset. Few research work focused on develop-
ing data filtering algorithm for the load forecasting process.
In other words, the majority of the work presented in this area
is on the load forecastingmodel without considering the noise
in STLF and the uncertainties introduced by the RESs. The
commonly used data filtering approaches for STLF include
Kalman filter, discrete wavelet transform filter, and single
spectrum analysis [28].

Single spectrum analysis is considered a non-parametric
data filtering method. In which, Kalman filters are combined
with single spectrum analysis to improve the performance,
especially in forecasting through providing noise elimina-
tion and time series smoothing by using the Kalman filter
state space equations [39]. The discrete wavelet transform
is another method used for data filtering. However, Kalman
filter is more effective as a noise-suppressing tool [40].
In addition, the wavelet transform filter requires intensive
computation. To provide better performance for single spec-
trum analysis and wavelet transform filter, hybrid techniques
using single spectrum analysis with Kalman filters and
wavelet transform filter with Kalman filters are presented
in [39] and [40], respectively.

Kalman filter is considered an effective technique for pre-
dicting the required load demand in distribution networks.
It works as a real-time signal corrector approach, where
its coefficients are formulated and adapted to the variations
taking place in the key signal in the presence of the data
collection noise. Consequently, the Kalman filter in STLF is
applied as an estimator rather than utilizing it as a conven-
tional filter to eliminate/suppress the noise during the data
collection process [28]. Kalman filter in STLF can be applied
as a standalone predicting approach or can be combined with
other methods as a hybrid predictor [28]. EKF is introduced
through modifying the error correction term to accept the
system’s non-linearity. Although Kalman filter has a good
tracking capability in the presence of noise in the data collec-
tion process, it requires state space model formulation for the
system parameters. In [25], Kalman filter-based smoothing
method is combined with ANN for load forecasting. Results
have demonstrated that in the existence of load variations and
uncertainties, the presented approach can achieve competitive
performance. In [38], a hybrid STLF method is presented
using Support Vector Machine (SVM) optimized via BAT
algorithm (BA) and Kalman filter. It has been found that the
load forecasting accuracy is improved through correcting the
SVM output using the Kalman filter.

The accuracy of the EKF algorithm depends on how
accurately the load model parameters are identified and the
pre-knowledge of the noise variable [4]. Incorrect noise vari-
able causes divergence. To avoid divergence and improve sta-
bility, this issue is solved through the AEKF by incorporating
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FIGURE 4. 24-Hour demand curve; (a) Load curve for customer 1, (b) Load curve for customer 2, (c) Load curve for customer 3, (d) Transformer diversified
demand curve.

a moving window method with the EKF for updating the
covariance matrices. Nonetheless, the moving window adds
an extra computational burden [4]. This is solved using
an FFAEKF, which provides more variations throughout
the prediction process considering the recent data samples.
Therefore, this paper presents the concept of FFAEKF for
STLF in distribution networks where the process noise and
measurement noise covariance matrices are updated to obtain
better accuracy through adopting a forgetting factor to intro-
duce adaptive estimation. The forgetting factor improves the
estimation accuracy and increases the system convergence
when compared to the AEKF. The AEKF and FFAEKF are
compared in terms of their performance using the perfor-
mance indicators MaxAE and RMSE. An STLF using both
filters is presented for a distribution transformer that serves
three individual customers. The 24-hour demand curve for
each customer is considered after adding the PV system as a
renewable energy source. The power consumption data of the
loads are rescaled data obtained from [41] and the PV data is
rescaled data obtained from the IEEE data set portal presented
in [42].

III. ADAPTIVE EXTENDED KALMAN FILTER (AEKF)
A typical representation of a non-linear system using
discrete-time state space equations is as follows [4]:

Xk = Ak−1Xk−1 + Bk−1uk−1 + ωk−1

Yk = CkXk + Dkuk + υk

ωk ≈ N
(
0,Pω,k

)
υk ≈ N

(
0,Pv,k

) (1)

where, Xk is the system’s state, Yk is the system’s output
vector, ωk and υk are the zero mean small white noise signals
with the covariance matrices Pω,k , and Pv,k , respectively and
uk is the control variable matrix. Ak , Bk , Ck and Dk are
matrices that depend on the system dynamics, and k denotes
the system vector time step.

To avoid divergence resulting in the AEKF estimation
method employed in non-linear systems, an additional stage
that updates the noise covariance matrix is used. The
FFAEKF steps are presented in Figure 3 and can be summa-
rized as follows:

•Initialization: the mean and the covariance are initialized
at step k = 0{

x̂+

0 = E (x0)

P+

x,0 = E
[(
x0 − x̂+

0

) (
x0 − x̂+

0

)T ] (2)

where, x̂+

0 and P+

x,0 represents the estimated initial state
and covariance matrix error, respectively. The superscript
represents the posterior values (+), the estimated value is
represented by the circumflex (∧), the predicted value is rep-
resented by the tilde (∼), and the matrix transportation
is indicated by (T ).

•Prediction: The prior state and its covariance matrix are
obtained from the projection of step k − 1 to step k . The
predicted state estimation and priori covariance matrix can
be expressed in (3) and (4), respectively:

x̂−

k = Âk−1x̂
+

k−1 + B̂k−1uk−1 (3)

P−

x,k = Âk−1P
+

x,k−1Â
T
k−1 + Pω,k−1 (4)
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FIGURE 5. Simulation Results; (a) STLF using AEKF, (b) AEKF estimation error, (c) STLF using FFAEKF, (d) FFAEKF estimation error, (e) STLF using AEKF and
FFAEKF, (f) AEKF and FFAEKF estimation error.

where, Âk =
∂F(xk ,θk ,Ik )

∂xk

∣∣∣
xk=x̂

−

k

, B̂k−1 =
∂F(xk ,θk ,Ik )

∂ωk

∣∣∣
ωk=ω̂−

k

,

and Pω,k is the covariance matrix of the process.

•Correction: In this stage, the difference between the
actual and predicted measurements is calculated from the
prior estimation and utilized to obtain an enhanced posterior
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estimation. The Kalman gain matrix, posteriori state estima-
tion, and posteriori covariance matrix can be expressed as in
(5), (6), and (7), respectively:

Lk = P−

x,k Ĉ
xT
k

[
Ĉx
k P

−

x,k Ĉ
xT
k + DxkP

−

v,kD
xT
k

]−1
(5)

x̂+

k = x̂−

k + Lk
[
yk − ŷk

]
(6)

P+

x,k = P−

x,k − LkP
−

y,kL
T
k (7)

where, Ĉx
k =

∂F(xk ,θk ,Ik )
∂xk

∣∣∣
xk=x̂

+

k

, Dxk =
∂F(xk ,θk ,Ik )

∂vk

∣∣∣
vk=v̂

−

k

, and

Pv,k is the covariance of the noise vk .
In the FFAEKF, the process noise covariance matrix and

the measurement noise covariance matrix are updated as
expressed in (8) and (9), respectively, by applying more
weight on the current values through the forgetting factor a
which can vary from 0 to 1.

Pω,k = aPω,k−1 + (1 − a)
(
LkrkrTk L

T
k

)
(8)

Pv,k = aPv,k−1 + (1 − a)
(
ekeTk + Ĉx

k P
−

x,k Ĉ
xT
k

)
(9)

where, rk = yk − Ĉx
k P

−

x,k − Dxkuk denoted as the innovation
measurement and ek = yk − Ĉx

k P
+

x,k − Dxkuk denoted as the
residual.

In this paper, the process noise and measurement noise
covariance matrices are updated to obtain better accuracy
through adopting a forgetting factor to introduce adaptive
estimation. The forgetting factor improves the estimation
accuracy and increases the system convergence when com-
pared to the conventional EKF. Several types of performance
evaluation are introduced to evaluate and assess the results
obtained from load forecasting using the two filters. The
evaluation matrices are used to compare the AEKF with
the FFAEKF. In this work, the Maximum Absolute Error
(MaxAE) and the Root Mean Square Error (RMSE) are
obtained to evaluate the performance of the two filters. The
MaxAE and the RMSE can be expressed as follows:

MaxAE = max
[
(Estimated)k − (Measured)k

]
(10)

RMSE =

√√√√ 1
N

N∑
k=1

((Estimated)k − (Measured)k) (11)

where N is the number of sample points.

IV. PERFORMANCE ASSESSMENT
In this section, the 24-hour demand curve for each customer is
considered after adding the PV system as a renewable energy
source. The power consumption data of the loads are rescaled
data obtained from [41], and the PV data is rescaled data
obtained from the IEEE data set portal presented in [42].
Matlab/Simulink software is used to validate the performance
of the FFAEKF using the algorithm presented in section III.
In addition, the forecasted load results are compared using
the AEKF and the FFAEKF in terms of their accuracy. The
MaxAE and the RMSE are used as performance indicators.
Time-varying state space model is used to model the load

TABLE 2. Performance indicators for the STLF using AEKF and FFAEKF.

demand in order to forecast the load every 30 minutes.
In other words, the STLF is carried out every half an hour.

The individual load demand curve for each customer is
illustrated in Figure 4(a)-(c). The load curves for the three
customers are presented considering the addition of the PV.
The addition of the PV introduces more fluctuations to the
load demand curve. The transformer diversified demand
which represents the aggregated load demand curves for the
three customers is presented in Figure 4(d).

Figure 5 presents the STLF using the AEKF and the
FFAEKF with their error. As can be seen from Figure 5 the
forecasted data converges to the actual data using both filters.
In other words, Kalman filters can be used to accurately
forecast/ estimate the load demand curve every 30 minutes.
However, as can be seen from Figure 5(a)-(e), the FFAEKF
algorithm provides better accuracy when compared to the
AEKF algorithm. A zoomed-in illustration of all the results
is presented to show the effectiveness of the FFAEKF in
terms of accuracy when compared to the AEKF. The error
resulting from both algorithms is presented in Figure 5(f).
It can be observed that the FFAEKF algorithm results in less
error when compared to the AEKF algorithm. As discussed
in Section II, the MaxAE and the RMSE are calculated and
presented in Table 2 to evaluate and assess the results obtained
from the load forecasting using the two filters. As can be seen
from Table 2, the MaxAE and the RMSE obtained using the
FFAEKF are less than that obtained results using the AEKF.

V. CONCLUSION
In this paper, the concept of FFAEKF for STLF in distri-
bution networks is introduced to obtain better accuracy and
improve the performance of the forecasting through consider-
ing the uncertainties introduced by the RESs. This is achieved
through the forgetting factor that focuses on updating both
the measurement and process noise every time step which
will improve the overall performance of the filter and achieve
better accuracy. An STLF using both filters is presented for
a distribution transformer that serves three individual cus-
tomers. Matlab/ Simulink software is used to validate the
concept of the FFAEKF and compare the performance of
the AEKF and the FFAEKF considering the load dataset
of the transformer diversified demand curve. Results have
demonstrated that both filters have a good tracking capability
and that the forecasted data converges to the actual data using
the two algorithms. However, the FFAEKF algorithm pro-
vides better accuracy when compared to the AEKF algorithm
and provides less error. In addition, performance indicators,
which are the MaxAE and the RMSE, are calculated from
the forecasted data for the AEKF and the FFAEKF. It has
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been found that the MaxAE and RMSE for the AEKF are
8.1 kW and 1.05 kW , respectively, while the MaxAE and
RMSE for the FFAEKF are 4.7 kW and 0.32 kW , respectively.
The presented FFAEKF in this work can be combined with
other forecasting techniques including ANN and SVM or
fuzzy inference systems to form a hybrid STLF technique.
This can be done to merge the advantages of both techniques,
the ANN in handling the high non-linearity of the system and
the FFAEKF in data noise filtering.
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