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ABSTRACT Insulators are vital protection and isolation barriers used in power transmission systems.
To prevent unexpected failures caused by severe weather conditions, it is important to develop intelligent
insulator fault prognosis systems. To this end, this study has focused to examine and analyze normal (clean)
and contaminated (wet) insulators through a new technique that can act as a catalyst for possible future
solutions to the data-driven classification of insulator surface conditions. In particular, a novel stacked
ensemble learning based on six pretrained deep convolutional neural networks (CNNs), which are used as
level-0 generalizers in the stacked structure, is proposed. As the level-1 generalizer that is used in the stacked
structure, a majority vote is considered among selected subsets of level-O generalizers. In other words,
training the level-1 generalizer is equivalent to selecting the best subset of pretrained CNNs for classifying a
clean insulator surface from those sprayed with water droplets. Since a wetted insulator surface can enhance
the electric field intensity and may lead to flashover when combined with other contaminants (dust, soil,
cement, etc.), water droplets are considered a type of contamination in our study. Considering a tradeoff
between performance and model complexity in training the level-1 generalizer points to two combinations
of pretrained CNNs, namely, EfficientNetB2-ResNet50-Xception, and MobileNet-DenseNet121-Xception.
Our empirical results show that (i) both combinations lead to better performance when compared with
individual pretrained models, and (ii) the latter combination leads to a considerably lower complexity (~39%
less parameters) at the expense of ~9% reduction in accuracy.

INDEX TERMS Deep learning, high-voltage insulators, pretrained CNN architectures, stacked ensemble
learning.

I. INTRODUCTION insulator condition analysis using different approaches such

Insulator surface corruption followed by leakage current flow
leads to complications in electrical energy supply company
operation. Even a single operating insulator outage may cre-
ate a significant financial loss. Therefore, it is necessary
to take alleviating actions to increase power distribution
and transmission work efficiency. Researchers have con-
ducted encouraging investigations regarding contaminated
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as coating [1], [2], [3], [4], [39], [40], creepage distance
extension [5], and washing [6]. The most used preventive
action is covering the insulator surface with hydrophobic
material, the so-called insulation protective coating. This
silicone coverage inhibits the creation of conducting sheets.
Consequently, the likelihood of possible breakdown and leak-
age current level is reduced [2]. Recently, a novel nano-room
temperature vulcanizing (RTV) coating method was pro-
posed to improve outdoor insulator functioning as a potential
option for traditional coatings. Conjoining the nanoparticles
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and polymer matrix can cause modifications in the insulator
surface coating structure. Several investigations have evalu-
ated the condition of high-voltage (HV) insulators using this
technique [3], [4].

In [3], a clean fog artificial test with a nano-RTV
coating was applied to determine the correlation between
the flashover voltage level and porcelain insulator pol-
lution severity. The results show the possibility of the
nano-RT V-coated insulators increasing their functioning time
in polluted regions. In [4], a superhydrophobic nanocoat-
ing test, which lasted for two years, was compared with
nano-RTV and noncoated HV glass insulators. The results
showed the efficiency of the proposed method only during the
first few months after installation. However, the choice of the
most desirable period for insulator coating, installation, and
replacement is currently the subject of further investigation.
The second possible suppressing action is escalating the exist-
ing insulator creepage distance, which leads to upward and
downward trends in the leakage current and flashover voltage
values, respectively [5]. However, the indicated technique is
expensive and usually used when alternative measures are
inapplicable. A frequently used third preventive action is
insulator surface cleansing operations. Systematic insulator
washing operations have proven to be notably efficient [6].
However, the main limiting factors are the optimal washing
time (based on intermittent pollution levels) selection and its
overpriced maintenance.

The insulator pollution severity measurement is the equiv-
alent salt deposit density (ESDD) [7]. The proper inspection
of the insulator pollution level gives necessary data for
power utilities to correctly arrange cleansing or other main-
tenance actions. In turn, the indicated measurements lead to
advancements in power transmission systems and avoidance
of anticipated destructive outbreaks. Its surface contamina-
tion severity plays a critical role in power distribution over
long distances and has different standards [8], [9], [10]. Cur-
rent investigations have shown the insulator surface pollution
severity and its considerable influence on the electrical and
mechanical characteristics of insulators. In [11], a multilayer
neural network based on the linear algebraic features of
fifty-one insulator images was constructed to predict ESDD
values related to different contamination levels. The flashover
voltage and ESDD values are measured using a porcelain
insulator and a digital camera. Another study shows that
aggravation of the insulator contamination level is discrim-
inated more clearly by spatial electric field variation features
compared to the current flowing through the contaminated
insulator surface [12]. A considerable amount of work has
examined the ageing rate of porcelain insulators. Mechanical
and electrical properties have investigated the proportion of
silica, aluminium, and ferric oxides using microstructural
analysis and showed the insulator materials’ dependence
on their internal features, service conditions, and operation
procedure [13]. Huang et al. investigated the process of ice
accretion on insulator surfaces based on different parameters,
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such as temperature, wind velocity, water droplet volume, and
its content [ 14]. The icing research executes and compares the
results of simulation and artificial climate chamber methods,
but practical validation tests should be completed before real-
life implementation.

In recent years, the vulnerability of power transmission
lines to different weather conditions has become increasingly
evident [15], [16], [17], [18], [19], [20], [21], [22], [23], [24],
[25], [26]. The Texas ice storm blackout in 2021 and the
Italian power outage in 2013 are a few examples of how
rain, ice, and wetting can lead to significant faults in high-
voltage insulators, ultimately resulting in widespread power
disruptions and economic losses. In only Texas, 10 million
people were left without electricity and $130 billion was
lost [26].

When mist or rain comes into contact with an insula-
tor, its hydrophobic nature leads to the formation of water
droplets on the surface. Several studies have investigated
the dynamic characteristics of water droplets, their effect on
insulator performance and their connection to surface dis-
charges [15], [16], [17], [18], [19], [20], [22], [23], [24], [25].

In [15] and [16], the impact of water droplets on partial
discharge and electric field distribution was studied. Another
study investigated the interaction between water droplets
and electric potential distribution [17]. The study [18], [19]
explored the corona discharge effect arising from water
droplets on the surface of a polymer insulator.

Discharge occurrences near separate water droplets on
different hydrophobic insulator surfaces, employing elec-
tric field and energy calculations, were investigated in [20].
In [21], various surface discharge characteristics, includ-
ing energy, were influenced by factors such as droplet
dimensions, shape, spacing, and position [21]. Furthermore,
a theoretical model assessing discharge behaviour with water
contamination was developed [22].

In [23], joint measurements of leakage current and par-
tial discharges on silicone rubber insulators exposed to
salt fog were investigated using pattern recognition. The
study revealed that partial discharge sensitivity identifies the
shift from corona activity to arcing discharges under dry
conditions [23].

In [24], the interaction between water droplets and the
external electric field was investigated. These interrela-
tions are evaluated by the surface hydrophobic proper-
ties and evidently prevent weak corona discharge [24].
The threshold voltage of partial discharge is a transition
corresponding to a change in the oscillation pattern of
water droplets. This transition remains unaffected by the
conductivity of water droplets on surfaces with greater
hydrophobicity [25].

The study findings indicate that water droplets alter the
electric field and voltage distribution on the insulator’s sur-
face, potentially causing corona discharges and breakdown.
This underscores the importance of studying insulator sur-
faces with water droplets.
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With the advent of deep learning techniques and their
numerous applications in engineering, previously a convolu-
tional neural network (CNN) was proposed as the backbone
data analysis used to classify contaminated insulator sur-
faces [1]. Specifically, a brute-force model selection method
within a limited hyperparameter space enabled the classifi-
cation of contaminated insulator surfaces. In this study, the
specific focus is on ensemble learning techniques, where pre-
dictions from multiple deep CNN architectures are combined
to obtain a more robust model.

Ensemble learning combines predictions from several base
models to achieve a tradeoff between bias and variance, and
that may lead to a better performance than a single predic-
tive model [27]. Unlike a single model, which may overfit,
a proper combination of predictions from several base models
may lead to more robust predictive models [27]. The power
of the ensemble model to improve the efficacy of base models
makes it a promising tool for HV insulator inspection. In this
paper, it was proposed a novel stacked ensemble learning
rule that employs several pretrained deep CNN architectures
to classify clean overhead insulator surfaces from surfaces
covered with water droplets. The main contributions of this
paper are as follows:

o In contrast with the usual approach in which an indi-
vidual pretrained CNN architecture is selected, tuned,
and used, it was proposed a novel stacked ensemble
learning rule that selects the “best” subset of pre-
trained architectures for the classification of insulator
surface contamination. The results show the advantage
of the proposed learning rule compared with the usual
approach.

o A new HV insulator surface contamination dataset is
built, which includes both laboratory-based as well as
artificially generated images to train contaminated insu-
lator surface classifiers. Specifically, for future studies,
this dataset can be combined with different insulator
datasets to form insulator-agnostic classifiers of surface
contamination in the electricity distribution grid.

The rest of the paper is organized as follows. Section II
covers advanced techniques used in HV insulator analy-
sis. Section IIT presents experimental results. This section
discusses the data collection procedure, learning, and evalu-
ation of the proposed learning rule. Section IV summarizes
our observations, presents some limitations of the present
work, and put forward possible future directions that can be
explored. Finally, Section V concludes the paper.

Il. ADVANCED TECHNIQUES AND METHODOLOGY

A. ADVANCED TECHNIQUES

Conventional methods of power line inspection require engi-
neers to patrol the HV insulators on foot or clime the poles to
determine possible faults. Expanding electricity transmission
lines to secluded areas makes monitoring with the previously
mentioned methods inaccessible and difficult. Therefore,
applying advanced machine learning (ML) including deep
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learning techniques is an effective strategy for power line
analysis, and that appears to be a plausible option for synchro-
nized monitoring applications [28]. Said that implementing
ML techniques requires data collection in the first place.

Collecting a large quantity of data while performing a
specific domain-related task is challenging. Constructing a
satisfactory classifier model based on only a limited quantity
of training data is also difficult, if not impossible. To address
the data scarcity problem, one of the possible solutions is
transfer learning. Transfer learning studies effective ways to
train effective predictive models in a target domain, where
there is a lack of data, from models trained using a large
amount of data from a source domain; for example, adapting
a model trained on large image classification datasets to
our power line inspection application with a limited num-
ber of insulator images. In this regard, a pretrained model
requires fine-tuning using the dataset collected from the
target domain. In some HV insulator condition analyses,
pretrained models have already been deployed. In [29],
authors proposed a MobileNet-based model that improves
the detection of power line insulator defects. To solve the
low detection speed of the YOLOV4 object detection model,
a method for detecting defects in a power line insulator based
on the improved YOLOv4 algorithm with MobileNet was
proposed. The results show that the trained model using
2403 images achieved a detection accuracy of 93.81% with
a speed of 53 frames per second compared with the original
YOLOv4.

For faulty insulator images with noisy backgrounds,
a Cross Stage Partial Dense (CSPD) YOLO model was pro-
posed in [30]. First, a new dataset with 1331 aerial images
was collected and built for training. Then, the CSPD network
was proposed to extract useful features of the YOLOv3 model
based on the Cross Stage Partial Network, YOLOV3, and
DenseNet. For better feature extraction and faulty insulator
detection, feature fusion, k-mean clustering, and an improved
loss function were used. Empirical results showed that the
proposed CSPD-YOLO model outperformed the YOLOv3
and YOLOvV4 models in terms of average precision, however,
falls behind (~0.011s) in terms of the average fault detection
time.

Recently, many faulty insulator detections based on image
processing started using different semantic segmentation
techniques [31], [32], [33]. Focusing on faulty insulator
detection using HV insulator images, in [31], authors used
a semantic segmentation method, namely, DeepLabV3, for
extracting insulator masks with cluttered background data
and cascading it with the target detector YOLOv3. Using
600 insulator images, DeepLabv3 was compared with other
popular semantic segmentation techniques such as SegNet,
PSPNet, and U-Net. In general, faulty insulator detection
with noisy background images is an arduous task. In this
regard, an application of the cascaded model with two net-
works for detection and segmentation is proposed in [32].
First, an improved Faster R-CNN model was used to detect
the faults in the image. In the feature extraction step, the
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TABLE 1. Deep learning algorithms used in HV insulator condition analysis.

Model Problem Dataset Validation Test References
size accuracy accuracy
InceptionV3 to detect pin corrosion, pin and cap separation, partial breakage, and 848 0.957 - [34]
the complete shattering of the dielectric shell (broken insulators)
to classify freezing, wet, and snowing insulator surface conditions 4000 0.560 [35]
DenseNet121 to detect pin corrosion, pin and cap separation, partial breakage, and 848 0.992 - [34]
the complete shattering of the dielectric shell (broken insulators)

MobileNet to detect pin corrosion, pin and cap separation, partial breakage, and 848 0.984 - [34]
the complete shattering of the dielectric shell (broken insulators)
to classify freezing, wet, and snowing insulator surface conditions 4000 - 0.410 [35]

EfficientNet to detect missing insulator disks 2 000 0.951 - [36]

Xception to detect pin corrosion, pin and cap separation, partial breakage, and 848 0.981 - [37]
the complete shattering of the dielectric shell (broken insulators)

ResNet50 to evaluate silicone rubber material surface erosion 1810 - 0.998 [37]
to detect pin corrosion, pin and cap separation, partial breakage, and 848 0.926 - [34]
the complete shattering of the dielectric shell (broken insulators)
to detect missing insulator disks 2 000 - 0.932 [36]
to classify wettability conditions of the polymeric insulator surface 840 0.945 [38]
(form I to VII)
to classify freezing, wet, and snowing insulator surface conditions 4 000 - 0.610 [38]

ResNeXt-101 with FPN was used. To address the imbal-
anced training samples, an Online Hard Example Mining
(OHEM) algorithm was also utilized. Furthermore, a U-net
was proposed to extract objects from insulator images and
combines deep and shallow features for the classification and
localization of pixels. This experiment shows the utility of
the proposed method to detect faults from ceramic insulator
images with a cluttered background. The training results
show high precision and recall values of 91.9% and 95.7%,
respectively.

In [33], 620 high-resolution images of HV insulators are
collected by helicopters. The self-blast glass insulator detec-
tion problem is addressed by deep learning techniques and
divided into two subproblems: object detection and semantic
segmentation. The results show that Faster R- CNN and
InceptionResNetv2 pretrained models reached 95.1% and
95.5% in terms of precision and recall, respectively.

Many pretrained models have been used in HV insulator
condition monitoring. Detailed information on transfer learn-
ing techniques used for HV insulator analysis is presented in
Table 1 [34], [35], [36], [37], [38].

B. STACKED ENSEMBLE LEARNING

Stacked ensemble learning (also known as a stacked gener-
alization) is commonly viewed as a method for combining
the outcomes of N base models (also known as level-O gen-
eralizers) using another model (level-1 generalizer) that is
trained based on the outputs of the base models along with
the desired outcomes [39], [40] (see Fig. 1). Stacked general-
ization is a general and diverse learning strategy that includes
various other common techniques. For instance, consider the
common approach of the “winner-takes-all” strategy. In this
strategy, out of several generalizers (classifiers or regres-
sors), a single generalizer with the best performance, e.g.,
the highest accuracy in classification, on a validation set (or
using cross-validation) is selected for performing prediction
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on unseen data. This is in itself a stacked generalization
that in Wolpert’s words [39], has “an extraordinary dumb
level-1 generalizer” that selects the level-0 generalizer with
the lowest estimated error. The level-1 generalizers used in
stacked ensemble learning are usually more intelligent than
this.

In this work, it was proposed a stacked ensemble learn-
ing (Fig. 1) based on the following two assumptions:
1) due to the limited size of the insulator dataset, a num-
ber of pretrained deep neural networks (DNNs) such as
InceptionV3 [41], DenseNet121 [42], MobileNet [43], Effi-
cientNetB2 [44], [45], Xception [46], and ResNet50 [47] are
proposed as base models for our level-0 generalizers.

To be exact, these models were fine-tuned, where the
frozen convolutional base serves as a feature extractor and
is followed by a dense layer trained using an insulator dataset
for classifying the insulator surface. This is because each
of these DNNs has a strong history in image classification
applications, and 2) as the level-1 generalizer, we use the
majority vote among a selected subset of decisions made
by level-0 generalizers. The level-1 generalizer learns (iden-
tifies) the best subsets of level-O generalizers in terms of
achieving the highest accuracy using a majority vote. The
rationale behind this approach is that there are no guarantees
that using all level-O classifiers as the input to the majority
vote is necessarily the most prudent way to go about final
decision-making.

The question is whether we can learn to select the best
subset of level-0 generalizers to maximize generalization per-
formance. Learning the “‘best” subset of level-0 generalizers
is achieved by training a level-1 generalizer. The level-1
generalizer is learned by applying an exhaustive search for
model subset selection.

Specifically, the computational complexity of testing all
six pretrained models requires evaluating 2°-1 = 63 different
model subsets. However, to avoid ties in decision-making
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FIGURE 1. Schematic representation of stacking-based ensemble learning (stacked generalization).

by the majority vote, subsets with an odd number of level-0
generalizers are only searched through. As, if majority vot-
ing takes an even number of models (2, 4, or 6) as input,
it may lead to a tie problem with similar votes for each
class. Therefore, only an odd number of models are used to
address the tie-breaking problem. Consequently, in addition
to the six individual models, it was also considered 26 subsets
containing 3 or 5 level-0 generalizers.

Ill. EXPERIMENTAL STUDY

A. TEST OBJECTS, MAIN GOALS, AND DATA COLLECTION
According to the International Electrotechnical Commission
(IEC) technical specifications [9], [10], there exist three main
aspects affecting insulator contamination. The contamination
itself, humidification, and insulator layout characteristics.
In this study, the first aspect is particularly focused, and
two insulator surface conditions are considered: normal and
polluted high-voltage insulators and it was employed stacked
ensemble learning based on pretrained deep CNNs for analy-
sis. The main purpose of this research work is to build a model
for classifying a clean insulator surface from those sprayed
with water droplets for porcelain (ceramic) and polymer
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(rubber-post) insulator surfaces using the stacked ensemble
learning rule. Water droplet contamination was used as it is
quite common and frequently takes place over insulators all
over the countries. The model developed in this study can
be then extended and examined over other contamination
categories such as cement and metal particles, salty water,
corrosions, dust, etc.

In image processing tasks, the classification of insulator
types such as porcelain (ceramic) and polymer (rubber-post)
does not bear significance. In contrast, in cases quantifying
electrical properties, the insulating material’s composition
may indeed hold importance. In this paper, since the proposed
method involves the application of image processing, the
specific type of material holds no significant relevance.

Several studies on tools made of different materials,
but subjected to the same operating conditions, were
grouped into a singular category, showing significant find-
ings [48], [49], [50], [51]. In [48], five types of solar panels
were used to collect data on different types of contamina-
tion. Similarly, a stacked ensemble learning technique was
employed to explore traffic sign recognition [49], malware
detection [50], and sand-dust storm forecasting [50]. These
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examples allowed us to streamline this method while still
capturing the impact of different insulator materials under the
same weather conditions.

A proposed unified approach that considers different mate-
rials together is applicable to different conditions, ensuring
practicality in real-world cases where the insulator type may
not always be known.

Unstable weather conditions cause complications for
power companies in the formulation of standards and insu-
lator condition monitoring systems. In this regard, there are
several available regulations that provide distinct technical
specifications for the selection, dimensioning, and cleaning
of overhead line insulators: the IEC/TS 60815 [9], the CIGRE
technical brochures (Working Group C4.303) [8], the Electric
Power Research Institute standard (EPRI) [52], the Swedish
Transmission Research Institute guide (STRI) [53], the Insti-
tute of Electrical and Electronics Engineers standard 957
(IEEE) [6], the United States Patent [5], and the Guidance
Document 34.51.503-93 (GD) [54].

However, there is no specific established and open-access
dataset available for insulator condition inspection. Since
defected high-voltage insulators are difficult to access, large-
scale dataset construction may become an arduous task for
many transmission line monitoring utilities. Therefore, a new
insulator dataset (see Fig. 2) composed of 239 images of
ceramic and rubber-post insulators was collected (see [1] for
details) in HV and Power System Laboratory. The findings
of this research are relevant to both rubber-post and ceramic
insulators and can be applied to both materials. Also, the
type of insulator material is not distinguished during the
classification. The dataset contains insulator surfaces for two
different conditions clean and artificially contaminated with
water drops. The data collection procedure has two stages: the
artificial contamination stage and taking pictures. Insulator
surfaces are sprayed with tap water to reach an artificial
pollution layer that simulates rainy weather. Afterwards, the
insulator images are collected from different shooting angles
under usual inhomogeneous illumination and background
conditions. The insulator images are collected in the Power
System Laboratory at an average room temperature of ~21°C
and humidity of ~45%.

For training classifiers, the dataset was split into three sets
(70% training, 15% test and 15% validation). Data augmen-
tation techniques such as rotation (100), rescaling (1/255),
width and height shift range (10%), fill mode (nearest), shear
(0.1 rad) and zoom mode (10%) were applied to training
data to create 761 additional images [1]. Some samples of
augmented insulator images are shown in Fig. 4.

To collect the images, the DJI Mavic 2 Zoom was used as
a digital imaging device, and its flight features are detailed in
Table 2.

All experiments were conducted on a Windows 10 Pro
with an Intel (R) Core (TM) i9-9900 CPU, 3.10 GHz, and
8 GB of RAM. The entire workflow was implemented in
TensorFlow 2.10.
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i

(a) Clean

(b) Contaminated with
water droplets

FIGURE 2. High-voltage insulator surfaces with (a) a clean surface and
(b) water droplets [1].

B. LEARNING THE STACKED GENERALIZER

Each pretrained model (see Table 3 ) is trained separately with
a fixed convolutional base followed by a dense layer that is
trained based on the given training data to classify surface
conditions. In this regard, the six aforementioned pretrained
architectures (see Section II) were trained and used as level-0
generalizers. For each architecture, the weights of the dense
layer at the epoch that led to the highest accuracy on the
validation set were used. As mentioned before, here training
the level-1 generalizer (i.e., the majority vote on a subset
of level-0 generalizers) merely includes finding the ‘“‘best”
subset with an odd number of level-O generalizers. This is
achieved by finding the subset of level-0 generalizers whose
majority vote leads to the highest accuracy on the validation
set. As a result, the validation set is used for two purposes:
1) tuning the epoch for individual level-O generalizers; and
2) training the level-1 generalizer. The latter would make
more sense when it is compared this training stage (training
level-1 generalizer) to the training of the aforementioned
“extraordinary dumb level-1 generalizer” (i.e., winner-takes-
all) that is performed on the validation set per se (see Table 3).

To mitigate redundancy and optimize space utilization,
a model identifier was assigned to each level-0 generalizer
subset, as follows: MobileNet denoted as ‘a’, EfficientNetB2
as ‘b’, ResNet50 as ‘c’, Xception as ‘d’, InceptionV3 as ‘e’,
and DenseNet121 as ‘f’.

Table 3 shows the estimated accuracy for each individual
level-0 generalizer as well as the 26 subsets of 3 or 5 level-
0 generalizers. These results are visualized in Fig. 3 and
compared against the highest accuracy achieved by indi-
vidual pretrained models—this accuracy is 68.6%, which
is achieved by ResNet50 and is identified by the dashed
horizontal line in Fig. 3. As one of the objectives of our anal-
ysis is to examine the performance of the proposed stacked
ensemble learning scheme with respect to the best individual
model, the 68.6% accuracy obtained on the validation set
using ResNet50 is referred to as the ““baseline” accuracy.
From Fig. 3 it is observed that 7 combinations of models
achieved an accuracy that is higher than the baseline. Table 3
shows these combinations and the number of parameters
involved in their structures.

The results presented in Table 3 show that the ensem-
ble classifier constructed by EfficientNetB2, ResNet50, and
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FIGURE 3. The performance of level-0 generalizer subsets on the validation set. Each subset is identified by an index that is assigned to the subset in
Table 3. The horizontal dashed line shows the baseline; that is, the highest accuracy achieved by any of the individual level-0 generalizers on the

validation set.

Xception (identified by “b-c-d” in the table) achieved the
highest accuracy on the validation set, which is 79.3%. If only
the performance metric is taken into account, one should
naturally select the “b-c-d” classifier as the “‘best” model.
However, it can be noted from Table 4 that this model has
the second highest complexity in terms of the number of
parameters—it includes 57.8 M parameters. At the same time,
note that all models in Table 4 exhibited better performance
than the baseline. Therefore, it would be valuable to also
consider the complexity of these models in addition to the
performance metric to determine the ““best” model.

From Tables 3 and 4, it is observed that the second best
model in terms of estimated accuracy on the validation
set (i.e., “a-d-f”’) has, interestingly, the lowest number of
parameters in Table 4 (i.e., 35.3 M). As aresult of these obser-
vations, a definite selection is not made between ‘“‘b-c-d”
and “a-d-f”’; that is to say, the level-1 generalizer utilizes
“a-d-f” based on its considerably lower computational com-
plexity, whereas uses “‘b-c-d”” based on its high performance.
Said that, in the next stage, both architectures will be evalu-
ated on the test set to examine their performance and make
recommendations.

C. EVALUATION

As the result of the model subset selection rule that is indeed
part of the level-1 generalizer training, both ensemble clas-
sifiers identified by “b-c-d” and ‘“‘a-d-f” in Table 4, are
evaluated on the test set. The results show that “b-c-d” and
“a- d-f” achieved an accuracy of 73.3% and 64.7% on the
test set, respectively. For the sake of comparison, ResNet50 is
also evaluated, which is the level-0 generalizer that achieved
the highest accuracy on the validation set. The results show
that ResNet50 achieved an accuracy of 57.8%, which is con-
siderably lower than the accuracy of the “‘b-c-d”” and ““a-d-f”
ensemble classifiers on the test set. This observation confirms
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TABLE 2. DJI Mavic 2 zoom flight features.

Resolution 12 MP
Aperture /2.8

Focal length 24-48 mm
Shutter speed 8-1/8000 s
Sensor size 1/2.3 inch

the efficacy of our proposed stacked ensemble learning strat-
egy based on a combination of well-known pretrained CNN
architectures. As a result of the proposed stacked ensemble
learning rule, our recommendation is to utilize the majority
vote with EfficientNetB2-ResNet50-Xception when maxi-
mum performance is desired; however, for embedded devices
with limited memory/computing power, using the majority
vote with MobileNet-DenseNet121-Xception would provide
a reasonable tradeoff between complexity and performance.
MobileNet-DenseNet121-Xception has ~39% fewer param-
eters compared with EfficientNetB2-ResNet50-Xception.

IV. DISCUSSION

In this study, it was proposed a novel stacked ensemble
learning rule based on six pretrained CNNs, which are used
as level-0 generalizers in the stacked structure, to clas-
sify high-voltage insulator surface conditions. The choice of
level-0 generalizers is MobileNet, EfficientNetB2, ResNet50,
Xception, InceptionV3, and DenseNet121. The rationale for
choosing these architectures is that each of them has a
strong track record in image classification applications. For
the level-1 generalizer, we use the majority vote among a
selected subset of decisions made by level-0 generalizers.
The rationale behind model subset selection is that there are
no guarantees that including all level-0 generalizers, as the
input to the majority vote, will necessarily lead to the highest
classification accuracy.
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FIGURE 4. Augmented insulator images samples.

To train the level-1 generalizer or, equivalently, to deter-
mine the model subset (with the majority vote) that leads
to the highest accuracy on the validation set, it was con-
sidered both the estimate of the performance metric on the
validation set and the complexity of the model in terms
of a number of parameters. The complexity factor plays
an important role when it considers the potential imple-
mentation of the developed classifier over resource-limited
embedded devices. This strategy pointed to the use of a major-
ity vote with two combinations of pretrained architectures:
1) EfficientNetB2-ResNet50-Xception; and 2) MobileNet-
DenseNet121-Xception. Our recommendation is to utilize
the former combination when maximum performance is
desired while using the latter when computational efficiency
is required at the expense of a reduction in performance.

One limitation of our work is the number of images
used in the original training set before data augmentation.
We acknowledge that our sample size is smaller than the
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TABLE 3. Accuracies of level-0 Generalizers and their subsets on the
validation set. Each pretrained model is identified by a letter, and their
combination is identified by a combination of corresponding letters.

Model identifier: Validation

model name Accuracy
Level-0 generalizers a: MobileNet 0.540
b: EfficientNetB2 0.500
c: ResNet50 0.686
d: Xception 0.546
e: InceptionV3 0.560
f: DenseNet121 0.546
Level-0 1 a-b-c 0.580
generalizer 2 a-b-d 0.706
subsets 3 a-b-¢ 0.506
4 a-b-f 0.553
5 a-c-d 0.540
6 a-c-e 0.546
7 a-c-f 0.553
8 a-d-e 0.553
9 a-d-f 0.713
10 a-e-f 0.560
11 b-c-d 0.793
12 b-c-e 0.700
13 b-c-f 0.686
14 b-d-e 0.510
15 b-d-f 0.560
16 b-e-f 0.520
17 c-d-e 0.680
18 c-d-f 0.553
19 c-e-f 0.693
20 d-e-f 0.706
21 a-b-c-d-e 0.680
22 a-b-c-d-f 0.546
23 a-b-c-e-f 0.540
24 a-b-d-e-f 0.553
25 a-c-d-e-f 0.540
26 b-c-d-e-f 0.643

typical sample size used for training deep neural networks.
However, it is quite impressive that even with this small
number of images used in our stacked ensemble deep learning
approach, we can obtain 73.3% on the test set. The result of
this study paves the way to examine our proposed approach
using larger datasets. That being said, we have already ini-
tiated the process of collecting images from a variety of
insulators under a number of more environmental conditions.
However, this process is laborious and takes time. As a
result, we leave investigating the performance of the proposed
approach here in those settings for future studies. Another
related limitation is that here only two classes of insulator
surfaces are considered; that is, clean and contaminated,
and the contaminated condition only considered raindrops.
However, in practice, contamination could be in many other
forms such as dust, snow, and cement, to just name a few.
As a result, the robustness of the constructed models should
be examined here on other forms of contamination. To this
end, a comprehensive dataset of different contamination types
over a range of different insulators first needs to be col-
lected. Once the data is collected, our selected models here
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TABLE 4. Level-0 Generalizer subsets exceeding the preset “Baseline”
accuracy.

Level-0 Level-0 Number of  Total number
generalizer generalizers parameters  of parameters
subsets
a-b-d MobileNet 43 M
2 EfficientNetB2 92M 36.5M
Xception 23 M
MobileNet 43 M
9 a-d-f Xception 23 M 353 M
DenseNet121 §M
EfficientNetB2 92M
11 b-c-d ResNet50 25.6 M 57.8 M
Xception 23 M
EfficientNetB2 92M
12 b-c-e ResNet50 25.6 M 58.7M
InceptionV3 23.9M
EfficientNetB2 92M
13 b-c-f ResNet50 25.6 M 428 M
DenseNet121 8§M
ResNet50 25.6 M
19 c-e-f InceptionV3 239M 57.5M
DenseNet121 8sM
Xception 23 M
20 d-e-f InceptionV3 23.9M 549M
DenseNet121 SM

may be fine-tuned and their predictive performance checked.
Should our selected models fail in predictive performance,
the proposed stacked ensemble classifier will be retrained,
which may lead to a new combination of the pretrained
architectures.

Another limitation in the present work, which also extends
to some of our previous studies [1], [55], [56], is the utility of
artificial contamination. The high-voltage laboratory condi-
tion was utilized to emulate the insulators’ contamination (in
this study specifically raindrops), and all data in this study
were collected in a laboratory environment. Even though
emulating raindrops in a laboratory environment is quite
straightforward, the robustness of developed models in real
environmental conditions should be examined. Nonetheless,
artificial pollution emulation in the laboratory is faster and
more feasible and it can help identify the insulator’s capa-
bility to deal with a predetermined intensity of moistened
pollution. The field pollution examination and data collection
will be able to completely satisfy and meet real operational
conditions as it reveals both the degree of the insulator surface
pollution severity for a specific setting and the capability of
the corresponding insulator, under voltage stress, to resist
the deposition of pollution when moistened with the rain.
Undoubtedly, the results of the examination carried out in a
relevant outdoor setting and in an indoor chamber with arti-
ficial contamination will give the most accurate predictions
for monitoring the condition of the insulator under different
weather conditions.

V. CONCLUSION
The high-voltage insulator’s prognosis techniques were
widely discussed and different solutions to evaluate the
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insulator surface condition were highlighted. Two ceramic
and rubber-post insulators in normal and raindrop contami-
nation conditions were studied and examined. Our empirical
results revealed that for insulator surface condition classifi-
cation, the proposed stacked ensemble learning rule based
on pretrained deep CNN architectures can outperform any of
the individual architectures used as part of its structure. This
is in sharp contrast with the usual “winner-takes-all”’ model
selection strategy in which a practitioner selects, tunes, and
uses a single pretrained architecture. Indeed, using intelligent
techniques in remote monitoring of high-voltage insulator
conditions requires an accurate classifier model. Using a
stacked ensemble learning model for the first time in the
high-voltage field here, this study can serve as a catalyst for a
rich set of research problems to implement various ensemble
learning algorithms successfully and accurately in overhead
line inspection.
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