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ABSTRACT The ever-increasing heterogeneous connections and the demands of the users pose many new
challenges to the network service providers to sustain by providing improved quality of service (QoS).
Software-defined networking (SDN) is a game changer in networking by allowing user customization
to enhance performance. With the advent of 5G and the increasing user requests, a massive volume of
heterogeneous traffic is generated in the network, increasing load. Currently, the existing load balancing
techniques lack efficiency in handling the load under unicontroller deployment. In addition, the network
paths selected must also be reliable and optimal. We proposed the self-socio adaptive, reliable particle
swarm optimization (SSAR-PSO) load balancing technique to address the issue of load balancing in the
unicontroller deployment of SDN. In the proposed technique, the performance of the node itself, known
as direct information, and the performance of the neighbouring nodes, known as indirect information, were
considered to identify the reliable node to form an optimal path. Simulation results showed that the proposed
technique outperforms the existing state-of-the-art techniques under TCP and UDP load in the following
network performance metrics: latency, packet loss ratio, throughput, average round trip time, and bandwidth
utilization ratio.

INDEX TERMS Load balancing, particle swarm optimization, quality of service, reliability, software-
defined networking.

I. INTRODUCTION
Implementing new services based on the changing require-
ments of the users while using cloud computing, IoT, sensors,
and other smart devices in building a smart environment
requires reliable and efficient networking technologies. The
heterogeneous network infrastructure demands the manage-
ability of resources to attain efficiency. It needs centralized
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control and a view of the entire network to manage the
network. The programming flexibility allows the network to
support existing and future services. SDN is a solution to
handle challenges with agility.

As the intelligence is transferred to the upper level,
the forwarding platform depends solely on controller
commands. The controller functions as a root to gather
messages and issue commands, whereas switches operate
in response to commands they receive. In this aspect,
the transition to controller mapping substantially impacts
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the SDN’s dependability. The customized software making
the device function depending on the vendor is elim-
inated by SDN, and load balancing improves network
management. There are several load-balancing techniques to
efficiently manage requests from heterogeneous machines,
which can be categorized as conventional and artificial
intelligence load-balancing techniques [1]. The traditional
network devices ultimately depend on the functioning of
the algorithms fed to them, while the SDN controller
load balancing can make decisions in a centralized way.
The conventional load balancing techniques are static
and state oblivious. The controller efficiently handles the
requests to process following the optimal path, resulting in
improved QoS.

Managing load is a severe problem in traffic management
of WAN (wide area network). The most effective load-
balancing algorithms use proxies to direct traffic to multiple
server clusters. More users mean more servers must deal with
a large access request quickly, meaning the latency must be
minimized. The more time a user must wait before accessing
a server, the lower the quality of the service [2]. One of
the crucial goals of the SDN controller is to balance the
load [3]. The load is increasing as more and more enterprises
move their data to the cloud, and the applications to serve
the client’s requests are also growing in Software Defined
Networking, which makes the performance poor.

Moreover, a non-reliable link and node selection degrades
the QoS [4], [5], [6]. To serve the clients and enterprises to
their satisfaction, it is required to balance the load efficiently.
The implementation of existing load balancing techniques
in [7] shows that there is no verification for checking the
reliability of the node and path used for transmitting the pack-
ets from the source host to the destination host. The packets
are forwarded through the nodes to reach the destination
following an optimal path. Various conventional load-
balancing techniques and artificial intelligence-based load-
balancing techniques currently manage the load to provide
QoS to the users. Load balancing in SDN leads to discovering
the best pathway and node for the fastest delivery of
requests [8]. However, such load-balancing techniques have
not considered reliability in following the path and selecting
the node to forward the packet to the destination. Therefore,
the problem of reliability while selecting the node and path
during load balancing in SDN has been considered here to be
addressed with our proposed research to improve the QoS.

In this paper, we contributed an adaptive meta-heuristic-
based load-balancing approach that minimizes latency and
enhances the QoS in SDN. The authors aim to find a reliable
switch in the network to send a flow table entry based on
which the packet can reach the destination. Our proposed
method differs from other researchers’ work because we
consider the neighbouring switches’ view of a current switch
based on social contacts to ensure reliability, and named
it self-socio adaptive, reliable particle swarm optimization
(SSAR-PSO). The term adaptive considers the reliable
path and node, which comes from direct information(self-

node) and indirect information (neighbouring nodes). The
reliability computed using the metrics from direct and
indirect information is adapted in selecting the node and
path to reach the destination. This research aims to provide
a self socio-adaptive load balancing with reliability in a
unicontroller deployment scenario. Moreover, an artificial
intelligence optimization technique is also used to find the
optimal path. Therefore, by integrating the AI optimization
technique with the technique to find a reliable switch, our
method outperforms in terms of QoS compared to the results
of other techniques. This research aims to address the load-
balancing issue in software-defined networking. Within the
domain of the control plane, the scope is limited to the
unicontroller load. Efficient load balancing in unicontroller
deployment will reduce the need for a multicontroller [7], [9].
Therefore, in this paper, our significant contributions are:

• Ensuring that the request is forwarded to a reliable
node on the source-to-destination path, collecting the
direct and indirect information from the switches and
considering them as inputs to the particle swarm
optimization technique.

• The time taken to handle each request is minimized,
which helps the controller to minimize the average
latency.

• Improving QoS in terms of various metrics.
Following the introduction section, section II presents

the background knowledge and the problem definition.
Section III discusses the related works. Section IV puts
forward the proposed framework. Section V constitutes a
general simulation setup and presents the metrics used to
measure the performance. Section VI presents the results and
discussion, and section VII summarizes the discussion in the
conclusion and future work.

FIGURE 1. SDN architecture.

II. BACKGROUND
SDN has taken over traditional networks.

From the above figure 1, the SDN layered architecture, the
controller in the control layer of SDN handles various types
of traffic. And because of the users’ increasing needs and
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services provided by the service providers, the traffic also has
increased, making it a bottleneck for the controller to manage
the load. There are two types of controller deployments in
SDN to handle the load: unicontroller and multicontroller,
as shown in figure 2 and figure 3, respectively.

FIGURE 2. Unicontroller deployment model.

FIGURE 3. Multicontroller deployment model.

In a unicontroller deployment model, as shown in figure 2,
limited network components are scalable and connected to
the controller. However, this number depends on various
parameters like the type of traffic handled, peak time,
service provided, etc. When the load on the controller
in the unicontroller deployment model increases, the need
to migrate nodes from one cluster to another arises in a
multicontroller deployment, and selecting a minimum load
cluster is a different research objective.

Figure 3 presents the multicontroller deployment model,
where multiple controllers communicate with each other
using the east-west interface. However, if the traffic in the
unicontroller deployment model is efficiently handled, then
the need for multicontroller deployment will be minimized.
This research focuses on the minimization of latency in
handling requests by improving the QoS.

Fat tree topology is commonly used in data center
environments [10], [11]. It is a K-ary tree. The number of
nodes in the tree grows and shrinks based on the value of
k. Fat tree topology is designed to provide high network

bandwidth and low latency for interconnectivity between
network devices such as servers and switches. Each core
switch is connected to various pods, where a pod is a
collection of aggregation switches and edge switches. Each
switch has multiple paths to reach other switches or hosts in
a Fat Tree topology. Each path can be assigned a unique path
identifier, and the network controller can use this information
to route traffic through different paths. It achieves this by
providing multiple parallel paths for data to travel between
devices, allowing for better load balance and redundancy.

Load-balancing techniques that use artificial intelligence
to replicate past behaviour are known as outcome-based
techniques [12] and employ a hybrid approach to problem-
solving. Metaheuristic methods utilize artificial intelligence
to address issues in the real world. Complex problems
can be solved using swarm intelligence (SI). SI entails
a collective investigation of how members of a local
population’s behaviour interact with one another. Biological
systems, in particular, frequently draw inspiration from
nature. Contrary to algorithms that rely on heuristics to
find solutions, swarm intelligence algorithms include an
evolutionary process in searching for solutions. A significant
number of candidate solutions in the search area and
reliable load-balancing performance are often required for
swarm intelligence applications in SDN [13]. Various swarm
intelligence-based algorithms like evolutionary algorithms,
particle swarm optimization, differential evolution, and ant
colony optimization and their variants are used to solve
metaheuristics problems [14], [15]. The widely used swarm
intelligence techniques for load balancing in SDN are ant
colony optimization (ACO) and particle swarm optimization
(PSO) [16], [17], [18].

III. RELATED WORK
The authors in [19] proposed a mechanism known as
a software-defined optimal network utilization mechanism
(SONUM) with a focus on minimizing the network packet
loss rate. Simulative experiments were conducted on a fat
tree topology with some fixed parameters to measure the
performance of the proposed mechanism over ECMP and
Hedera. Throughput and packet loss rate showed improved
results; however, other metrics were not considered. The link
bandwidth, which plays a vital role in load balancing, was
given the least importance in their work.

However, the other researchers considered link bandwidth
and incoming flows in their work to handle the load
in SDN [12]. Identification of flow as mice flow and
elephant flow was considered in proposing size-knapsack-
PSO. The proposed work was implemented on fat tree
topology and considered TCP traffic alone for assessing
the performance. The packet loss rate and flow completion
time have improved over SONUM, Hedera, and ECMP load
balancing techniques.

The researchers in [20] have handled the load balancing
issue in cloud computing by fine-tuning the inertia weight in
the PSO technique. The tuning of inertia weight was done
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to have a balance between local and global searches. The
proposed approach lowered the makespan and improved the
throughput and average resource utilization ratio. However,
the other QoS metrics were not considered in assessing the
proposed approach. Minimizing the response time is the chal-
lenge considered by the authors in [9]. An efficient switch-
controller pair reduces the throughput with more response
time. The genetic algorithm with PSO used in their work
assigned weights to the particles and minimized the switch
migrations. SDN-based topology in unmanned aerial vehicles
(UAV) uses PSO to utilize a greater number of connected
nodes to avoid collisions and use alternate routes during the
failure of routes in [21]. Packets delivered increased with
less delay, but the nodes selected to transfer the packets
were not verified to be reliable or not. The authors in [22]
proposed an energy-efficient service placement technique in
fog computing by minimizing the response time of latency-
sensitive applications. The application deadlines, application
makespan time, resources of the application module, and
fog node capacities were considered to dynamically place
the services. The network delay and bandwidth consumption
were considered, which impacts other QoS metrics.

A comparative analysis of round robin, ACO, and
improved ACO (Im-ACO) was made by the author in [23].
The author considered the weights with the node having a
minimum connection, and the optimal path was selected to
transfer the packets, giving an increased throughput. Most of
the authors focused on minimizing the load of the overloaded
controller. In contrast, the authors in [24] tried to solve the
problem by distributing the load equally, in the long run,
using artificial bee colony (ABC) optimization and reducing
the number of switch migrations, thereby improving the
performance. The authors in [25] used the ACO technique for
traffic load balancing in SDN. In unicontroller deployment,
the traffic was injected into the network using iperf3, and
the shortest path between the source and destination pair was
determined. Also, the implemented technique was assessed
in terms of throughput, data transfer rate, bandwidth, and
average delay. Though there was an improvement in all the
metrics considered in their work, the reliable path was left
undetermined. ACO and PSO techniques are compared with
round-robin in the context of load balancing in SDN () [26].
Comparison in terms of parameters used, advantages, and
disadvantages while balancing the load in SDN in a unicon-
troller deployment reveals that both techniques produce better
results than the round-robin technique. However, reliability
was not considered for node and path.

There was less consideration paid to using AI in SDN
for load balancing. The node and path used to transfer
the packets should be reliable to develop a reliable load-
balancing technique.

IV. METHODOLOGY
This section presents the normative action approach used
to improve existing load-balancing techniques’ performance.

Themethodology laid down by action research is exceedingly
helpful where finding existing methods and their execution
is required, with the goal that its impact on the framework
could be examined for further enhancements. This study finds
the best strategy for a reliable node and path to reaching
the destination, thereby increasing the capacity to handle
more load and providing implementation to measure the
framework’s performance. Moreover, the normative action
approach is fitted best for research that presents an innovative
procedure to cope with a problem and then compares it
with existing solutions to measure its effectiveness. Domain
analysis in the present study includes the switch’s control
plane to analyze the reliable node and path to forward
the packet. The controller considers direct and indirect
information about the switch in the proposed model and
utilizes them to identify the reliable node and path to
forward the packets. The direct and indirect information helps
propose, design and implement a new framework for load
balancing in SDN. To determine the effectiveness of the
proposed technique, implementation is to be presented that
is evaluated through testing and comparison with existing
techniques like round-robin, ACO, and PSO load balancing
techniques to ensure that the QoS metrics are improved. This
research presents proof of concept implementation regarding
the load-balancing approaches in SDN.

The three basic load balancing techniques, namely round-
robin, ACO, and PSO, are implemented initially. Later, our
proposed framework was included in the original PSO load-
balancing method. The reason for considering the round-
robin technique for comparison is that it is a widely used
load-balancing technique particularly used by CISCO [27].
The finest swarm optimization strategies for dealing with
meta-heuristic issues are ACO and PSO, which is why they
were chosen [28], [29], [30].

The initial PSO parameters are directly connected to
the convergence behaviour of the optimal solution. On the
other hand, PSO parameters are largely employed to provide
the SDN controller with optimum control. By tuning the
parameters, switches may reach their intended top speeds and
accelerations, frequently equal to the network’s maximum
performance. A further increase in these parameters will not
lead to quicker convergence, but it might result in poor control
of the switches if the SDN controller and the switches are
out of sync. Switches with greater maximum velocity and
acceleration are needed to achieve quicker convergence. It is
still possible for the researcher to exert some control over
the swarm’s exploration and exploitation inclinations via the
adjustment of c1 and c2 [12]. The controller in SDN is the
element that implements the technique to find the optimal
path between source and destination nodes.

Moreover, the nodes and paths used to reach the destination
are found to be non-reliable, reducing the QoS. In other
words, if a better node and path is more reliable than the
current one, then a modification to selecting such a reliable
node and path improves the QoS. Therefore, to select a more
reliable node and path, the PSO technique is modified with
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the integration of the proposed framework. In the techniques
used in this research for performing load balancing, the node
selected and the link used on the solution path is not verified
as reliable. Moreover, the above metrics discussed show that
they can be enhanced more by modifying the PSO technique.
The reasons for selecting PSO formodification are as follows:

• It is evident from the implementation done in the
authors’ previous related research work that the three
techniques used for load-balancing PSO have better
results [7].

• PSO has a fast convergence of global search
• The metrics used to assess the performance of the load
balancing technique can be used as input parameters that
can exactly fit the PSO technique and can be verified for
different topologies, too.

As a result, a framework with a modification to the PSO
approach is provided that uses the metrics collected from the
previous flows as input parameters to pick a reliable node
and reliable connection on the best route from the direct and
indirect sources. The proposed framework is integrated with
the PSO load balancing technique by modifying the cognitive
constraint by taking into account the direct information from
the node and the social constraint by taking into account
the indirect information, i.e., the information from the initial
node’s neighbouring nodes, to ensure that the node and
path chosen are of maximum reliability. Self-Socio Adaptive
Reliable Particle Swarm Optimization (SSAR-PSO) is the
name given to the framework.

SELF-SOCIO ADAPTIVE RELIABLE PARTICLE
SWARM OPTIMIZATION:

To solve the upper-level issue, PSO aims to allocate each
flow to the route with the lowest cost. Each solution is written
as an ordered vector of nodes (network switches) travelling
from the source to the flow’s destination. The particle swarm
optimization algorithm is a technique for finding the best
solution in the solution space by having each particle in
the population follow the current superior particle at a set
speed. The fitness function is determined to get the best
optimal solution. For each particle, the fitness function is
evaluated. In order to evaluate the fitness function of SSAR-
PSO, shown in Eq. 1, the factors like packet loss ratio, delay,
throughput rendered by the switch, and bandwidth utilization
are considered to evaluate the reliability constraint (R) for the
shortest path, which is used in the fitness function. The range
of R falls between [0, 1] . The node and path of maximum
f (p) is selected.

f (p) = max(Rmin(path)) (1)

The selection of PSO parameters significantly impacts
the algorithm’s performance and efficiency. In SSAR-
PSO, the tuning of parameters is done during the updation
of the particle’s velocity by considering the packet loss ratio,
delay, throughput, and bandwidth utilization of the switch.
The parameters in the velocity update equation of the PSO
algorithm are inertia weight (ω), random numbers r1, r2 and
the acceleration coefficients c1, c2,which are shown in below

TABLE 1. Notations used in the proposed framework.

Eq. 2. [31]

Vt+1
= (ωVt

+ c1.r1
(
pbest−post

)
+ c2.r2

(
gbest − post

)
)
(2)

Using Eq. 2, the position of the particle is updated following
Eq. 3.

post+1
= post + V t+1 (3)

The three terms combinedly designate a purpose to update
the velocity of the particle. The first term is the velocity at t th

iteration, the second term represents the cognition model, and
the third is the social model. The switch’s direct and indirect
information are considered cognitive and socio constraints in
the velocity updation in Eq. 2, the value of which impacts
forwarding the packet to the next successive switch. The
requests are sent to a reliable node along the reliable path
to decrease latency. Because of the decreased latency, the
controller can manage a greater workload.

The notations used in this section are summarised in
Table 1.
Let the switches controlled by controller m be Sm =

{sm1 , sm2, .. .}. The reliability between the source and
destination nodes Rs,d can be expressed, as shown in Eq. 4,
for the optimal path.

Rs,d =

∏
lεE

rlXl,pu,v∗
∏

nεV
rnXn,pu,v (4)

If node n, and link l are more reliable than other nodes
and links, then they may be included in the chosen route
between pu,v. Metrics such as the packet loss ratio (PLR),
transmission delay (TD), and throughput (TH)may be used to
determine the node’s reliability (rn). The ratio of bandwidth
used to the total bandwidth available is a useful metric for
gauging the stability of the connection known as bandwidth
utilization ratio (BUR) is used for link’s reliability (rl). Prior
traffic data are used to compile the values for these metrics.
To calculate the reliability of the whole route from the source
node to the destination node, we use Eq. 4, where the first
expression is the product of all reliable connections on the
ideal path and the second expression is the product of all
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reliable nodes on the optimal path. When a packet is sent
from the switch Smj to Smj+1, Smj takes in two pieces of data
about the previous traffic flow. (D), is for direct information,
(ID) for information that is not directly available to the reader.
As demonstrated in Eq. 5, the reliability of a node, rn, is equal
to the aggregate value of Smj multiplied by Smj+1.

rn =
1
2

∑
(D, ID) (5)

Under direct information, the switch Smj gets information
from Smj+1 about its packet loss ratio, delay, and throughput
using Eq. 6. And under indirect information, Smj gets
information about Smj+1 from Sm(j+1)′ in terms of the packet
loss ratio, delay, and throughput using Eq. 7.

D = Sm(j+1)PLR∗Sm(j+1)TD∗Sm(j+1)TH (6)

ID =
1
n

n∑
j=1

(Sm(j+1)′PLR∗Sm(j+1)′TD∗Sm(j+1)′TH (7)

In order to obtain the indirect information, an adjacency
matrix [32] is used to identify the neighbouring switches of
each switch Smj. Wherever there is a link from one switch
to other, it is represented as 1 and when there is no link
between the switches then it is represented as 0. For all the
links between Smj+1 to Sm(j+1)′ if there is link then it is
represented as 1 and otherwise it is 0. In the same way, the
link’s reliability (r l) can be calculated as an aggregate of
using direct and indirect information of Smj+1 in terms of
bandwidth utilization using Eq. 8.

rl =
1
2

∑
(D′,ID′) (8)

Under direct information, the switch Smj gets information
from Smj+1 about its bandwidth utilization using Eq. 9.

D′
= Sm(j+1)BUR (9)

And under indirect information, Smj gets information about
Smj+1 from Sm(j+1)′ in terms of bandwidth utilization using
Eq. 10.

ID′
=

1
n

n∑
j=1

(Sm(j+1)′BUR (10)

An aggregate of direct and indirect information of Smj+1 gives
the reliability value to Smj as the reliability of the link as
rl , as shown in Eq. 8. The index function: Xl,pu,v = {0, 1} ,
Xn,pu,v = {0, 1} is used to verify whether the link l and node
n, are part of the path or not. The problem of optimization
also helps to solve the location of the controller to maximize
the average network reliability between the controller and
switches. The following changes are done in the updation of
velocity in Eq. 2 of SSAR-PSO by evaluating the constraints
mentioned in Eq. 11 to prove that it is self-socio adaptive
reliable.

c1 =D∗D′ and c2 = ID ∗ ID′ (11)

TABLE 2. Simulation parameters.

where c1 is a cognitive constraint, and c2 is socio-constraint.
The flowchart in below figure 4, shows the modifications
done to PSO to use SSAR-PSO.

FIGURE 4. SSAR-PSO flowchart.

Therefore, packets may be routed to the reliable node
after it has been determined using the direct and indirect
information outlined above. The delay is decreased because
more packets may be sent at full speed to the destination
when they are forwarded to a reliable node. Reduced latency
improves the controller’s capacity for load balancing and its
performance in terms of QoS measures [33].

V. SIMULATION SETUP AND METRICS USED
This section presents the simulation parameters considered
for implementation in table 2, and the following discussion
presents the metrics used to assess the load-balancing
techniques.

Considering the above parameters mentioned, the infer-
ence has been made on the default packet size of 1024 bytes.
However, the number of packets has been kept varying to
10 packets each time in case 1 and by sending 100 packets
each time to measure the performance of each load balancing
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technique. So, this varying number of packets can be
considered for different types of networks.

A. BANDWIDTH UTILIZATION RATIO (BUR)
The bandwidth utilization ratio (BUR) is an important
assessment criterion in network transmission since it can be
used to determine the load status of a single link. When
BUR = 1, it means that the link capacity has been utilized to
the maximum, and this connection may have a full load with
a significant likelihood of link congestion occurring. When
calculating the link bandwidth usage ratio, the SDN controller
must collect cumulative transmitted bytes BT at the relevant
OpenFlow switches port to calculate the ratio. By calculating
the subtraction between BT and the cumulative sent bytes
of the previous period, BT−1 we can get the number of data
bytes transferred in this period, corresponding to the amount
of bandwidth the connection uses. Finally, we divide the total
bandwidth used by the connection in this timeframe by the
maximum bandwidth available. Consequently, the bandwidth
utilization ratio may be computed using Eq. 12.

BURlink =
BT − BT−1

Bmax
(12)

B. PACKET LOSS RATIO (PLR)
Packet loss happens during the packet processing phase in
a switch. Switches may lose a packet if they are overloaded
with other traffic and cannot handle the incoming packets
effectively. Ping time shows the busy state of the switch,
whereas the packet loss ratio indicates the load condition of
the route. On OpenFlow switches ports that correspond to
the SDN controller, the cumulative number of transmitted
packets PacketT and the cumulative number of received
packets PacketR may be collected by the SDN controller. As a
result, Eq. 5.13 may be used to determine the packet loss ratio
of a switch on a respective path:

PLR =
PacketT − PacketR

PacketT
(13)

C. TRANSMISSION DELAY (TD)
The time a packet takes to move from one node to another
is called delay. Transmission delay depends on the switch’s
performance, packet size and the state of congestion in the
transmission queue. The transmission delay may show the
connection’s congestion state and the switch’s load condition.
It can be derived as shown in Eq. 14.

TD =
Lengthpacket
Linkbandwidth

(14)

D. THROUGHPUT
It is a measure of the successful transmission of packets from
one node to another node. Therefore, the throughput can be
calculated using Eq. 15.

TH =

∑n
i=1 Packetsreceived∑n
i=1 Packetsoriginated

(15)

E. LATENCY
The time it takes for a packet to go from source to
destination across a network is called the end-to-end delay.
The transmission, propagation, and switch delays that occur
when forwarding the packet are included in this time
calculation, as shown in Eq. 16.

L = TDsr + PD+ TDdt + SD (16)

where L is the latency, TDsr is the transmission delay at the
source, PD is the propagation delay, TDdt is the transmission
delay at the destination, and SD is the delay at the switch.

Average Round Trip Time (RTT): Transmission of packets
in a source and destination path involves many nodes; thus,
the amount of time for a packet to travel from one node to
another and back is known as round-trip time.

By utilizing the fat tree topology with k=4, where there
are four core switches, eight aggregation switches, and eight
edge switches, having 16 hosts connected and the testbed
setup, the traffic is injected into the network by using D-
ITG by randomly selecting the source and destination nodes.
The load balancing techniques, namely PSO, ACO, RR, and
SSAR-PSO, are implemented on the same pair of source and
destination nodes by varying the traffic as TCP and UDP.
The results are extracted and used for comparative analysis in
terms of metrics like latency, packet loss ratio, average round
trip time, throughput, and bandwidth utilization.

VI. RESULTS AND DISCUSSION
The performance of the proposed scheme (SSAR-PSO)
is compared with the state-of-the-art schemes of load
balancing in SDN. The four load-balancing techniques are
implemented, and their results are compared under TCP and
UDP traffic separately. The experiments have been conducted
and are categorized into two cases. In case (1) each time, the
packets with an increment of 10 packets upto 100 packets
under both TCP and UDP traffic, and in Case (2) each time,
the packets with an increment of 100 upto 1000 packets
under both TCP and UDP traffic are sent from any source to
destination pair. As discussed in [7], the three load balancing
techniques, round robin, ACO, and PSO, are implemented
and based on the functionality of the techniques used; the
packets are sent to the destination host according to the flow
rules. Considering the PSO technique, a reliable node and
path is selected using SSAR-PSO. The packets sent from
source (H001) to destination (H009) under SSAR-PSO is
shown in figure 5 below.

Case (1): In this case, first, the TCP traffic and, later, UDP
traffic are sent separately with an increment of 10 packets
each time, and the results are collected and graphically
plotted.

The results in figure 6(a) show that the latency of SSAR-
PSO is less than all the other load-balancing techniques used
here for comparison. The average latency of SSAR-PSO is
11.070% less than that of PSO, 17.624% less than ACO, and
25.982% less than that of the RR technique, respectively,
under TCP traffic. While under UDP traffic, the results
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FIGURE 5. Transmission of packets under SSAR-PSO.

FIGURE 6. (a) : Analysis of Latency under TCP traffic with an increment of
10 packets each time. (b): Analysis of Latency under UDP traffic with an
increment of 10 packets each time.

in figure 6(b) the average latency of SSAR-PSO shows a
reduction of 6.770% over PSO, 14.420% reduction over ACO
and 16.950% reduction over RR technique. It is evident from
the above graph that as the number of packets transmitted

increases, the latency has been reduced as the path and node
used for transmission are more reliable than the node and
path used in other techniques. Also, the efficiency of SSAR-
PSO was measured in terms of metrics like packet loss ratio,
throughput, average round trip time and bandwidth utilization
ratio.

FIGURE 7. (a) : Analysis of packet loss ratio under TCP traffic with an
increment of 10 packets each time. (b): Analysis of packet loss ratio
under UDP traffic with an increment of 10 packets each time.

The packet loss ratio of SSAR-PSO is less than all the
other load balancing techniques used here for comparison,
which can be seen in figures 7(a) and 7(b). The packet loss
ratio of SSAR-PSO is 11.61% less than PSO, 18.59% less
than that of ACO, and 31.62% less than that of the RR
technique respectively under TCP traffic. From figure 7(b),
it is evident that under UDP traffic, SSAR-PSO has 22.67%
less than that of PSO, 32.285% less than that of ACO and
47.43% less than that of the RR technique, respectively. The
reason for this diminishing packet loss in SSAR-PSO is the
selection of reliable nodes for the transmission of packets.
The node selected for transmission uses direct information,
i.e., from the node itself, and indirect information, i.e., from
the source node’s neighboring nodes. So collectively, this
information, along with other inputs, is used to select a
reliable node. Therefore, the packet loss of the node selected
for the transmission of packets is diminishing.
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FIGURE 8. (a) : Analysis of throughput under TCP traffic with an
increment of 10 packets each time. (b): Analysis of throughput under UDP
traffic with an increment of 10 packets each time.

The throughput of all the load-balancing techniques is
compared and the results are presented in the following
figures 8(a) and 8(b).

The throughput of SSAR-PSO is more than all the other
load-balancing techniques used here for comparison. The
throughput of SSAR-PSO is 2.07% more than that of PSO,
3.34% more than that of ACO and 6.32% more than that
of the RR technique, respectively under TCP traffic. Under
UDP traffic, the throughput of SSAR-PSO is 2.62% more
than PSO, 7.45% more than ACO, and 12.89% more than
that of the RR technique, respectively. It is evident from
the above graph that the reason for this increase in the
throughput of SSAR-PSO is the selection of reliable nodes
for the transmission of packets. Using direct information and
indirect information, the maximummetrics values are used to
find the reliable node. Therefore, the throughput of each node
selected for the transmission of packets is increasing.

The average round trip time incurred by implementing each
of the techniques under TCP and UDP load is collected and
is depicted in figures 9(a) and 9(b) respectively.

Figure 9(a) shows that the average round trip time
of SSAR-PSO is less than all the other load balancing
techniques used here for comparison. Under TCP traffic the

FIGURE 9. (a) : Analysis of average round trip time under TCP traffic with
an increment of 10 packets each time. (b): Analysis of average round trip
time under UDP traffic with an increment of 10 packets each time.

average round trip time of SSAR-PSO is 4.78% less than
that of PSO, 9.79% less than that of ACO and 15.93%
less than that of the RR technique, respectively. Figure 9(b)
shows that the average RTT of SSAR-PSO is 6.91% less
than PSO, 10.22% less than ACO, and 20.09% less than
that of RR respectively under UDP. Similarly, the bandwidth
utilization in SSAR-PSO is less than all the other load-
balancing techniques used here for comparison, under TCP
and UDP traffic which can be seen in figures 10(a) and 10(b)
respectively.

The average bandwidth utilization of SSAR-PSO is 6.52%
less than that of PSO, 11.34% less than ACO, and 17.49%
less than the RR technique, respectively, under TCP traffic.
And under UDP traffic, SSAR-PSO utilizes 14.61% less
than PSO, 18.74% less than ACO, and 22.50% less than RR
technique, respectively. The reduced bandwidth can be used
to transmit more packets.

Case (2): The same experiments are repeated under the
TCP traffic and UDP traffic with an increment of 100 packets
each time with different source and destination pairs. The
results are collected, and comparative summarized results are
presented in table 3.
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FIGURE 10. (a) : Analysis of bandwidth utilization ratio under TCP traffic
with an increment of 10 packets each time. (b): Analysis of bandwidth
utilization ratio under UDP traffic with an increment of 10 packets each
time.

TABLE 3. Comparative results with increment of 100 packets each.

From the above table, it is evident that there is a reduction
in latency of SSAR-PSO both under TCP load and UDP load
when the packets were taken in increments of 100 each time.
However, the latency reduction is not as significant as in the
previous case. This explains that whenmore andmore packets
are sent, the reduction in latency is minimized because of the
congestion. The controller receives many packet_in messages
for which the time taken to process each such incoming
message is increased.

VII. CONCLUSION AND FUTURE WORK
A modification to the PSO load balancing framework named
SSAR-PSO was proposed by taking the cognitive constraint
with parameters packet loss ratio, delay, throughput, and
bandwidth utilization as direct information and socio-
constraint with the same parameters as indirect information
to find a reliable node and path to reach the destination
node. The algorithm selects a reliable node based on the
reliability evaluation done from the flow rules of the switches
during previous transmissions. During the evaluation, it was
realized that SSAR-PSO handles the load efficiently under
TCP and UDP traffic, with packets sent in an increment of
10 and 100 each time. In comparison, SSAR-PSO shows
better improvement in terms of latency with an incremental
10 packets each time as 26% approximately. And with an
incremental 100 packets each time as 12% approximately
under TCP traffic. While under UDP traffic, when packets
are sent with an increment of 10 packets each time, the
latency has reduced by 18% approximately and with an
increment of 100 packets each time, the latency is reduced
by 10% approximately. This reduced latency serves more
requests, improving the load-balancing capacity. But when
the number of packets sent kept increasing, like an increment
of 1000 each time, then this improvement deteriorated.
The reason for this reduction is due to the congestion
occurring.

The simulations to compare our proposed technique with
other techniques can also be conducted on other topologies,
which is our future work. This technique can also be extended
to multi-controller deployment, where several controllers
manage the switches under them, where scalability becomes
a bottleneck in unicontroller deployment. Operators are still
working to develop a stable core network architecture as
5G deployments start to roll out across networks. SDN and
NFV are two technologies that may be integral parts in
creating such dependability. The proposed framework can be
a powerful tool for reducing bottlenecks and ensuring fair
traffic distribution in the next 5G networks.
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