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ABSTRACT Neural Style Transfer (NST) is a popular technique of computer vision where the content
of an image is blended with the style of another, which results in a fused image with certain properties
of both original images. This approach has practical applications in various domains and has garnered
significant attention in both industry and academia. An interesting application of this technique is segmented
style transfer where a segmentation algorithm is used to locate objects within an image and then the style
transfer method is performed locally, producing images with different styles for different objects. This
approach opens up possibilities for creating visually striking compositions by seamlessly blending various
artistic styles onto specific objects within an image, allowing for a new level of creative expression. This
paper proposes a novel method that combines Segment Anything Model (SAM), a state-of-the-art vision
transformer-based image segmentation model developed by Facebook, with style transfer. Our approach
includes performing localized style transfer in selected segmentation regions of an image using classical
style transfer algorithms. To ensure smooth transitions between the stylized and non-stylized border we
also develop our loss function with a border smoothing technique. Experimental results demonstrate the
robustness and effectiveness of the proposed methodology, including the ability to infuse multiple artistic
styles into different objects within an image. The contributions of this work include integrating SAM with
style transfer, proposing a novel loss function, evaluating the segmented style transfer in multiple content
regions, comparing with state-of-the-art approaches, and experimenting with multiple style images for
diverse stylization. Our primary focus centers on creating a model that serves as a digital painter across
a wide range of image genres and artistic styles.

INDEX TERMS Segment anythingmodel, segment anything, segmentation, machine learning, style transfer.

I. INTRODUCTION
Machine learning (ML) is a powerful tool that allows comput-
ers to learn from data andmake predictions [1], [2], [3].When
combined with computer vision (CV),ML enables computers
to understand and interpret visual information [4], [5], [6].
CV specifically focuses on extracting meaningful informa-
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tion from images or videos, complementing ML’s ability
to learn and process data. Together, ML and CV form a
synergistic partnership in the realm of visual understanding
for computers. This powerful combination has led to numer-
ous applications, such as object recognition [7], [8], motion
tracking [9], [10], and medical imaging [11], [12], [13].
By continuously advancing these fields, we are able to
enhance our interaction with the visual world and revolution-
ize various industries.
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Neural Style Transfer is a technique in computer vision
where the style of a particular image is used in combination
with the content of another image to produce a blended third
image. It is generally performed by neural networkswhere the
representations of each layer are used to deconstruct and sep-
arate the components of an image [14], [15], [16], [17], [18].
More specifically, the feature maps of each layer are used
to calculate the content and the style of an image which
have been proven to be independent. This methodology has
gained popularity because it has achieved generating artistic
images that blend the content and style in visually striking
ways [19], [20]. It has practical applications in art, design,
and visual effects, and it has also become a popular topic in
academic research and deep learning communities.

Another interesting application of the aforementioned
method is its integration with semantic segmentation. The
latter is the process of assigning semantic labels to different
regions within an image, effectively segmenting it into
meaningful parts. By leveraging this technique in conjunction
with style transfer, we can achieve targeted and localized
transformations. The combined approach incorporates first
the object segmentation within an image and subsequently
localized style transfer [21], [22]. For example, we could
segment a picture of multiple cats and then perform style
transfer only to specific, desired cats. This targeted style
transfer enables us to selectively apply artistic styles to
particular objects, creating visually striking and attention-
grabbing images. By precisely delineating the regions of
interest through semantic segmentation, we have finer
control over the style transfer process, allowing for more
personalized and tailored artistic effects. This integration
paves the way for innovative applications in various domains,
such as fashion, interior design, and advertising, where
specific objects or regions can be stylized to enhance their
visual appeal and convey desired aesthetics.

Concerning the segmentation part, Facebook released the
Segment Anything Model (SAM) [23]. This is a Vision
Transformer-based model trained on a very large dataset
which is also created by Facebook named SA-1B. This
dataset consists of 11M diverse, high-resolution images with
1.1B corresponding masks. These masks were automatically
generated by the SAM mode. This model demonstrated
groundbreaking results regarding the image segmentation
task achieving state-of-the-art performance and generaliz-
ability. In more detail, SAM uses a vision transformer-based
image encoder to extract image features and prompt encoders
to incorporate user interactions, followed by a mask decoder
to generate segmentation results and confidence scores based
on the image embedding, prompt embedding, and output
token [24].

In this work, we combine SAM model with style transfer
to perform localized style transfer to selected segmentation
regions of a content image. Using classical style transfer
algorithms as a backbone we are able to perform accurate
image synthesis where the style of a painting is transferred
to segmentation areas of content images. We also develop

and introduce a novel loss function which creates smooth
shifts between stylized and non-stylized areas. This last
part is crucial, since we noticed that even though SAM is
very accurate in segmenting the objects in an image, the
generated image contains a gap between the segmentation
regions of different styles, which is not visual appealing.
Our newly introduced approach leverages the mask generated
by SAM, and subsequently employs dilation to generate an
augmented segmentation mask, which serves to constrain the
loss function.

An interesting application of this methodology could be
robotic painting with AI [25], [26] which represents a fusion
of cutting-edge technology and artistic expression. In this
innovative approach, robots equippedwith advanced artificial
intelligence algorithms are capable of autonomously creating
art. These AI-driven systems analyze data, including images
and patterns, to generate unique and creative compositions.
Our model has the potential to be utilized on a robot, enabling
it to receive a content image and an artistic style for inspi-
ration, along with specific instructions to perform localized
style transfer within a designated region of the image.

We evaluate our approach for style transferring using one
or more stylized images resulting in an image that may
contain multiple artistic styles for different objects (e.g. Van
Gogh for the sea and William Turner for the sky). Moreover,
we compare our approach to another localized style transfer
technique. Results indicate that our methodology is superior
and robust yielding visually captivating outcomes. Our main
contributions can be summarized as follows:

• We integrate SAM with the style transfer computer
vision field.

• We propose a novel style transfer loss function with a
smooth transition region.

• We evaluate our methods for the task of segmented style
transfer in multiple regions of the content image.

• We compare with state-of-the-art approaches.
• We experiment with multiple style images to infuse
multiple styles into the content image.

• Wepresent a comprehensivemethodology, accompanied
by experiments blending landscapes and paintings.

The structure of the remaining sections in this paper is
as follows: Section II provides an overview of the previous
studies conducted on neural style transfer and its combination
with segmentation techniques. In Section III, we delve into
the methodology behind neural style transfer, the segment
anything model, and our suggested loss function. Section IV
presents the results of our experiments, which evaluate
the performance of each individual component as well
as the complete proposed approach. Lastly, in Section V,
conclusions are drawn, and potential future directions for
further research are outlined.

II. RELATED WORK
This section provides an overview of the related work
regarding the field of computer vision known as neural
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style transfer. More specifically, we explore research works
concerning classical style transfer techniques as well as their
integration with segmentation models.

The technique of neural style transfer is first introduced
by Gatys et al. [27]. The basic idea is that it is feasible
to separate the style from the content of an image using
the feature maps of a pre-trained neural network. Since
then this has been an area within computer vision of
active research [28], [29], [30]. Gupta et al. [31] introduced
a novel loss function called the ‘total variation loss’, which
encourages smoothness in the generated images and helps
reduce artifacts and flickering. Additionally, they propose
a new optimization algorithm that uses adaptive learning
rates to control the stability and convergence of the style
transfer process. Huang et al. [32] address the challenge of
extending neural style transfer techniques to videos, where
real-time performance is required. They propose an approach
that enables the application of neural style transfer to video
sequences in real-time, allowing for the artistic transforma-
tion of each frame based on a desired style. Deng et al. [33]
proposed a transformer-based approach which takes into
account the long-range dependencies of an image. Qualitative
and quantitative experiments demonstrate the effectiveness
of the proposed approach compared to classical CNN-based
approaches that do not use attention. Yoo et al. [34] proposed
a wavelet corrected transfer (WCT) based that allows features
to preserve that structural information and statistical propoer-
ties regarding the VGG feature space. Their model achieved
remarkable results for high quality images (up to 1024 ×

1024) with relatively small inference time ( ∼ 4.5 seconds).
Compared to the current state-of-the-art, their approach had
a lesser GPU cost (Gigabytes). Huang et al. [35] proposed
a novel adaptive instance normalization (AdaIN) layer
that aligns the mean and variance of the content features
with those of the style features. Results showed that their
method achieves speed comparable to the fastest existing
approach, without the restriction to a pre-defined set of
style. Chandran et al. [36] introduced an extended version
of AdaIN named Adaptive Convolutions (AdaConv). This
method allows for the simultaneous transfer of both statistical
and structural styles in real time. In addition, AdaConv is
also applicable in style-based image generation which was
demonstrated through experiments.

The integration of neural style transfer and semantic
segmentation is also a topic that has already been explored by
researchers [37], [38], [39]. Castillo et al. [22] successfully
created a localized style transfer approach with a model
that classified pixels as foreground or background. They
used Mask R-CNN as a classification algorithm and Markov
random fields (MRFs) to deal with the boundaries of the styl-
ized segmentation area. While this approach yielded strong
results in many scenarios, experimental findings indicated
its limitations in segmenting camouflaged objects, such as
those partially submerged underwater and partially visible
outside the water. Matsuo et al. [40] proposed a complete
system that can segment target object regions using a weakly

supervised segmentation method and transfer a given texture
style to only the segmented regions. While this method
demonstrated strong performance on easily distinguishable
objects, it exhibited limitations when applied to objects with
rougher edges, as the style transfer technique tended to extend
beyond the object boundaries. Virtusio et al. [41] proposed
a framework that can selectively apply a given style onto
an object using only 4 user-defined points. Their approach
combines a style transfer module and an object segmentation
module to synthesize the stylized image. Results indicate
that their method can generate plausible results for multiple
objects within an image as well as for multiple artistic styles.
Hand et al. [42] proposed a methodology for local style
transfer usingmasks. These masks were generated either with
a histogram or based on the neighborhood of each pixel. Their
algorithm produced visually pleasing results but was sensitive
to the background of the image. Lin et al. [43] proposed an
algorithm that extracts the semantic information of style
image and content image automatically through a semantic
segmentation network and uses the semantic information to
guide the style transfer. Experiments on Celeba and Wikiart
show that their method can automatically extract the semantic
information of style image and content image. This method
performs accurately and the segmentation is robust, however
it is not generalizable since the segmentation model has
been trained on a specific dataset and can’t segment images
from a different distribution. Kurzman et al. [21] proposed
a class based style transfer technique that combines a
segmentationmodel with a style transfer algorithm to perform
real-time localized style transfer. Their approach is based
on a pre-trained segmentation model named DBNet and a
fast style transfer technique [44] achieving visually appealing
results. Even though their approach can operate very fast, it is
limited since the segmentation model has been trained on a
specific dataset and they use also pre-trained style transfer
models able to create images of only one style each.

A. RELATED WORK REVIEW FINDINGS
From the aforementioned related work review, we notice that
most researchers use old and outdated segmentation methods
which result in poor segmentation performance and thus
suboptimal localized style transfer. Also many researchers
use segmentation techniques that have been trained on a
specific dataset and have constrained generalizability. In light
of these limitations, our paper presents a novel contribution
that addresses the shortcomings of existing approaches.
We propose a segmentation model that seamlessly integrates
with a style transfer algorithm while also incorporating
a new loss function with a smoothing technique. Our
segmentation model overcomes the limitations of weakly
supervised methods by incorporating more robust and
accurate segmentation techniques. Moreover, a considerable
number of segmentation models are trained in advance on
particular annotated datasets, yet their ability to generalize
effectively to novel data is often limited.
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Furthermore, we see that all methodologies simply
combine segmentation and style transfer without ensuring
a smooth blend between these two separate components.
Instead, we introduce a novel border smoothing technique
that effectively eliminates artifacts and jagged edges often
associated with traditional style transfer methods. By care-
fully considering the border regions and introducing a
novel loss function, we can seamlessly blend the stylized
and original content, resulting in visually coherent and
aesthetically pleasing images. Our approach thus advances
the state-of-the-art in combining these two critical aspects of
image processing.

III. METHODOLOGY
The proposed methodology is comprised of three distinct
elements. To begin, Facebook’s SAM model is employed
to achieve precise image segmentation. Following this,
the annotated image undergoes a transformation into an
augmented segmentation mask, focusing on a particular
object within the image. The final stage involves applying
localized style transfer to this specific object through the
utilization of a VGG convolutional neural network. This
whole approach can be viewed on Figure 1.When we analyze
this image, we observe that the content image is given to the
segment anything model to created annotated segmentation
regions. Subsequently, this annotate image is converted to a
mask leveraging the user input which is the object of interest
(in this case the sky). Following this, the mask along with the
content and style image are given to the style transfer model
which performs local style transfer only to the specified
region.

A. NEURAL STYLE TRANSFER
Neural style transfer is an algorithmic technique that com-
bines mathematics and deep learning to create captivating
artistic transformations of images. The process involves opti-
mizing an objective function using mathematical equations.
Given a content image C and a style image S, the goal is to
generate a new image X that captures the content of C while
adopting the style of S. The algorithm leverages a pre-trained
Convolutional Neural Network (CNN) to extract featuremaps
from C , S, and X at different layers. Let FC , FS , and FX
represent the respective feature maps. The content loss is
computed as the mean squared error between FC and FX ,
given by:

Lcontent = ∥FC − FX∥
2 (1)

The style loss, which measures the differences in the Gram
matrices of feature maps across layers, is calculated as:

Lstyle =

∑
l

wl · ∥G(Sl) − G(Xl)∥2 (2)

where Sl and Xl are the Gram matrices of FS and FX at layer
l and wl represents the weight for each layer. The total loss
is a combination of the content and style losses, given by the

equation:

Ltotal = α · Lcontent + β · Lstyle (3)

where α and β are hyper-parameters. By minimizing Ltotal
using optimization algorithms like gradient descent, the
neural style transfer algorithm iteratively adjusts the pixel
values of X to converge towards a visually appealing fusion
of content and style.

We apply this algorithm using increasing number of
iterations to create images that have an ascending degree of
fusion with the style image. Moreover, neural style transfer
methods can sometimes introduce artifacts or distortions in
the stylized images. To battle this, one can adjust the iterations
parameter as well as the weights of the style, content loss to
achieve the desired result.

Regarding the software implementation of this approach,
we employed PyTorch with a pre-train VGG model and a
simple optimization loop. The code within the loop is derived
from the equations above.

B. SEGMENT ANYTHING MODEL (SAM)
The Segment Anything Model (SAM) is a model that
performs segmentation tasks on images. It takes as input a
set of points, each consisting of coordinates (xi, yi), object
membership label li, and/or a bounding box defined by the
top-left corner (xlt , ylt ) and bottom-right corner (xrb, yrb).
Additionally, an image I is provided as input.
SAM generates a mask, denoted as 0, which represents

the segmentation of the image according to the constraints
specified by the input prompts. The mask 0 indicates the
regions in the image that correspond to the foreground objects
based on the provided points or bounding boxes.

During the online process, users can interact with SAM
in real-time. After adding each point or bounding box, they
receive updated segmentation results. If the resulting mask
includes areas that are unexpected or should be considered as
background, users can add more background points. On the
other hand, if the mask lacks expected areas that should
be considered as foreground, users can include additional
foreground points.

The selection of content and style image masks occurs
in pairs. Users specify which regions of the content image
should adopt the style of which regions in the style image.
This indicates that SAM supports style transfer functionality,
where the style of one image can be applied to specific regions
of another image.

Overall, the interaction with SAM is represented as a
sequence of segmentation results 0 = (0i,c, 0i,s)|0|i = 1.
Here, 0i, c represents the segmentation mask for the content
image, and0i,s represents the segmentationmask for the style
image at the i-th interaction step.

Regarding the software implementation of this step, we uti-
lized the code available in the official SAM GitHub reposi-
tory.1 Integrating the model with Python is straightforward;

1https://github.com/facebookresearch/segment-anything
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FIGURE 1. Complete architectural approach of SAMStyler.

you simply provide an image as input to the model, and it
automatically generates all the masks.

C. LOCAL STYLE TRANSFER AND BORDER SMOOTHING
In this section, we describe how the style transfer algorithm
is integrated with the SAM to perform local style transfer in a
specific region of interest. After using SAM we end up with
a segmentation mask (S) with pixels values of either 1 or 0,
where 1 is the area corresponding to the object of interest and
0 elsewhere. An example of such a mask can be viewed on
Figure 2. In this, we see an image of a house by the lake
in the countryside. Using SAM, we extract the segmentation
mask for the house (object). Based on this mask, we create a
smooth transition region (M ) using morphological operations
on the segmentation mask. Specifically, dilation (D) expands
the binary regions defined by S using a structuring element
(B):

D(S) = S ⊕ B. (4)

This dilation can be configured using the iterations
parameter which controls the number of times the dilation
is applied. The higher this number, the thicker the smooth
transition region is.

The smooth transition region is obtained by subtracting the
original segmentation mask from the dilated map:

M = D(S) − S (5)

We set the values of M to a number close to 1 (e.g., 0.9)
and consequently add it to the original segmentation mask
resulting in an augmented segmentation mask A:

A = M + S (6)

An example of this is depicted in subfigure III-C. Here,
we see that the original segmentation mask of the house has
been dilated and the smooth transition area has a grey color
(values of 0.9). On the other hand, the black area has values
of 1 and the white values of 0.

The last step is to invert the augmented segmentation mask
as follows:

IA = 1 − A (7)

Using this inverted augmented segmentation mask, we for-
mulate a new loss function for the style transfer model,
introducing an additional regularization component, as shown
in Equation 8:

Ltotal = α · Lcontent + β · Lstyle + c · Lreg (8)

where the Lstyle and Lcontent remain the same. The last factor,
namely Lreg is defined as:

Lreg = ∥C × IA−G× IA∥2 (9)

where C is the original content image and G is the generated
image by the style transfer process.To enforce regularization,
we amplify this loss by a substantial factor, typically a large
value like 10000, denoted as c. This loss is specifically
computed for regions of the image that correspond to
non-zero values in the inverted augmented segmentation
mask. Also, one key difference here is that the staring image
G is not random noise but rather is set to be the same as the
content image C (in comparison to the original neural style
transfer approach, section III-A).

The intuition behind this new loss function is that, since
Lreg starts by being 0 (initially C and G are the same) and
it has a very large scaling parameter, the optimizer will
be forced to keep it close to 0 to minimize the total loss.
This will subsequently compel the generated image to be
the same as the content image outside of the augmented
segmentation mask. Specifically, inside the object we expect
the optimization to alter the pixel values to minimize the
style loss and content loss (exactly like the original neural
style transfer method) whereas outside the optimizer will
keep the pixels intact. Regarding the in-between area (smooth
transition regionM , values set to 1−0.9 = 0.1) the optimizer
will alter the pixel values to minimize the style, content
losses but with the mask M working as a regularization
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FIGURE 2. Segmentation results and input.

(multiplication with 0.1) to limit the intensity of the style
transfer process for this specific region.

In summary, the anticipation is that the model will perform
intense style transfer within the segmentation region, slight
style transfer within the smooth transition region, and no style
transfer outside these designated areas.

The implementation of this loss in the software was
achieved by utilizing the cv.dilate2 function from openCV,
operating on the output segmentation mask produced by
SAM.

IV. RESULTS
Within this section we describe the outcomes of the
proposed methodology, SAMStyler. As a starting point,

2https://docs.opencv.org/3.4/db/df6/tutorial_erosion_dilatation.html

we demonstrate results of the style transfer algorithm with
varying degrees of intensity. Subsequently, we illustrate
SAMStyler’s results for both a content image and a painting
as a stylized image, where we apply style transfer to a specific
object within the image. In this configuration, we conduct
experiments with varying numbers of dilation iterations
to assess the impact of this modification on the model’s
performance. We also compare our approach with a state-of-
the-art localized style transfer method to prove robustness.
Lastly concerning this partial style transfer, we use multiple
styling images to apply different artistic styles to different
segmentation regions within the original content image.

A. STYLE TRANSFER
In this subsection, we present the outcomes of style transfer
with varying degrees of application. We demonstrate the
effects of applying the style image to the content image
in both subtle and pronounced manners showcasing the
resulting transformations. The results of this process are
exhibited in Figure 3. As mentioned before, the factor that
determines the intensity of the style transfer operations are
the epochs of the optimization process. To showcase diverse
outcomes, we applied the identical process with both fewer
and greater rounds. Here, we have a landscape content
image depicting a grass field, accompanied by a style image,
namely the ‘‘The Scream’’ painting of Edvard Munch. Using
a VGG-based style transfer algorithm, we perform style
transfer between these images in both a subtle and a strong
manner. The middle picture demonstrates a slighter fusion of
the painting and the right a more intense. The outcomes are
indeed convincing, and the generated images exhibit Edvard
Munch’s characteristic traits of bold, dramatic brushwork
and the compelling utilization of intense colors. Specifically,
we notice that the brushwork characteristic of ‘The Scream’
has been assimilated into the image, resulting in an artistic
expressionism style being adopted. These variations in style
transfer intensity highlight the flexibility and artistic potential
of our approach.

B. SAMSTYLER RESULTS FOR DIFFERENT DILATION
ITERATIONS
In this subsection, we demonstrate SAMStyler results for
a single styling image and different dilation iterations. The
results of this process are demonstrated in subfigure 5. Unlike
applying style transfer to the whole image, our approach
involves performing style transfer in separate segmentation
regions of the content image. To begin, the top left picture
consists of the original content imagewhich are twowolves in
their natural habitat. Adjacent to it is the style image, ‘‘Starry
Night’’, painted byVincent VanGogh (top-left). Based on this
content image, we demonstrate SAM segmentation results
on the top-right sub-figure. We observe that the model has
correctly segmented the image in appropriate regions, namely
each wolf separately, the forest background, and the logs at
the bottom of the picture. It is also worth noting that these
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FIGURE 3. Style transfer results.

segmentation regions can be overlapping (i.e. we can select a
specific log as a separate object or all the logs combined).

The rest of the sub-figures display the fusion results of
SAMStyler. Specifically, Figure 4 displays a fusion image
where the Starry Night painting has been applied to the
forest background of the content picture. We notice that the
application is successful and the painting has been applied to
the background. However, if we zoom near the segmentation
border (i.e. near the edge of the wolf’s head and the
background) we see that there is a small gap.We examine this
phenomenonmore closely and display it on the top-left of this
fusion image. We observe that the segmentation is not precise
enough and creates a contour around the wolf resulting in
a rough transition. This experimental result confirms the

needs of the augmented segmentation mask discussed in
section III-C. On the other hand, subfigure IV-B displays
the same fusion picture with the augmented segmentation
mask instead of a simple segmentation mask. For this
particular case, the smooth transition region has been created
by dilating the segmentation mask using 6 iterations. The
visual improvement of the resulting image and the blending
of boundaries between stylized and non-stylized areas are
clearly evident through the proposed smoothing technique.
The outcome is visually attractive, exhibiting seamless
transitions between the segmented areas. To highlight the
effectiveness of our approach, we have included a small
zoomed-in image in the top-right corner of this result. This
small image can be directly compared to the one without the
smoothing effect to emphasize visual difference.

The number of iterations serves as a delicate parameter
and demands judicious selection to bolster image quality and
establish a harmonious blending zone. In order to explore
this facet and exhibit outcomes, we conduct a series of
experiments with varying values for this parameter. Going
into more depth, subfigure VI-B portrays the outcome of
SAMStyler with 12 dilation iterations. Evidently, we observe
a subtle infusion of the ‘Starry night’ style into the wolves.
To clarify, we zoom in on the head of the left wolf to
highlight the new boundary in this area, facilitating a direct
comparison with other results. Furthermore, it’s important to
note the discernible impact of the regularization applied to the
smooth segmentation region, as opposed to the segmentation
mask. This is evident in the somewhat lesser degree to
which the style has been applied there. Lastly, depicted
in subfigure VI-B, the outcome for 18 dilation iterations
is displayed. In this case, the style has been even more
intricately integrated into the wolves, a fact readily apparent
when zoomed in on the wolf’s head. Consequently, tuning
this parameter in alignment with the user’s artistic vision is
crucial for achieving the desired outcome.

C. SAMSTYLER COMPARISON WITH OTHER APPROACHES
Within this section, we undertake a comparison between our
approach and the technique put forth by Kurzman et al. [21],
specifically known as CBStyling. This method combines a
pre-trained segmentation model (DBNet) with pre-trained
style transfer models to perform local style transfer. The
blending is done in a post-processing manner since the
style transfer is initially performed in the whole image and
later is restricted by a generated mask. It’s essential to
highlight that the segmentation model has been trained on
a specific dataset, rendering it effective for images sharing
the same distribution. Additionally, each individual style
transfer model has undergone training to generate a distinct
style and isn’t conducive to generalizing across multiple
styles. The implementation of this approach can be found on
GitHub.3 Our objective is to showcase the resilience of our
model in contrast to awell-establishedmethod, shedding light

3https://github.com/IssamLaradji/CBStyling
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FIGURE 4. SAMStyler results for a single styling image.

on the distinctive architectural strategies we employ when
comparing with alternative algorithms.

The experiments conducted to compare CBStyling and
SAMStyler is depicted in Figure 5. Every distinct exper-
iment is presented in a separate row within the figure.

Concerning the initial row, the left side showcases an
urban image side by side with the painting utilized as
the style reference. The primary focus revolves around
the road, and we illustrate the outcomes achieved through
the two approaches. To commence, it is notable that
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FIGURE 5. Comparison of CBStyling and SAMStyler.

SAM’s segmentation outperforms the alternative, effectively
distinguishing the road from the surrounding elements.
A closer examination of sub-figures VI-C, particularly
the areas highlighted by red circles, reveals that DBNet
mistakenly segments portions of the sidewalk as part of
the road. Additionally, directing attention to the top-left
corners of sub-figures VI-C and VI-C, we magnify the car to
underscore the efficacy of the smooth transition region. The
comparison highlights that CBStyling exhibits a perceptibly
abrupt boundary between stylized and non-stylized regions,
a challenge effectively addressed by SAMStyler. Analogous
observations extend to the second experiment. Notably, in the
zoomed-in image of the buses, the transition between the
two zones is impeccably smooth in SAMStyler’s output. This
effect serves as a contour delineating the entire segmentation
region.

Furthermore, it’s worth noting that within the seg-
mentation region, slight variations exist in the styling
results—a consequence of employing diverse style transfer
techniques.

D. SAMSTYLER FOR MULTIPLE STYLING IMAGES
In this subsection, we demonstrate SAMStyler results using
multiple styling images where each styling image is used in a
specific section of the segmented content image. The results
encompass renowned paintings by Monet and Van Gogh,
which can be observed in Figure 6. Regarding the first content
picture, it features two cats in a grass yard. Also, we can see in
the top left and right of the original picture the two paintings
that were used for stylization. These renowned paintings are

‘‘WheatfieldWith a Reaper’’ and ‘‘Impression, Sunrise’’. It is
demonstrated that the two separate styles can be incorporated
concurrently into the content image where each style is
applied to a different object (cat). The result of SAMStyler is
displayed on the right side of this figure. Upon examining the
image, we observe that each cat has the stylistic features of the
corresponding image without alternations in the background.
The segmentation is performed smoothly and the outcome
is aesthetically appealing. Moreover, it is worth noting that
in this image the cats are in close proximity, however the
distinction by the SAMmodel is highly accurate. Also, using
our method of smooth transition the segmentation border
between the two cats appears natural.

On the bottom-left of this figure we see a town as a content
image and two reference paintings, namely ‘The Great Wave
off Kanagawa’ and ‘Japanese Sunset’. We apply the sunset
painting to the sky of the content image and the wave artwork
to the sea. The result of this choice is demonstrated in the
bottom-right of the figure. It is evident that the style of the
wave painting has been successfully transferred to the sea in
the original town image, resulting in an visually satisfying
outcome. Additionally, the application of the sunset style
to the sky has transformed it from a daytime scene to
resemble a genuine sunrise painting. It is also apparent,
that the blending between the stylized and non stylized
regions is smooth thanks to our introduced border smoothing
technique. These examples showcase the versatility and
effectiveness of SAMStyler in applying multiple styles to
different regions of complex content images. This capability
opens up a wide range of creative possibilities for artists
and designers, allowing them to seamlessly integrate diverse
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FIGURE 6. SAMStyler results for multiple styling images.

artistic styles into complex compositions while maintaining
visual coherence.

V. CONCLUSION AND FUTURE WORK
Style transfer is a technique used to apply the artistic style of
one image (referred to as the style image) to another (referred
to as the content image). It aims to create a new one that
combines the content of the content image with the visual
style of the style image. This approach can be combined with
segmentation to create locally stylized images that contain
different styles for separate objects. In this work, we delve
into this possibility further by integrating Segment Anything
Model with the style transfer methodology. We also propose
a loss function incorporating a border smoothing technique
that creates a fluid transition between the areas that have
been stylized and those that have not. Such a step ensures
that the shift between the stylized and non-stylized regions
is seamless and does not have a small gap. The combined
architectural approach results in the creation of a model
named SAMStyler. Results demonstrate that this combination
is robust yielding visually attractive results where multiple

styles have been fused into the content image. Through
experiments, it is also proved that the proposed technique
is performs better compared to state-of-the-art approaches,
paving the way for enhanced and more versatile artistic
stylization in digital image processing.

In the future, we aim to test this approach with more
complex datasets that contain more objects that are not so
easily distinguishable. As an example, hidden or camouflaged
objects. To comprehensively assess performance under these
conditions, we are also committed to employing relevant
metrics tailored to the specific complexities of such datasets.
We also aim to try different style transfer models that may
produce more accurate results. Specifically, we would like to
test transformer-based approaches using the above method-
ology. Additionally, we plan to evaluate the performance
of our border smoothing technique in real-world scenarios,
considering factors like varying lighting conditions and
diverse backgrounds, to ensure its robustness and practical
applicability. At last, we aim to conduct user studies to
gather feedback and insights on the aesthetic quality and
user satisfaction with the stylized outputs generated by our
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approach. This user-centric evaluation will enable us to
further refine and improve our methodology, ensuring its
effectiveness and usability in real-world creative applications.
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