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ABSTRACT Recently, considerable attention has focused on enhancing the security and safety of industries
with high-risk level activities in order to protect the equipment and environment. In particular, chemical
processes and nuclear power generation may have a deep impact on their surroundings. In the case of
major events, such as chemical spills, oil rig explosions, or nuclear accidents, collecting accurate and rapidly
evolving data becomes a challenging task. So, coordinating a fleet of autonomous mobile robots is a very
promising way to deal with unpredicted events and also prevent malicious actions. This paper addresses the
problem of assigning optimally a set of tasks to a set of mobile robots equipped with different sensors to
minimize a global objective function. The robots perform sensing tasks in order to monitor the area and to
facilitate firefighters and inspectors work if a disaster occurs by providing the necessary measures. For this
purpose, a centralized Genetic Algorithm (GA) is proposed to determine the task each robot will perform
and the order of execution. The proposed approach is tested through a simulation scenario of a grid map
environment that represents an industrial area of the city of Le Havre, France. Moreover, a comparative
study is conducted with the Hybrid Filtered Beam Search (HFBS) approach and the Mixed-Integer Linear
Programming (MILP) solver Cplex. The results demonstrate that the GA approach offers a favorable balance
between optimality and execution time.

INDEX TERMS Multi-robot system (MRS), task allocation, genetic algorithm (GA), combinatorial
optimization, path planning, industrial area.

I. INTRODUCTION
Nowadays, the increase of critical systems and dangerous
sites (where the activity is linked to handling, manufacturing,
or storing dangerous substances) [1] imposes high-level
security measures to prevent failures and disasters. In case
a critical environment is not protected, there could be
significant losses in terms of both people and resources.
So, employing a team of mobile robots equipped with
sensors and load ranges is a promising way to deal with
safety issues. Robots are capable of delivering goods, taking
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measurements, distributing survival kits to possible victims,
clearing debris to reach them, and many other tasks. Based
on their working environment and the tools they employ,
mobile robots can be divided into three categories. Firstly,
Unmanned Aerial Vehicles (UAVs) can fly such as drones
and helicopters. Then, Unmanned Ground Vehicles (UGVs)
and Automated guided Vehicles (AGVs) are robots on the
ground that can move on wheels, tracks, or legs. And finally,
Autonomous Underwater Vehicles (AUVs) or Unmanned
Surface Vehicles (USVs) are robots that travel and operate
underwater.

Multi-Robot Systems (MRS) have been used in several
applications and industries. Agriculture [2], monitoring [3],
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search and rescue [4], target detection [5], product pick-up
and delivery in distribution centers [6], and health care [7]
are some pioneering MRS applications. Further, Multi-Robot
Task Allocation (MRTA) is one of the most interesting topics
ofMRS. It is a problem that aims to coordinate several mobile
robots to complete a large set of taskswith specific constraints
to optimize an objective function. The MRTA problem has
been put out in many different forms. It can be considered
as the Linear Assignment Problem (LAP) from Operations
Research [8] where each robot in a team can undertake
one task at a time and each task has to be completed by a
single robot. The LAP can be solved using the Hungarian
algorithm with O(n3) complexity [9]. Furthermore, other
types of MRTA problems are NP-hard and some of them can
be modeled as multiple Travelling Salesman Problems [10]
or Vehicle Routing Problems [11].
To categorize the MRTA topic, many researchers have

proposed different taxonomies. Gerkey and Matarić [12]
proposed a taxonomy based on robot capabilities, task
requirements, and time to classify the problem. For robots,
Single-Task robots (ST) refers to problems where robots can
execute only one task at a time. Besides, Multi-Task robots
(MT) means that robots are capable of executing multiple
tasks at a time. For tasks, Single-Robot tasks (SR) means
that the task requires exactly one robot to be done and
Multi-Robot tasks (MR) means that the task may require
multiple robots. Regarding the assignment time, Instanta-
neous Assignment (IA) deals with one planning i.e. each
robot performs one task, there is no future planning. Besides,
a Time-extended Assignment (TA) assigns a sequence of
tasks to each robot over a planning horizon. A given MRTA
problem can be categorized by combining the three axes.
For example, ST-MR-IA is a problem where robots can
execute one task at a time, tasks may require the coordination
of multiple robots, and the allocation is instantaneous.
Korash et al. [13] extend Gerkey and Matarić’s taxonomy by
including a new element that expresses the tasks as atomic
or compound bundles and the dependencies between them.
Furthermore, Nunes et al. [14] divided TA into two sub-
sections: temporal and ordering constraints.

MRS algorithms come in different forms and can be clas-
sified into two main categories: centralized and decentralized
approaches [15]. On the one hand, centralized methods are
based on a server that is responsible for communicating all
the information to the robots (robots do not communicate
with each other). On the other hand, decentralized methods
rely on a communication network since robots exchange
information directly with each other without the need for
a supervisor. Furthermore, Gerkey and Matarić described
three types of assignments: Offline, Iterated, and Online
assignment. In Offline allocation, the tasks are provided
at once and there is no dynamic assignment. Besides,
Iterated and Online assignments deal with the reassignment
in dynamic environments [16] where several constraints may
appear during task execution (failure of robots, dynamical

tasks, moving obstacles, environment changes . . . ). The
iterated assignment is an iterated version of the offline
assignment where a new solution is computed once a new task
is added to the system. For Online assignments, robots obtain
new tasks after completing their previously allocated ones,
they do not cancel their prior allocation.

In this study, we consider a multiple mobile robots
mission where each robot is equipped with specific sensors
to perform measurements that are spatially distributed in
different positions of an industrial environment. Developing
Multi-Robot missions that integrate the capabilities of robots
adds new restrictions and additional constraints that weren’t
addressed in the past formulations. In our context, the tasks
to be performed are measurements that are collected by the
sensors carried by the robots. A sequence of tasks is assigned
to each robot such that the team aims to take all tasks at the
minimum cost. Following the task allocation, a path planning
phase will be performed, enabling the robots to efficiently
navigate and accomplish their designated missions. Note
that a robot may perform several measurements in the same
position simultaneously if equipped with the appropriate
sensors. Therefore, the problem is classified according to
Gerkey and Matarić’s taxonomy as belonging to the MT-SR-
TA configuration. The resolution of problem configurations
involving MT robots. has been notably limited in the existing
research efforts. In particular, an additional effort in the field
of MT-SR-TA configuration is needed [17], [18]. Our MRTA
problem presents a multidimensional complexity due to the
combined challenges of handling MT robots, incorporating
spatially distributed measurements, and optimizing task
allocation. The problem is combinatorial by nature and
results in exponential growth of the set of possible solution
candidates as the number of robots and tasks increases.

The contributions of the paper are to provide a compre-
hensive model of the problem and to propose an offline
centralized Genetic Algorithm (GA) approach to solve
tasks assignment and planning simultaneously. The main
innovations are as follows: to develop a decision-making
tool for rapidly organizing information collection during
industrial incidents and providing potential solutions based
on GA. This tool has the potential to significantly improve
the efficiency and effectiveness of monitoring and incident
response in the case of industrial events. Moreover, the
proposed setting includes specific constraints that were not
considered in the existing studies. Finally, the encoding of the
problem specifications on the genome is fully detailed, such
that themethod becomes repeatable for comparison purposes.
To the best of the authors knowledge, this paper is the first
contribution that proposes to solve the considered MRTA
problem with GA. In contrast to the most related works
[18], [19], our contribution tackles a more intricate facet
of the MRTA problem. The authors in [18] primarily focus
on optimizing parallel task allocation without accounting
for robots capabilities and tasks requirements within a
MT-SR configuration. The authors in [19] introduce a
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Genetic Mission Planner (GMP) for heterogeneous multi-
robot systems, considering robots capabilities and tasks
requirements excluding explicit treatment of parallel tasks
execution and working within a ST-SR context with multiple
depots. In comparison, our work addresses a notably distinct
MRTA scenario. We propose an innovative model featuring
a single depot that encompasses the integration of diverse
robots capabilities depending on tasks requirements and the
execution of parallel tasks within a MT-SR configuration.
This comprehensive approach reflects the real-world com-
plexities ofmulti-robotmissions and presents a novel solution
paradigm that surpasses the limitations of the existing
literature.

Further, the cost is interpreted as the robot’s travel time
from one location to another one. Moreover, the battery
range of each robot is considered in the cost function as the
maximum cumulative travel time. So, real-world constraints
are taken into account during the optimization process.
Finally, we validate the proposed method by including a
comparative study that compares the given approach with
MILP and another existing approach. This comparison
provides insights into the strengths and weaknesses of the
method and demonstrates its effectiveness relative to other
approaches. In summary, The main contributions of our paper
are as follows:

1) Novel problem consideration: this paper addresses the
MRTA problem in the context of a fleet of sensing
robots that aim to perform multiple tasks based on
their capabilities. This is an important and relatively
unexplored area of research within MRTA [17], [19],
[20].

2) MILP formulation: this paper proposes aMixed-Integer
Linear Programming (MILP) formulation of theMRTA
problem in the given context. This formulation offers a
mathematical model that incorporates the key aspects
of the problem and can be used to optimize the
assignment and planning of the sensing robots using
a dedicated solver such as Cplex.

3) Evolutionary centralized algorithm: an evolutionary
centralized algorithm that solves the addressed MRTA
problem is introduced. This approach provides a
solution for the simultaneous assignment and routing of
the robots taking into account the unique capabilities of
each robot and the specific requirements of each task.

The rest of this paper is organized as follows: in the second
section, we summarize the MRTA state of the art. Section III
is dedicated to describe the problem studied and presents
a mathematical model that characterizes it. Further, the
techniques used in this paper are introduced and detailed in
Section IV, and the results are discussed through a simulation
scenario in Section V. Finally, Section VI concludes with
some recommendations and mentions for future studies.

II. STATE OF THE ART
In this study, we address the resolution of a specific MRTA
problem using GA. The reader can refer to [12], [13], [14],

[15], [16], [17], and [21] for detailed reviews of GA and other
methods applied in the MRTA context.

A. MULTI-ROBOT TASK ALLOCATION (MRTA)
MRTA problem can be solved using one of the three main
strategies: market-based, optimization-based, or behaviour-
based approaches. Market-based techniques, which draw
their inspiration from market trading, offer practical answers
to the MRTA problem. There have been various resource
allocation and optimization problems resulting from the
similarity between distributed computer systems and eco-
nomic systems [22]. They are based on a bidding procedure
where robots compete for tasks to satisfy a given set of
specific requirements. Market-based methods can be either
centralized where a central auctioneer (server or robot) is
responsible for collecting bids and assigning tasks to robots,
or distributed where robots solve conflicts on their own.

The auction algorithm is a classic market-based technique
that has been adopted in MRTA [23]. In [24], a distributed
auction technique has been used to compute the optimal
solution to a MRTA problem with task deadline limitations.
Further, while respecting the maximum number of tasks
each robot is capable of performing, the cost function is
to maximize the overall payoff of the assignment. Liu
et al. developed a distributed market-based algorithm to
compute the optimal solution for ST-SR-IA problems. This
algorithm has a polynomial time complexity and outperforms
the conventional auction method. Afterward, the popular
Consensus-Based Bundle Algorithm (CBBA), which links
auction characteristics and a consensus process to create a
conflict-free allocation was presented in [25]. Researchers
in [26] were inspired by this work to suggest alternative
algorithms that could outperform CBBA in terms of opti-
mality and communication. In general, market-based method
extensions were made by several studies in order to address
complex coordination constraints [27].

For optimization-based approaches, there are twomain cat-
egories: exact approaches and approximate approaches [28].
The ST-SR-IA is the only configuration where a solution can
be computed in polynomial time. Thus, it can be solved using
an exact approach such as the Hungarian Algorithm (HA)
[29] or Integer Linear Programming (ILP) [30]. Besides,
approximated methods such as heuristics and meta-heuristics
have been widely adopted in the MRTA literature because
of their reasonable numerical complexity for large-scale
problems. Bio-inspired algorithms such as Ant Colony
Optimization were used to solveMRTA problems [31]. It was
also solved using other heuristics and meta-heuristics such
as Beam Search [32], Tabu Search [33], Particle Swarm
Optimization [34], and Simulated Annealing [35]. Even
though meta-heuristics solve problems in a reasonable time,
it is still limited in larger-size problems because of the highest
difficulty of the problem. Consequently, researchers have
proposed to divide the process into two stages: the first
part is about tasks assignment, and the second part is about
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tasks planning and scheduling. In [36], a large-scale problem
is solved by partitioning the state space using a k-means
clustering technique. Following the grouping of the tasks, the
HA efficiently distributes robots throughout the clusters and
then GA is applied in each cluster to deal with the planning.

The last possible strategies to solve MRTA problems are
behavior-based approaches [37] where tasks are divided
into behaviors. It focuses on robots behaviour that will be
empowered tomake decisionswhile themission is in progress
instead of relying on a supervisor. In [38], a behavior-based
algorithm called ALLIANCE was developed to perform
tasks as soon as possible. Further, the BLE (Broadcast of
Local Eligibility) algorithm [39] was developed to deal
with dynamic task allocation (new tasks appearing during
the mission). Additionally, some specific categories of
MRTA with tasks that include dependencies and temporal
window constraints can be solved using Markov decision
processes [40].

B. TASK ALLOCATION WITH GA
GA is a metaheuristic technique that is inspired by Darwin’s
process of natural selection [41]. It belongs to the class of
Evolutionary Algorithms that solve optimization problems
from a population of solutions (called individuals). It has
been used to solve a variety of NP-hard problems for specific
applications and areas such as Facility Layout Problems [42],
Job Shop Scheduling (JSP) [43], Inventory Control [44],
Image Processing [45], Medical Imaging [46], and Wireless
Networking [47]. In the MRTA context, GA is widely used.
Authors of [48] presented a problem where 3 robots must
inspect fixed locations in an industrial area. Allocation of
tasks was performed using GA and then trajectories were
computed by the A* algorithm in a centralized manner.
Besides, a decentralized task assignment based on GA and
communication across several UAVs has been reported in
[49]. It aims to calculate a set of tasks for each UAV that
minimizes their cumulative flight time. Further, in situations
where a task requires the combined effort of more than one
robot, GA was also employed in [50] and [51]. A group of
homogeneous robots must carry out several tasks according
to their priorities. So, the cost function is calculated as the
total sum of the robots total travel time, the time spent
on each task, the time spent waiting for other robots to
perform a task that requires cooperation, and the waiting
time due to precedence constraints. The study of [52] has
considered aMRTAproblemwith humanoid robots for search
and rescue in dangerous areas. In the first phase, tasks were
clustered using k-medoid clustering, and then GA assigned
robots to clusters and solved the routing in each group.
Likewise, Alitappeh et al. [53] used the Voronoi diagram for
partitioning the state space, and then they applied GA and
Q-learning techniques in order to solve tasks planning.

The use of meta-heuristic methods, including GA, has
been found to be effective in providing good solutions
within a reasonable time frame, even for large-scale MRTA

problems. GA is indeed a commonly used approach in
this field due to its efficiency in exploring large solution
spaces and its adaptability to different problem formulations,
objective functions, and constraints. Furthermore, it is
worth noting that the majority of studies in the literature
insufficiently addressed additional constraints that can be
crucial in real-world MRTA scenarios. For instance, they
do not take into account different robots capabilities and
tasks requirements, where multiple tasks might be required
at the same position. In this paper, the utilization of GA is
extensively employed for addressing this formulation. The
robot capabilities and tasks requirements are both encoded
into the GA representation and fitness functions, which take
into account both the task allocation and the compatibility
between robots and tasks. By incorporating these constraints
into the evolutionary process, the GA generates solutions
that not only adhere to the problem’s requirements but also
optimize the given objectives.

III. PROBLEM STATEMENT
A. DESCRIPTION AND ASSUMPTIONS
The environment of navigation is a spatial grid map that is
composed of cells and considers the coordination between
UGVs and UAVs. For UAVs, a three-dimensional mesh of
size (Nx × Ny × Nz) is taken into consideration, while
for UGVs, a two-dimensional mesh of size (Nx × Ny)
is considered. The state space is composed of V cells
characterized by their addresses V = {v1, . . . , vj, . . . , vV }

and the spatial coordinates of their center of gravity (xj, yj, zj).
Note that the size of each one is defined according to
problem specifications. Moreover, one or more robots may
simultaneously visit a cell and there could be various kinds
of obstacles or one-way paths in the environment.

Several measurements must be performed in some partic-
ular cells of the environment, called ‘‘sites’’ in the next of the
paper. The set of sites to be visited is defined as a subset of V
and we refer to this subset asA = {a1, . . . , ai, . . . , aA}. Each
site ai corresponds to a cell vj of the environment. The robots
start and return to the same site a1 called ‘‘depot’’ where no
task is required. M = {m1, . . . ,mq, . . . ,mM } is the set of
measurement types. These measurements likely represent the
different data or information that the robots need to collect
during the mission. The set of tasks, that must be performed
by the robots in order to accomplish the mission, is defined
by J = {j1, . . . , jt , . . . , jT } where T represents the total
number of tasks. We formally define a task jt = (i, q) as a
measurement of typemq ∈ M to be performed in a given site
ai ∈ A. Further, we define the function T :M×A → {0, 1}
such that T = [ti,q], with ti,q = 1 if a measurement of type
mq is required in the site ai, otherwise ti,q = 0.
The mission is carried out by a team of R heterogeneous

mobile robots R = {r1, . . . , rk , . . . , rR} equipped with
specific sensors that execute the tasks. Depending on their
sensors, robots are of different types and two robots may
belong to the same type. Each sensor is suitable for a certain
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FIGURE 1. Mission example: An illustrative scenario (left), A possible solution (right).

measurement, andM represents also the set of sensors. The
functionP:M×R → {0, 1} is defined such thatP = [pk,q],
with pk,q = 1 if robot rk is equipped with a sensor of type
mq, otherwise pk,q = 0. Moreover, each robot is subject to
limitations in terms of time of service or energy consumption.
Bk represents a limited maximal travel cost for robot rk where
the cost may refer to time or energy.

Once the environment, tasks, and robots are defined, the
minimum travel costs between sites must be calculated. First,
for each robot, each displacement between two adjacent
(neighboring) cells vj and vj′ is defined by an elementary cost
c̃(j, j′, k) > 0 that is assumed to be known. Note that moving
directly from vj to vj′ is not possible if the cells aren’t adjacent
(in this case c̃(j, j′, k) = ∞). Afterward, the environment of
each robot rk is represented as a weighted graph that depends
at first on the 2 or 3-dimensional mesh used for rk . Each cell
is represented by a node and the transitions between the cells
correspond to the potential displacements associated with the
elementary costs.

At this level, the Dijkstra algorithm [54] is used to calculate
the smallest cost c(i, i′, k) between each pair of sites ai, ai′ ∈

A for each robot rk (due to the heterogeneity of the fleet,
each robot has its own graph and costs table). Consequently,
for any sites ai, ai′ , ai′′ ∈ A, ai, ai′ , ai′′ being different or
identical, we have c(i, i′, k) ≤ c(i, i′′, k)+c(i′′, i′, k). Observe
that the same symbols, c̃(j, j′, k) and c(i, i′, k), can be used
to denote the amount of energy or time depending on the
situation. In the rest of this paper, we refer to energy units
as EU and time units as TU.

The problem considered in this paper is to assign suitable
robots to the tasks and to plan the sequence of tasks S(k)
for each robot rk in order to minimize a cost function. The
following assumptions are considered:

• A robot can execute one or several tasks at the same
location at a time (MT);

• Each task is completed by a single robot (SR);
• Each robot’s allocation is considered over a planning
horizon (TA);

• All the robots start and return to the depot a1;
• Each task is carried out by a robot equipped with the
required sensor;

According to Gerkey andMatarić’s taxonomy, our problem
falls in the MT-SR-TA configuration. The MinSum and
MinMax global cost functions are commonly used in
combinatorial optimization [55]. The MinSum objective
function C1 : {S(k), rk ∈ R} → R is used to evaluate the
overall cost incurred by all robots. In the next, we will use
this function with energy units. In such a case, it is interpreted
as the amount of energy used by the entire fleet of robots to
accomplish all tasks:

C1 =

∑
rk∈R

C(S(k)) (1)

where C(S(k)) stands for the cost of the sequence of tasks
S(k) to be performed by the robot rk . Further, the MinMax
objective function C2 : {S(k), rk ∈ R} → R is used to
evaluate the highest individual cost of the robots. In a search
and rescue mission where the objective is to reach a victim
as soon as possible, it might be preferable to use the MinMax
cost function with time units:

C2 = max
rk∈R

C(S(k)) (2)

The approach proposed in this paper is suitable for the
two objective functions mentioned previously. As a problem
context, we consider a multi-robot mission of gathering
measurements in an industrial area for surveillance in the
first phase and for intervention in case a disaster occurs.
For surveillance missions, we use the MinSum function to
minimize the cumulative energy consumption by the entire
fleet. Further, if an industrial accident turns out, the MinMax
function will be employed in order to gather the information
in a short time.

Example: Figure 1 left presents an example of a possible
scenario. Here are the key details:

• Sites: the tasks are distributed over four specific sites,
denoted as {a2, a3, a4, a5} and a1 is the base location
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TABLE 1. Variables used in this paper.

TABLE 2. Abbreviations used in this paper.

TABLE 3. Tasks required in each site.

for the robots from where they start and return after
completing their assigned tasks.

• Measurements: there are three types of measurements
considered in this scenario, namelyM = {m1,m2,m3}.

• Tasks: there are a total of eight tasks that need to be
assigned to the robots. Table 3 defines tasks in each site,
i.e., defines the function T .

• Robots: there is a team of two robots, denoted as
R = {r1, r2} equipped with different sensors. The
robot r1 is equipped with two sensors that can perform
m1 and m2. On the other hand, robot r2 is equipped
with two sensors capable of performing m2 and m3.
The capabilities of each robot and its corresponding
sensors are summarized in Table 4, which defines the
function P .

TABLE 4. Capabilities of each robot.

In this scenario, a MinSum optimization is considered to
determine the sequences of the two robots, r1, and r2. For
simplicity, the reserve of autonomy of the robots is assumed
to be large enough, meaning that they have the necessary
energy resources to perform their tasks efficiently. In Figure 1
right, the trajectory of robot r1 is represented by the solid
black lines, while the trajectory of robot r2 is represented
by the dotted black lines. The robot r1 visits successively a2,
a3 and a4 to perform respectively m1 in a2, m1 again in a3,
and {m1,m2} in a4. Besides, r2 visits a2, a3, and a5 to perform
m3 in a2 {m2,m3} in a3, and m3 in a5.

B. MILP FORMULATION
The problem may be formalized with Mixed Integer Linear
Programming (MILP) as detailed in Equations (3) to (9). The
boolean decision variable xki,j is 1 if robot rk moves from
state ai to aj to take one or more measurements, and it is
0 otherwise. In addition, the integer decision variable uki gives
the order of visit of the site ai by robot rk in the case where
ai belongs to the mission of rk , otherwise the value of uki do
not matter.
Equations (3) and (4) indicate the objective functions, that

minimize the sum of the cost of each robot in the case of
the MinSum optimization (3) and minimize the max of the
cost of the robots in the case of MinMax optimization (4).
Equations (5) to (7) impose that each robot circulates along
a circuit including the site a1 (depot) [56]. Constraint (8)
guarantees that each task is accomplished by at least one
robot. However, it inherently tends to converge towards
the optimal solution of having one robot per task due to
the associated minimal cost. Constraint (9) deals with the
autonomy limitations of the robots, i.e. the overall cost of the
mission of robot rk must not exceed Bk .

min
∑
rk∈R

∑
ai,aj∈A

xki,j × c(i, j, k) (3)

or min max
rk∈R

∑
ai,aj∈A

xki,j × c(i, j, k) (4)

s.t.
∑
ai∈A

xk1,i = 1 ∀rk ∈ R (5)

∑
aj∈A

xki,j =

∑
aj∈A

xkj,i ∀ai ∈ A, ∀rk ∈ R (6)

uki + xki,j ≤ ukj + (A− 1) × (1 − xki,j)

∀ai ∈ A, ∀aj ∈ A/{a1}, ∀rk ∈ R (7)∑
rk∈R

∑
ai∈A

pk,q × xki,j ≥ tj,q ∀mq ∈ M, ∀aj ∈ A (8)
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FIGURE 2. Architecture of the proposed system.∑
ai,aj∈A

xki,j × c(i, j, k) ≤ Bk ∀rk ∈ R (9)

IV. PROPOSED GA-BASED SOLVER
Figure 2 illustrates the architecture of the proposed system.
First of all, we represent the environment as a grid map that
will be converted into a directed graph. Further, the Dijkstra
algorithm will compute the shortest paths between each pair
of sites (ai, aj) and the corresponding traveling costs. At this
stage, the generated costs table will be used as inputs for
the GA that will perform task allocation (task allocation
means the calculation of the complete sequence for each robot
and thus determining assignment and planning). Finally, the
trajectory of each robot will be computed according to the
computed sequences by the allocation solver and the shortest
paths generated previously by the Dijkstra algorithm.

In GA, an initial population of individuals serves as a start-
ing generation. Further, to create the following generation,
different operations are applied to this population. The fitness
of each member of the population is calculated in every
generation (the cost value of each individual) and from the
existing population, the fittest individuals are stochastically
chosen, and certain individual’s genome is changed to create
a new generation. When the solution has reached a suitable
fitness level or the algorithm has produced a maximum
number of generations, the algorithm ends. The primary goal
of the GA is to raise the population of solutions fitness values
using crossover and mutation operators before identifying the
best solution. The rest of this section presents the details of
our genetic process. Let us introduce some basic terms that
will be used throughout this section:

• Population: a subset of all potential (encoded) solutions
to the problem in the current generation.

• Chromosome: a potential solution to the given problem.
• Gene: element of a chromosome.

FIGURE 3. Chromosome encoding.

• Fitness function: a function that takes a solution as an
input and outputs if it is suitable or not. In this study, the
fitness function is the objective function.

A. CHROMOSOME ENCODING
In the context of the problem being studied, the chromosome
or individual encoding is a fundamental component of a GA.
It serves as a representation of a solution and is inspired
by the structure of real DNA chromosomes. It is typically
represented as a string or a bit-string format. Each position
within the string corresponds to a gene, which represents
a specific attribute or characteristic of the solution. In this
particular work, the chromosome is represented using a table
consisting of three lines. The structure of the chromosome
table is as follows:

• The first line of the table represents the positions. These
positions refer to the specific sites where the tasks need
to be performed by the robots.

• The second line of the table represents the associated
measurements. Each position in this line corresponds to
a measurement type that needs to be performed at that
position.

• The third line of the table designates the assigned robots.
Similar to the previous lines, each position in this line
corresponds to the robot that is assigned to perform the
measurement at the respective site.

Therefore, each column in the chromosome table, which
is composed of a position, an associated measurement, and
the assigned robot represents a gene in the chromosome. The
information encoded in the chromosome describes the assign-
ment of tasks to robots, considering the positions and the
measurements. Afterward, to provide a visual representation
of the solution encoding, Figure 3 illustrates the chromosome
table for the example presented in Figure 1. This visual
representation helps to understand how the information is
organized and encoded within the chromosome.

Since the proposed method aims to calculate a sequence
of tasks for each robot, the chromosome will be converted
to a sequence of tasks for each robot considering departure
and return to the depot. In detail, the sequences of the
chromosome in Figure 3 are S(1) = (a1, ∅)(a2,m1)(a3,m1)
(a4,m1)(a4,m2)(a1, ∅) and S(2) = (a1, ∅)(a2,m3)(a3,m2)
(a3,m3)(a5,m3)(a1, ∅).

B. POPULATION INITIALIZATION
The GA process begins with population initialization. In this
step, the first generation of individuals is created. The total
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FIGURE 4. Robots that can perform each task.

number of generations in the algorithm is denoted as τg. The
population size for each generation is denoted as τp.
There are two common approaches for population ini-

tialization: random initialization and heuristic initialization.
In random initialization, the initial population is generated
by randomly creating individual solutions or chromosomes.
On the other hand, Heuristic initialization involves filling the
initial population using a heuristic method. It can provide
a few good solutions to seed the population, which may
help to speed up the convergence toward optimal solutions.
However, it has been noted that employing a heuristic to
initialize the entire population can lead to a population
with highly identical solutions and minimal variety. The
random solutions are the ones that push the population
toward optimality according to experimental observations.
Therefore, instead of providing the entire population with
heuristic-based solutions, heuristic initialization can be used
to seed the population with a few good solutions and fill in
the gaps with random ones. Additionally, it has been noted
that, in some instances, heuristic initialization only affects the
population’s initial fitness; yet, in the end, it is the variety of
solutions that produce optimality.

In this study, the initial population is created randomly.
Nevertheless, in order to avoid unsuitable solutions, only
appropriate robots are considered for a given task. Figure 4
presents the table from which the first population is
generated. A random draw is done in the third line which
allows for choosing one of the suitable robots for each task
that involves the measurement m2.

C. SELECTION AND FITNESS EVALUATION
As previously mentioned, the fitness function is a crucial
component of GA that evaluates how ‘‘fit’’ or ‘‘acceptable’’
a candidate’s solution is in relation to the problem under
discussion. The calculation of fitness value must be quick
enough because it is performed repeatedly in a GA. The
purpose of this optimization is to minimize the objective
function. After each iteration, a selection process takes place
according to the cost function and the chosen chromosomes
will construct the new population.

GA evaluates the quality of solutions represented by
the chromosomes in a population using fitness (cost) as
a designator. The purpose of a GA’s selection component
is to employ fitness to lead the evolution of individuals.
There should be a selective push towards more highly fit
solutions since those with greater fitness should have a
better possibility of selection than those with lower fitness.

However, it is also essential to consider lower fitness
solutions during the evolution process, as they can potentially
contribute to the generation of better solutions through the
recombination process. In this particular work, the new
population should be composed of several elements. Firstly,
a portion of the best parents is included. Additionally, a por-
tion of the best offspring, generated through recombination,
is also incorporated into the new population. This allows
for the preservation and propagation of favorable genetic
material. Furthermore, the population should also contain
some mutants, which are individuals with randomly altered
genetic information. Mutations introduce diversity into the
population and help explore new areas of the solution space.
Lastly, a random complement of lower-fitness parents and
offspring is included in the new population. While these
individuals may have lower fitness, they still play a role in
the evolutionary process by potentially contributing to the
generation of improved solutions through recombination or
mutation.

By combining these different elements in the new popula-
tion, the GA can strike a balance between exploiting highly
fit solutions and exploring the solution space for potentially
better alternatives.

D. CROSSOVER AND MUTATION
Chromosomes chosen from a population are recombined to
create the next solution through the process of recombination.
Crossover and mutation are the two basic genetic operators
that make up recombination. The behavior of genetic
operators is nondeterministic. Each has a distinct chance of
happening, and the precise result of the crossover or mutation
is equally unpredictable. In order to create one or two
successor chromosomes, the crossover operator simulates
the merging of genetic material from two chosen parent
chromosomes. In a GA, the crossover is typically used with a
high rate of happening τc. In this work, the crossover operator
(Figure 5) is mainly done in the four following steps:

1) Randomly select two genes from each chromosome.
2) Identify corresponding genes in each chromosome

that have the same measure. There may be multiple
corresponding genes, so one is randomly chosen from
each individual.

3) Swap the assignments of the robots between the
selected gene and its counterpart in the other chromo-
some. This modification alters the assignment of tasks
to robots.

4) Swap the positions of the two selected genes within
the same individual chromosome. This modification
changes the routing of tasks within the chromosome.

On the other hand, the mutation operator introduces minor,
arbitrary changes to a chromosome. It operates by modifying
information in one or more of its genes to obtain a new
solution. It is usually used with a low rate of happening τm to
maintain diversity in the genetic population (GA is reduced
to a random search if the mutation rate is high). In this paper,

99942 VOLUME 11, 2023



H. Chakraa et al.: Centralized Task Allocation Algorithm for a Multi-Robot Inspection Mission

FIGURE 5. Crossover operation between two chromosomes.

FIGURE 6. Mutation operation.

the mutation operator illustrated in Figure 6 consists of the
following steps:

1) Randomly select a gene from the chromosome.
2) Change the robot assigned to perform the task repre-

sented by the selected gene to another robot equipped
with the necessary sensor. This modification ensures
that the task is assigned to a suitable robot.

By applying crossover and mutation operators to selected
chromosomes, the GA explores different combinations of

FIGURE 7. Binarization (right) of an industrial area (left) in Le Havre Port,
France.

genetic material and introduces diversity into the population,
facilitating the search for optimal or near-optimal solutions.

V. RESULTS AND DISCUSSION
A. SIMULATION SCENARIO
To demonstrate the results of the proposed method, we have
selected an industrial area in the port of Le Havre City,
France, known for its high-risk activities (Figure 7 left). The
objective of the multi-robot mission in this area is to collect
measurements for surveillance and intervention missions in
case of a disaster. The mission involves three Unmanned
Ground Vehicles (UGVs). In order to simulate the robot’s
mission, we converted an aerial view of the area into a 2D
grid map, as shown in Figure 7 right.
The grid dimensions are Nx = 45 and Ny = 20, so,

it is divided into 900 cells V = {v1, v2, . . . , v900} that
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TABLE 5. Tasks required in each position.

TABLE 6. Capabilities of each robot.

represent the environment. White cells represent open spaces
where mobile robots can navigate and take measurements,
whereas black cells represent structures or obstacles where
robots cannot stay. Each cell is 30m × 30m in size. One
can observe that this setting allows for solving collision
issues between robots within each cell at the navigation
level. Furthermore, it is assumed that the elementary cost
c̃(j, j′, k) equals 1 between each of two adjacent cells vj and
vj′ , otherwise c̃(j, j′, k) = ∞when vj′ is an obstacle. Once the
environment is converted to a graph, the Dijkstra algorithm
will compute the costs and the trajectories between each pair
of sites including the depot.

The tasks to be assigned to robots are distributed over
twelve particular sites and A = {a1, . . . , a13} where
a1 is the depot. Five types of measurements M =

{m1,m2,m3,m4,m5} are considered as follows:
1) Detection of gas leak m1: Non-Dispersive Infrared

Sensors have been extensively used for gas leak
detection. This device operates by detecting various
light wavelengths absorbed by gases using infrared
light [57].

2) Detection of a fire source m2: a common method for
the early detection of hot areas that could cause a fire
danger is a thermal imaging camera technology [58].

3) Air quality measurement m3: sensors that measure air
quality are used to find airborne contaminants. This
includes substances that could be hazardous to human
health, such as particles, pollutants, and noxious gases
(CO, CO2, . . . ).

4) Temperature measurement m4: the most popular
kind of temperature sensors are thermocouples. They
are employed in commercial, transportation, and

residential purposes. Thermocouples offer short
response times, can be useful over a wide temperature
range, and are self-powered.

5) Shooting a specific area m5: vision sensors that
employ image processing are used for a variety of
tasks, including sorting objects, identifying characters,
measuring object size, and detecting defective objects.

This scenario is composed of thirty-three tasks J =

{j1, . . . , j33}. Table 5 defines themulti-robot mission. Further,
three UGVsR = {r1, r2, r3} equipped with different sensors
that can perform the measurements M constitute the team.
The robot r1 is equipped with three sensors that can perform
m2, m3, and m5. Besides, robot r2 is equipped with four
sensors for m1, m2, m3, and m5 respectively. The last robot
r3 is equipped with sensors form1,m4, andm5. Table 6 shows
the capabilities of each robot (which defines the function P).

GA (Genetic Algorithm) is utilized to determine the
optimal sequence of tasks for each robot based on calculated
costs, preliminary data of the state space (Table 5), and the
characteristics of the robots (Table 6). The objective is to
allocate tasks in order to minimize either the cumulative
energy consumption of the fleet (MinSum objective function)
or the mission time (MinMax objective function) in different
phases of the mission.

In the first phase, the mission involves regular monitoring,
and the objective is to minimize the cumulative energy
consumption (The MinSum objective function is used). The
robots start and end their missions at the same location
v878 (symbolized as a triangle in Figure 8), and their paths
are illustrated in blue dotted lines. Robot r1 path includes
v666, v310, v248, and v562. In these locations, it performs
specific measurements according to the task sequence, such
as {m2,m3,m5)} in v666, {m2,m3)} in v310, {m2,m3)} in v248,
andm2 in v562. The cumulative cost of this sequence is 66EU ,
considering that its maximum battery range is B1 = 95 EU .
Similarly, the computed sequence for r2 is constituted of
the following sites: v733, v772, v634, v637, v233, v371,and v509
where measurements {m2,m5} in v733, {m1,m2,m3,m5} in
v772, {m2,m3} in v634, {m1,m2,m3} in v637, {m2,m5} in v233,
m5 in v371, and {m2,m3} in v509 are successively performed
(the sequence cost is 76 EU with B2 = 115 EU ). The last
robot r3 has a sequence that includes visits to v733, v509, v248,
v129, v310, and v666. The performed measurements in each
location are specified, such asm4 in v733 and v509, {m1,m4} in
v248, m5 in v129, {m1,m4} in v310 and v666. The total cost for
this sequence is 90 EU , which does not exceed the maximum
battery range of robot r3, B3 = 115 EU .
For the MinMax optimization phase, which focuses on

completing the mission in the shortest possible time (in a
disaster scenario for example), a solution that respects the
autonomy constraints of the robots is computed. The solution,
depicted in Figure 8, shows the trajectories of the robots and
the visited sites. Further, Table 7 provides information about
the execution time, fitness value, and corresponding GA
parameters for each solution obtained during the optimization
process.
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FIGURE 8. Sequence of tasks found by GA for each robot: MinSum optimization (left), MinMax optimization (right).

TABLE 7. Execution time and fitness value for the two solutions.

B. COMPARATIVE ANALYSIS
A comprehensive comparative study of three optimization
algorithms, namely GA, Hybrid Filtered Beam Search
(HFBS) [32], and Cplex, applied to solve the problem
studied is presented in Table 8. The study encompasses
various scenarios with differing numbers of tasks, robots,
measurement types, and sites. Table 8 provides the cost
and running time for each solver in different scenarios.
By analyzing the results, we compare the performance of the
solvers in terms of cost and observe how the cost values differ
among the solvers, and assess the computational efficiency of
each approach based on their respective running times.

First, let us introduce the HFBS approach: HFBSmethod is
a heuristic derived from the A∗ algorithm. It solves efficiently
optimization problems in which the solutions are organized

by a tree composed of several nodes. Each node represents
a part of a potential solution. The algorithm operates step
by step by estimating the cost at each step using a heuristic
function. So, the evaluation function is the following: f =

g + h, where g is the cost from the initial node to the actual
one, and h is the heuristic function that estimates the cost from
the actual node to the closest node that satisfies the problem
criteria. Exploring only some specific branches of the search
tree saves computational resources but returns sub-optimal
solutions. The authors in [32] have used the HFBS which is
based on a local filter βl that retains only the best successors
for each expanded node and a global filter βg that restricts the
number of nodes at each level of the search tree. Although
this algorithm gives solutions in a short amount of time,
it also has some disadvantages. Choosing the appropriate βg
and βl is the main challenge in this approach, increasing
these parameters doesn’t guarantee the improvement of the
solution. So, several tests must be done to find the more
suitable parameters which vary according to the problem
specifications. These tests will increase the execution time
necessary to find a good solution. Moreover, the heuristic
function must be chosen carefully since the quality of the
solution depends principally on it.
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TABLE 8. Comparative study.

Table 8 shows the performance of the three methods.
Simulations were run on an Intel(R) Core(TM) CPU i5 @
2.6GHz. For each example, HFBS is executed several times
with a random choice of the parameters βg and βl until
the execution time of the GAs solution found is exceeded.
Then, the best solution among them is selected and compared
to the one generated by GA and Cplex. Note that the GA
results were obtained with specific values of the mutation
and crossover rates: τm = 20% and τc = 80%. These values
were determined through extensive experimentation, and they
consistently produced the best solutions.

The GA results in Table 8 show that GA consistently
generates optimal solutions for medium-sized problems, such
as examples with 13 and 15 tasks. Afterward, increasing the
size of the problem influences the quality of the solution
of GA (scenarios with 30 and 33 tasks). GA struggles
to handle larger and more complex scenarios efficiently.
The GA’s system becomes slower, its capacity for space
search decreases, and GA can take a long time to find the
best solution. In such cases, GA performs well in finding
near-optimal solutions with relatively low-cost values across
different scenarios. So, having a sub-optimal solution is the
best alternative since finding the optimal one may require a
huge population size τp and computation time.
The HFBS algorithm provides competitive results com-

pared to GA. In many scenarios, the cost values obtained by
HFBS are far from those of GA. However, there are a few
situations where the cost values obtained byHFBS are similar
to those of GA or better. It’s worth noting that HFBS requires
more execution time compared to GA to find competitive
results.

The Cplex solver, which is a MILP solver, consistently
produces low-cost solutions compared to GA and HFBS.
This confirms that obviously, an exhaustive search based on
MILP outperforms the other strategies in terms of the quality
of solutions. However, Cplex tends to require significantly

more execution time compared to the other two algorithms,
especially for larger problem instances, as evident from the
higher time values reported in Table 8.
The observed trends emphasize the trade-off between solu-

tion quality (cost) and computational efficiency (execution
time) when dealing with larger and more complex problem
instances. It suggests that finding optimal or near-optimal
solutions becomes more difficult and computationally expen-
sive as the problem size increases. Therefore, careful
consideration and analysis of the problem characteristics
and computational resources are necessary when selecting
an appropriate method for solving large-scale optimization
problems.

HFBS and GA both use parameter tuning. GA is character-
ized by its population size τp and the number of generations
τg. Generally, larger values of τp and τg tend to yield better
solutions. In Table 8, τp and τg were selected through an
empirical process where different combinations of parameter
values are tested on a set of problem instances. However,
because of the fact that higher values for these parameters
can indeed lead to good solutions, this test wasn’t exhaustive.
On the other hand, HFBS parameter tuning may require a
lot of time in order to find good solutions. Larger βg and
βl values do not always offer better solutions, there can
be considerable divergence and thus the algorithm returns
bad-quality solutions. A good choice of HFBS parameters
remains an uncertain and challenging task that limits the use
of this approach in general. In particular, repeated runs with
different combinations of βg and βl without a time limitation
can meet computational problems. Nevertheless, it is pretty
unreasonable since the computing run would require a lot of
time, and the algorithm will lose its efficiency.

Figure 9 illustrates the distribution of costs and running
times for each method in the 16 scenarios of Table 8. It can
be observed that the costs for the HFBS method are generally
higher, followed closely by the GA method, while the Cplex
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FIGURE 9. Distribution of cost and execution time for the three Different
solvers across Various scenarios.

method has the lowest costs. On the other hand, the execution
times for the GA and HFBS methods are relatively small
compared to the Cplex method, which exhibits significantly
higher execution times. Table 8 and Figure 9 allow us to
evaluate the performance of the 3 solvers as follows:

When evaluating the trade-off between cost and execution
time in the context of the solvers used in Table 6, it is
clear that the GA consistently provides a balance between
these two factors. GA solutions exhibit relatively low costs
compared to the solutions generated by HFBS. Moreover,
GA demonstrates shorter execution times compared to Cplex,
indicating its efficiency in finding solutions within a reason-
able time frame. GA’s advantage in terms of execution time
is particularly valuable in scenarios where time constraints
are considered. The shorter running times of GA indicate its
computational efficiency, making it well-suited for situations
where obtaining a reasonably good solution in a timely
manner is the primary objective. This efficiency is crucial
in real-world applications where quick decision-making or
responsiveness is required.

VI. CONCLUSION
This study aims to solve a multi-robot task allocation
problem. The multi-robot mission consists of assigning
optimally a set of tasks to a set of mobile sensing agents
according to their capabilities to gather information in an
industrial area. We presented a centralized evolutionary
approach that solves the problem for two objective functions
considered in this paper. The efficiency of the algorithm was
illustrated through a simulation scenario and compared with a
heuristic approach and MILP solver Cplex. It was shown that
the proposed approach provides the best trade-off between
optimality and execution time.

Future works will address several aspects including uncer-
tainty like sensor malfunctions, motion planning, collision
avoidance between robots, and the influence of each cost
function on the performance of the method. Moreover,

high-quality path planning techniques [59], [60] can signif-
icantly enhance the effectiveness of mission planning for
unmanned equipment. These approaches can provide more
efficient and adaptable trajectory planning solutions, which
are particularly crucial when navigating through complex
environments. Furthermore, the proposed method can be
extended to deal with dynamic environments and unexpected
events such as robot failures, and new coming tasks during
the mission. So, an online assignment will be also one of the
next topics of our research. Finally, developing algorithms to
enable the robots to safely navigate to target positions in the
environment should also be treated.
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