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ABSTRACT Fatigued driving is one of the main causes of road traffic accidents. In the process of fatigued
driving detection, the evaluation based on a single sign is biased. To improve the adaptability and accuracy
of fatigued driving detection, this paper proposes an improved D-S evidence theory-based algorithm for
detecting facial fatigue signs. This algorithm uses the multi-thread-optimized Dlib to track and locate the
image of the face, captures the 68 key points of the driver’s face with reference to the Dlib open-source
library, and narrows the target areas to the eyes and mouth regions. Based on the video stream, it calculates
the horizontal and vertical ratios of the eyes and mouth to determine the fatigue sign subsets based on the
EAR and MAR within a unit cycle, and calculates the Pitch angle after converting the head pose from
2D images to 3D models, which is used for determining the status of the head pose. The algorithm then
fuses multiple feature subsets and uses the improved D-S evidence theory to optimize the weights of the
three subsets to mitigate the influence of the ‘‘general conflict’’ and ‘‘one veto’’ problems, and to increase
the temporal correlation coefficient of a single fatigue sign. Experimental results show that the improved
D-S face detection algorithm can effectively solve the problems of lighting and partial occlusion in complex
environments, with an accuracy rate of 93.8% for detecting facial fatigue signs.

INDEX TERMS Fatigued driving, Dlib, improved D-S evidence theory, machine vision.

I. INTRODUCTION
With the significant increase in the number of vehicles world-
wide, road traffic safety problems become more and more
serious. Studies show that fatigue driving behavior is one of
the main causes of road safety problems [1]. The rapid devel-
opment of machine vision enables, the quick and effective
detection of drivers’ facial fatigue features. The facial fatigue
signs are: eye closing, yawning and head posture deviation.
Non-contact fatigued driving detection through multi-feature
information fusion has become a research hotspot [2].
Xiaofeng [3] detected the driver’s face according to the

LBP features, obtained the facial sign points through the
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multi-cascade residual regression tree, and optimized as well
as accelerated the facial detection process by using back-
ground subtraction to narrow the detection area and reduce
the size of the video frame image. Liu et al. [4] used Dlib
library to capture facial fatigue signs, calculated EAR values
corresponding to the eyes and MAR values corresponding to
the mouth respectively, and then fused the signs of two parts
with SVM with a accuracy rate of 84.29%. Wang et al. [5]
used multi-threaded Dlib to detect, and fused the data of,
blink frequency, eye closing frequency, percentage of eye
closing time and yawn frequency, with an accuracy of 91.5%.
But this method underperformed in complex environments.
Bo et al. [6] used D-S to carry out decision-level fusion of
several fatigue discrimination indexes such as PERCLOS,
longest eye closing time and percentage of stasis period in
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steering wheel, and the detection accuracy reached 91%,
higher than those using a single index. Zhao et al. [7] fused
six fatigue sign subsets, such as blink, yawn, head posture and
corresponding time and frequency, and used weighted feature
subsets to determine the fatigue level.

At present, the main problems in face fatigue sign detec-
tion are as follows: the determination depends on a single
fatigue feature; face feature extraction is affected by lighting
conditions and partial occlusion; and the weight coefficient
of facial fatigue sign fusion process is not balanced [8].
Therefore, an improvedD-S evidence theory fusion algorithm
is proposed in this paper for the fusion and determination
of multi-sign subsets of faces [9]. This algorithm integrates
Opencv and Dlib for real-time detection of yawning, blinking
and headmigration, and adopts improvedD-S for fusion deci-
sion, and determines fatigue level, which effectively improves
its adaptive ability and robustness [10].

II. SYSTEM OVERALL RESEARCH PROGRAM
Three regions for fatigue sign detection, namely, the driver’s
eyes, mouth and head, are selected, and the corresponding
threshold and feature values of these regions defined. The
location of the key points of the face and the division of
the corresponding facial regions are realized through the
modeling of the key points of the face [11]. On this basis, the
fatigue characteristic values of eyes, mouth and head regions
were calculated respectively. The working flow chart of the
facial fatigue signs extraction model is shown in Figure 1.
This process mainly bases on the key point model of the face
and various fatigue sign extraction schemes [12] to realize key
point positioning and fatigue sign extraction in the driver’s
face image. Specific steps: 1. Upon input of the face image,
the algorithm extracts the face region and converts it into
gray-scale image; 2. detects face key points; 3. confirms
whether the face detection is successful; 4. extracts fatigue
signs in the eye region and compare the reference values for
determination; 5. extracts fatigue signs in the mouth region
to determine whether the characteristic value of the mouth
region exceeds the threshold; 6. extracts head pose signs to
determine whether the value exceeds the threshold; 7. three
face feature sequences that meet the discriminant conditions
are stored and their feature values are calculated respectively;
8. fuses three subsets using the improved D-S; and 9. outputs
sign data and the detection loops [13].

III. FACIAL FATIGUE FEATURE DETECTION
A. DLIB LIBRARY TRACKS KEY POINTS OF FACES
The face detection process involves collecting video footage
using the front camera, which is then divided into segments
based on time series [14], [15], [16], [17], [18], [19]. The
pre-processed image is used to extract facial feature points
in each frame using Dlib and OpenCV, allowing for external
features of the face contour to be retrieved and analyzed.
Based on the main features of the Dlib face recognition
library, blink, mouth, and head posture are calculated, and

FIGURE 1. Multi-parameter fusion scheme.

the head posture angle is used to correct the mouth feature
structure and associated data.

The physiological and physical experiments of the char-
acteristic values collected from the eyes, mouth and head
are comprehensively judged, and the reference values corre-
sponding to the three fatigue characteristics are compared and
analyzed, that is, the threshold values corresponding to the
fatigue characteristics. Finally, the recognition states of the
three subsets are adjusted and the thresholds are set according
to the driver’s behaviour characteristics and habits, so as to
further determine the level of fatigue driving and provide a
reliable basis for the subsequent multi-parameter information
fusion. In this paper, Dlib and Opencv were used to trace
and mark 68 key points of the face, and 68 points of exter-
nal features of the face contour were calibrated according
to the model ‘‘shape_predictor_68_face_landmark.dat’’. The
specific procedure is shown in Figure 2.
The dot image of the tracing of the facial features and its

effect are shown in Figure 3.

B. BLINK FEATURE DETECTION
To further effectively detect eye closure, the scores of the
left and right eyes were calculated and averaged according to
the concept of eye length/width ratio (EAR) as a final score.
Less than the threshold then adds one; If it was less than the
threshold value for three consecutive times, a blink activity
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FIGURE 2. Face feature point retrieval process.

FIGURE 3. Face recognition tracing point effect.

was performed. By establishing the time correlation dimen-
sion, each blink is associated with the time dimension and the
blink frequency is statistically measured when calculating the
degree of opening and closing [20].

EAR =
∥p2 − p6∥ + ∥p3 − p5∥

2∥p1 − p4∥
(1)

In the formula, p2 minus p6 is the horizontal coordi-
nate difference, p3 minus p5 is similar, p1 minus p4 is the
longitudinal coordinate difference, and the horizontal and
vertical ratio is used to measure the driver’s eye opening and
closing degree. In this paper, a non-contact machine vision
detection method is adopted to collect and identify facial
fatigue features. Blink detection, as one of the most important
subsets of fatigue driving feature detection, is a prerequisite
for accurately identifying the driver’s eye state to ensure the
driver’s safe driving [21]. The characteristics of drivers’ eye
movements during driving can be divided into closed eyes,
normal frequency blinking and fatigue blinking. Short and
long periods of eye closure are red lines for dangerous driving
behavior. The duration of fatigue blinking is longer than that
of normal frequency blinking. As shown in Figure 4.
The black box represents the blinking state (including

habitual blinking and fatigue blinking) and the red box repre-
sents the closed eye state. Therefore, the alert EAR value of
eye opening and closing is set to 0.15, which can detect the
driver’s eye opening and closing state according to different
individuals. After completing the characteristics of the open-
ing and closing states of the eye movement, the blinking state
is further distinguished. Blink state is mainly divided into
habitual blinking and fatigue blinking [22].Without the driver
having different driving habits and eye movement habits,

FIGURE 4. Comparative analysis of closed eyes and normal blinking.

facial feature information is collected every 3 frames during
the experiment. The driver’s habitual eye movement features
are shown as ‘burrs’ on the acquisition map. If the EAR value
is lower than 0.22 in a short time, it is habitual blinking
with a duration of 0.2-0.4 seconds, while the duration of
fatigue blinking is much longer than 0.4 seconds, which
can effectively distinguish habitual blinking from fatigue
blinking [23].

C. MOUTH DYNAMIC FEATURE DETECTION
Yawn detection is more complicated than blink detection.
Generally, the duration of a yawn is between 3.5 seconds
and 4.2 seconds. The duration of the yawning process can
be effectively separated from the speech process, and the
degree of mouth opening and closing during speech can also
be repeated, but there are obvious differences in frequency
and the actual effective process [24]. In this paper, speech
and yawning are distinguished by time frame rate. First,
coordinate transformation is performed on the characteristic
points of the mouth to obtain the current coordinate feature
points, and then the opening and closing ratio and aspect ratio
are calculated. Thresholds are set through several trials and
the number and frequency of yawns are counted.

The mouth opening and closing degree recognition process
mainly uses the Dlib library to calculate the mouth feature
points. Compared to the blink detection process, the mouth
feature points are more densely distributed. The key points
are selected to detect and calculate yawns. The opening and
closing degree of the mouth is calculated according to the
formula (2).

MAR =
(y51 + y59) − (y53 + y57)

2 (x49 − x55)
(2)

In the formula, y51 plus y59, y53 plus y57, the difference
between the two is the ordinate difference, x49 minus x55
is the horizontal difference, and the ratio of the two is used
to measure the opening and closing degree of the driver’s
mouth. To further distinguish the difference between yawn
detection and speech detection in the process of mouth detec-
tion, a time threshold was set for the degree of mouth opening
and closing. The characteristic of speech is high frequency
of mouth opening and closing, short time of single opening
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and closing. The threshold time of speech characteristics and
yawning characteristics was set as T1, and the speech process
was defined as the single duration less than T1. Deep and
shallow yawn detection was set. A single mouth opening and
closing time greater than T1 and less than T2 was considered
a shallow yawn, while a single mouth opening and closing
time greater than T2 was considered a deep yawn. Mouth
speech recognition and yawning recognition were effectively
discriminated according to different duration and frequency
characteristics of the opening and closing degree. The analy-
sis of the change process of yawn, speech and MAR value is
shown in Figure 5.

FIGURE 5. Analysis of the changes of yawn, speech and MAR.

In Figure 5, the frame rate marked in the green box means
that the driver’s mouth is normally closed. The MAR value
fluctuates slightly around 0.37, maintaining a relatively stable
state, and the up and down curve of themouth point cloudmap
changes slightly. The brown boxes represent the state of the
driver’s mouth when speaking. The MAR value fluctuates a
lot compared to the closed state. The MAR value fluctuates
between 0.37 and 0.6, and the mutation coefficient of the
spectral peak is large, which corresponds to the instantaneous
state of open and closed during speaking. The graph marked
in red shows the driver’s yawning state, which lasts for a
long time and has a large degree of opening. The opening
and closing of the mouth means relatively slow, the whole
process takes about 6 seconds and the MAR value is above
0.6. Compared to the closing state and the speaking state, the
MAR value of yawning shows a peak state with a change in
the number of frames.

D. HEAD POSTURE DETECTION
Starting from three dimensions and four coordinate systems,
this paper connects the head attitude with four coordinate
systems to improve the detection accuracy of the head atti-
tude. Blink detection and yawn detection are mainly based on
extracting the feature points of the image, describing the face
outline, and calculating the local information value of each
frame image feature position for threshold determination

and detection. However, the head attitude detection needs
to further understand the three-dimensional condition of the
head attitude and carry out the transformation of various
coordinate systems. The world coordinate system is centered
on the coordinates of point P(X, Y, Z), and any axis can be
specified. Xc, Yc, and Zc constitute the camera coordinate
system, and Z-axis and radial axis are overlapped. The image
coordinate system is composed of x, y and z. The xy plane is
coincident with the projector plane, and the origin is coinci-
dent with the imaging hole. uv constitutes the pixel coordinate
system, whose plane coincides with the projector plane, and
the origin is located in the upper left corner [25].

The basic principle of camera in the imaging process is
small-hole imaging. Camera parameters need to be integrated
into the conversion process of various coordinate systems,
so that real image parameter values can be obtained in the
image processing process. The transformation relationship of
the four coordinate systems is shown in Figure 6.

FIGURE 6. Coordinate system conversion relationship diagram.

This design process uses the transformation of pixel coor-
dinate system and world coordinate system. Where M is the
parameter matrix in the camera, R is the rotation matrix, t is
the translation matrix, is the value of the target point in the
direction of world coordinate Z, and s is the scaling factor.

s

 u
v
1

 = M

R
 X

Y
Zconst

 + t

 (3)

The first matrix on the right side of the equation is the
camera’s internal parameters, and the second matrix is the
camera’s external parameters.

s

 u
v
1

 =

 fx 0 cx
0 fx cy
0 0 1

  r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3



x
y
z
1

 (4)

After transformation, we can obtain:

R−1M−1s

 u
v
1

 =

 X
Y

Zconst

 + R−1t (5)

Through 3D head pose detection, calculate the real-time
pose value of three dimensions, as shown in Figure 7 con-
tains Pitch-X, Yaw-Y, Roll-Z, combined with the driver’s real
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car environment, the experimental process is mainly to nod
Pitch-X value as the first element, when the deflection angle
is too large when the face detection is lost. x value in the range
of 0-8 belongs to the normal jitter, more than 8 and above
belongs to nod movement.

FIGURE 7. Analysis diagram of head posture characteristics.

IV. D-S EVIDENCE THEORY FUSION MULTI-FEATURE A.
TYPES OF GRAPHICS
Experimental environment: Windows10 system, GTX1650Ti
graphics card, development environment is Python3.7.0,
Pycharm2020, deep learning framework is Tensorflow2.1,
Oni S500 infrared binocular camera. Combined with the
features of the eyes, mouth and head posture, the fatigue
driving is divided into four levels (normal driving, mild
fatigue, moderate fatigue, severe fatigue). Combined with
the facial feature information recognition results of the three
regions, the comprehensive decision is made to realize D-S
information fusion and hierarchical warning, and the weight
coefficient correlation calculation is carried out for the three
parts. Improved general conflict and one-vote issue [25].
The information fusion flow chart of partial face recognition
features is shown in Figure 8.

FIGURE 8. Flow chart of information fusion of partial face recognition
features.

A. IMPROVED D-S ALGORITHM
Traditional D-S algorithm has problems such as unbal-
anced weight distribution and large conflicts influenced by

a single subset in the decision process of feature subsets [26].
An improved D-S fusion model is proposed in this paper. The
feature subset is composed of facial fatigue feature informa-
tion. For random variable X , the information entropy can be
expressed as:

H (X) = −

n∑
i=1

p (xi) log p (xi) (6)

Then, the dependence degree of random variable X rela-
tive to another variable Y can be expressed by conditional
entropy as:

H (X |Y ) = −

m∑
j=1

p (yi)
n∑
i=1

p
(
xi | yj

)
log2 p (xi | yi) (7)

The p(xi) as the prior probability of a random variable X ,
p(xi|yi) of the random variable Y under the condition of the a
posteriori probability of X .

Thus, information gain I (X;Y ) can (7) calculated by the
formula, can be used to represent variables X and Y cor-
relation, namely I (X;Y ), the greater the correlation of two
variables.

I (X;Y ) = H (X) − H (X |Y ) (8)

The addition of new features with low information growth
rate to the selected feature subset will lead to the moderation
of the correlation degree within the subset [27]. Therefore,
although the information gain can better characterize the
degree of nonlinear correlation between two variables, further
consideration should be given to the information growth rate
between variables in order to carry out sustained feature
selection [28]. After normalization of information gain, the
symmetric uncertainty SU between variables can be mea-
sured according to formula (9).

SU (X ,Y ) = 2
[

I (X;Y )

H (X) + H (Y )

]
(9)

According to Equation (9), the larger the value of SU
between a feature and a class label, the higher the relevance of
the feature to the class label, while the larger the value of SU
between two features, the higher the relevance between the
features, i.e., containing more information redundancy [29].
Based on the principles of maximum correlation and min-
imum redundancy of feature selection, a subset of features
with strong correlation with class labels needs to be selected,
so the feature selection of feature fi can be performed accord-
ing to the evaluation function of Equation (10).

J (fi) = SU (S ∪ fi,C) −
1
|S|

∑
fs∈S

SU (fs, fi) (10)

SU (S ∪ fi,C) is the characteristic feature subset S join for
fi after the formation of the new collection with nonlinear
correlation, the label C SU (fs, fi) for the proposed feature
fi and feature subset S of correlation between the variables
in the |S| for the number of features or first-order norm,
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Fatigue A formulation process and weighting coefficients constitute the early warning algorithm A

Inputs:training data, number of iterations n, number of frames acquired, coordinates of human eye feature points a, coordinates of mouth
features b, coordinates of head pose c
Output: MAR, EAR, Nod(X ,Y ,Z ) and fatigue warning level
1 BEGIN
2 Repeat
3 For i=1,2,3,. . . ..n do//nis the total amount of feature data collected (number of iterations)
4 Video img = cv2.imread((file), cv2.IMREAD_COLOR) perform single-frame image feature conversion
5 Get new_img for pre-processing and capturing facial features (tracing points)
6 End for
7 Calculation of EAR, MAR and Nod (X, Y, Z)
8 Calculation of fatigue indicators based on set thresholds.
9 Close eyes(EAR<0.15), Routine blinking(0.16<EAR<0.22&0.5s<T<1s), Fatigue blinking(0.16<EAR<0.22&T>1s);
Speaking(MAR≈0.37), Regular Speaking(1<MAR<0.6&0<T<3s), Yawn(1<MAR&T>4.5s); XYZOffset factor β >0.5&T>1s&n>5)
10 If(EAR<0.15&T>1s&n>5)

Print{EAR, MAR, Nod(X ,Y ,Z ) &Fatigue A}
else if (0.16<EAR<0.22&T>1s&0.6<MAR&T>4.5s&n)

Print{EAR, MAR, Nod(X ,Y ,Z ) &Fatigue A}
else if (0.16<EAR<0.22 &T>1s, XYZ Offset factor β >0.5&T>0.5s&Number of times >5)

Print{EAR, MAR, Nod(X ,Y ,Z ) &Fatigue A}
else if (0.6<MAR &T>4.5s, XYZ Offset factor β >0.5&T>0.5s&Number of times >5)

Print{EAR, MAR, Nod(X ,Y ,Z ) &Fatigue A}
else if (0.16<EAR<0.22&T>1s, 0.6<MAR&T>4.5s, XYZOffset factor β >0.5&T>0.5s& Number of times >5)

Print{EAR, MAR, Nod(X ,Y ,Z ) &Fatigue A}
else (Does not meet Fatigue A)

Print{Other grades(B,C,D)}
11 End

So according to the evaluation function J (fi) values decide
whether to feature fi elected to the optimal feature subset.
In the improved D-S fusion model, the corresponding

weight coefficient Mi
(
Aj

)
is added to a single index, and Aj

is a subset of facial fatigue feature. There are 5 dimensional
fatigue feature data in this paper. Three weight coefficients
M1 (Ai)M2

(
Aj

)
M3 (Al) are set for fatigue blink, fatigue

yawn and fatigue bow. The product of weight coefficients of
feature subsets is derived, and conflict function is attached to
the sum of derivative coefficients [30], to obtain the weighted
result m (A) after the fusion of feature subsets, as shown in
Equation 11.

m (A) =


∑

A,∩,A,∩···=A dsiM1 (Ai)M2
(
Aj

)
M3 (Al) · · ·

1 − k
+ (1 − dsi) f (A) ,A ̸= 8

0,A = 8

(11)

The weight calculation of the coupling coefficients of
the remaining three fatigue feature subsets is shown in
Equation 12.∑
A,∩A,∩,∩···=8

dsiM1 (Ai)M2
(
Aj

)
M3 (Al)

=
DS

(
Mi,Mj

)
DS

(
mi,mj

)
+ DS

(
Mi,Mj

) i, j = 1, 2, · · · , n (12)

The improved D-S model is capable of weighting all input
single features and multiple features to output fatigue levels
for early warning.

B. DETERMINATION OF FATIGUE CHARACTERISTICS
In the process of driver’s face feature information collec-
tion, the face is affected by daytime and night light. The
infrared binocular camera is used to collect the face feature
information, and then the three parts of the face fatigue fea-
ture representation interest region is extracted for real-time
detection [31]. In order to further improve the effective-
ness of multi-feature fusion, blink, yawn and head posture
were judged by multi-feature fusion. MAR, EAR and Nod
constituted the decision fusion model of dangerous driv-
ing warning system [32]. Severe fatigue, moderate fatigue,
mild fatigue and Normal driving correspond to Fatigue A,
Fatigue B, Fatigue C and Normal driving states respectively.
Take Fatigue A as an example:

V. ANALYSIS AND COMPARISON OF
EXPERIMENTAL RESULTS
A. RESULTS OF FACE DETECTION EXPERIMENTS
Facial fatigue sign detection consists of 5 fatigue sign subsets,
including blink frequency, yawn frequency, nod frequency,
blink percentage and longest eye closing time. Each subset
is assigned a corresponding weight. The subsets are input
into the improved D-S model to obtain the evaluation results
of this multi-parameter model after weighted calculation.
Indices of these signs were obtained according to the fatigue
sign coefficient corresponding to the subsets, and based on
the output of the multi-parameter fusion model, the com-
prehensive decision was made to realize the feedforward
differential fatigue sign index calculation.

Based on the improved fusion model, the detection of
serious, moderate, and mild fatigue states as well as normal
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FIGURE 9. Face fatigue detection effect of improved D-S algorithm.

driving state is realized in practical environments, and the
adaptive experimental results classified into Class A, B, C and
D are printed. The results of facial fatigue sign detection with
the improved D-S algorithm are shown in Figure 9.

B. COMPARISON OF D-S IMPROVED
ALGORITHM RESULTS
According to the previous research, fatigued driving can be
divided into four classes: Class A, Class B fatigue, Class C
and Class D. Class A is the most serious fatigue state, Class
B fatigue is moderate fatigue, Class C fatigue is mild fatigue,
and Class D fatigue is normal driving. The results of real
vehicle tests conducted using the improved D-S algorithm are
compared with the actual states, as shown in Table 1.
The improved D-S fusion algorithm is applied in the real

vehicle detection, and a total of 1,000 fatigue characteristic
detection experiments are carried out. According to Table 4.1,
when the actual state of the driver is Class A, the accurate
determinations number 148, among which 5 are inaccurate.

TABLE 1. The improved D-S algorithm for real vehicle testing.

TABLE 2. Comparison of results of different evaluation models in the
practical environment.

The accurate determinations number respectively 228 in the
Class B state, 296 in the Class C state, and 302 in the Class D
state.

After 1,000 tests were completed in the experimental
environment with sufficient lighting, 500 times tests were
conducted to determine the characteristics of fatigue at night.
Data efficiency is the effective value of face fatigue feature
detection in the collection process. In complex and multi-
scene, driver face fatigue features are collected by infrared
camera, and the collected driver face features are compared
with real-time video frames to further ensure the effectiveness
and rationality of the detection experiment, and the compara-
tive analysis results of experimental data is shown in Table 2.
In order to solve the class imbalance problem, the official

fatigue data set and self-made data set are used for compre-
hensive training in the process of model training, and the face
fatigue feature data in different environments are used.

Through physiological and physical experiments, the
driver has facial features when he is tired, such as yawning,
blinking, drowsiness and other head features. Based on the
above features, the driver’s facial fatigue feature judgment
threshold is formulated. Finally, the fusion judgment is made
according to the three fatigue feature values, and the conflict
factor of the fusion process is changed to achieve comprehen-
sive judgment.
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D-S fusion model is a classical data fusion model. In this
paper, blink features, yawn features and nodding frequency
are systematically fused, and weight factors are added to the
three data features to optimize the fusion model.

Blink, yawn and head respectively represent a single fea-
ture value in the process of face fatigue driving detection.
Multiple feature values are not fused, and fatigue and fatigue
detection accuracy are judged only according to a single
feature of the face. The D-S corresponds to the fatigue deter-
mination of the results obtained after the fusion of the three
face feature detection values. The improvedD-Smodel is also
the same evaluation method.

The accuracy of the fusion model is higher than that of
the model with single sign subsets, and the accuracy of
the improved D-S algorithm reaches 93.8% in daytime, and
85.6% at night. The improved D-S model is more general-
izable. Distributing weight after inputting a single feature
subset can effectively reduce the conflict among fatigue sign
subsets and comprehensively improve the decision-making
accuracy of the fusion model. Figure 10 compares the accu-
racy between D-S before and after improvement as well as
single sign subsets.

FIGURE 10. Precision comparison between D-S before and after
improvement and single feature subset.

VI. CONCLUSION
Starting with video sequence and non-contact fatigue sign
detection, this paper proposes a facial fatigue sign detection
algorithm based on improved D-S evidence theory, which
uses multi-threaded optimized Dlib to track and locate fatigue
signs, and determines fatigue sign subsets according to the
coupling between EAR andMAR and time flow. By calculat-
ing the Pitch Angle through the conversion of head pose from
2D image to 3D data, the head pose model was constructed
based on the fatigue sign subsets, and the three fatigue sign
subsets were correlated and coupled to further improve the

effectiveness of the fatigue level corresponding to the subsets.
The fusion of multiple subsets is realized by the improved
D-S evidence theory, and the weight of three feature subsets is
optimized to mitigate the influence of the ‘‘general conflict’’
and ‘‘one vote rejection’’ problems. The experimental results
show that the improved D-S face detection algorithm can
effectively solve the problem of face illumination and partial
occlusion in complex environment, and the face fatigue sign
detection accuracy reaches 93.8%. It can meet the practical
demand of fatigued driving detection and provide support
for driving safety warning, which presents its practicabil-
ity. In the experimental process of this paper, there are still
some standards that are not uniform enough, which brings
some unavoidable interference and influence factors to the
experiment. Judging fatigue by facial fatigue features is a
hot spot in current and future research. At the same time,
it is also faced with environmental impacts, such as night
detection, light impact, and differences in evaluation criteria
for different facial features. However, in the future intelligent
driving development process, the above problems will be the
focus to solve. At the same time, the decision method based
on multi-source information feature fusion is the advantage
of intelligent integration.
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