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ABSTRACT Bird identification and classification are of great significance in bird conservation. Through
proper bird classification, the changes in bird populations in a given area can be effectively predicted, thereby
ensuring their effective protection. Nowadays, deep learning has achieved high accuracy in classifying
bird images. However, most existing models suffer from poor generalization ability and high complexity.
To enhance the model’s generalization ability, this paper constructed a large dataset consisting of 275 bird
species and the dataset contains bird pictures in different situations, such as rainy days, foggy days. To reduce
model complexity, a lightweight neural network based on ShuffleNetV2 was constructed. In ShuffleNetV2
network, there is no feature fusion module and efficient attention mechanism to assist the feature learning
of the model. Therefore, this paper adds a feature fusion module and two attention mechanisms to make up
for this shortcoming. A multi-channel feature fusion structure (MCF) was adopted to improve the network’s
adaptability to extract information from multiple channel scales. By introducing Squeeze-and-Excitation
(SE) Module and Coordinate attention (CA) in the Block module, the model’s ability to refine the global
features was enhanced. The experimental results show that the accuracy of the model in identifying 275 bird
species on the self-built dataset is 92.3%, which is 6.1% higher than the accuracy of ShuffleNetV1 (86.2%)
and 1.8% higher than the accuracy of ShuffleNetV2 (90.5%). At the same time, with smaller parameters
and floating point operations (FLOPs), its accuracy is 1.2% higher than ResNet50’s accuracy (ResNet50’s
accuracy is 91.1%), which can save the cost better.

INDEX TERMS Deep learning, image classification, lightweight, attention mechanism, multi-channel
feature fusion.

I. INTRODUCTION
From remote and inaccessible forests to bustling cities, there
are over 10,000 bird species in almost every environment [1],
[2]. However, bird species and populations around the world
are decreasing to varying degrees, even facing extinction [29].
For example, Hawaii, known as the ‘‘extinction capital,’’ has
lost 68% of its bird species, which may have a huge impact
on the local food chain and lead to an ecological imbalance.
By monitoring populations and numbers, researchers can
timely detect changes in bird species and populations and
formulate corresponding conservation strategies. The first
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step in this work is to quickly and conveniently detect
birds [3], [4].

Currently, many professionals are starting to observe birds
for long periods of time to protect their species. In most
cases, many monitors choose bird sounds as the main
monitoring method, but this method often works well in
quieter mountain forest environments, while in environments
with high noise levels, such as cities, this method is not
as effective as image detection. Furthermore, birds are one
of the most photographed animals, and there are many
bird photos online, containing various types of birds with
different postures, colors, and shapes [5]. The success of
bird classification also contributes to research in species
identification [6], [7], [8].
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Researchers in related fields tend to use Internet of
Things devices to monitor bird populations remotely online.
However, since most bird protection habitats are in the
wild, even under good network conditions, it is difficult for
the online monitoring system to transmit the captured bird
pictures back to the server for data processing, identification
and feedback [9]. If off-line monitoring is performed in bird
sanctuaries, low cost embedded devices cannot support the
high complexity of image recognition algorithms. To solve
this problem, this paper not only envisions designing a
lightweight bird recognition algorithm that can achieve high
accuracy using simple and single features, but also make
the model small enough to run on low-cost embedded
devices [10], [11].

A. PRIOR WORK
There has been a lot of research on the problem of bird
recognition [28], and there are a variety of methods including
images, sound, video and so on. For example, Chao Huang
proposed a graphics model (GMS) with salience [6]. By over-
segmenting the image into several regions, GMS is used to
extract objects and classify the image according to the local
upper and lower parts of each region and the global upper and
lower parts and salience. Meanwhile, in order to improve the
accuracy, SVM was used to classify the images according to
the features of the annotated birds [34]. Finally, the posterior
probability distribution obtained by GMS and SVMwas used
to classify the images. Xue Han uses a fusion classification
method based on error correction output coding (ECOC)
and support vector machine (SVM) to classify 11 species of
birds, and extracts the Merle cepstrum coefficient (MFCC)
of bird sounds as acoustic features [12]. ECOC-SVM was
comparedwith RandomForest (RF), Gaussianmixturemodel
(GMM) and multi-layer perceptron neural networks (MLP-
NN) and convolutional neural networks (CNN) for bird sound
classification. Passalis et al. proposes a new hypersphere-
based Weight Imprinting(WI) method that is able to train
neural networks in a regularized, imprint-aware manner,
effectively overcoming the problem that WI cannot handle
new classes with multimodal distributions [28]. Li further
improved SqueezeNet by embedding two different attention
mechanism modules in SqueezeNet in different ways, then
fusing the attention feature graph with bilinear fusion,
and then fusing the new attention feature graph with the
last layer of the network to obtain a new tensor. Finally,
it is sent to the linear layer for classification, and good
results are obtained [30]. Liao proposed a class of Atten-
tion transfer CNNS (CAT-CNNs). Transferring part of the
attention knowledge from a very large Fine-Grained Visual
Categorization (FGVC) network to a small and efficient
network significantly improved its expressiveness [21].
Although previous studies have been extensive and solved

some problems, some problems still exist [14], [15], [16]. For
example, most models use a small number of dataset in terms
of categories and pictures, resulting in poor generalization

ability of well-trained models. In addition, the number of
model parameters used in most studies is very large and the
computational complexity is relatively high, which cannot
be deployed in low-cost embedded devices, thus making the
application in remote areas more difficult. Although there are
some models that can meet the requirements of low power
consumption and low calculation, they have not conducted
professional training and improvement for bird classification,
so the accuracy of these models in bird classification is often
a little unsatisfactory. Therefore, it is necessary to design a
model with strong generalization ability, low computation
and high recognition accuracy [24].

B. CONTRIBUTION
In order to solve the above problems, this paper firstly
collected a large amount of bird picture data, constructed
a dataset of 275 species of birds, and then designed a
lightweight recognition model to classify these pictures and
get the classification results. The contributions of this paper
are summarized as follows:

1) This paper constructs a dataset containing 275 species
of birds, which can be used to improve the generaliza-
tion ability of the model.

2) This paper proposes a convolutional neural net-
work that can be integrated into embedded devices.
By adding multi-channel feature fusion Module and
Squeeze-and-Excitation Module and Coordinate atten-
tion, the accuracy of model recognition is ensured
while the number of model parameters remains basi-
cally unchanged.

3) A new feature fusion module is designed in this paper.
By capturing the information of multiple channels,
the features of the image can be extracted well to
strengthen the capturing ability of the model on details
and improve the accuracy of the model.

The organization of the remainder of this study is as
follows:

In Section II, this paper introduces the establishment
of the dataset and some processing of the original data.
In Section III, this article describes how to build the model.
In Section IV, the results of the ablation experimental, the
comparison of the results between different models, and
the comparison between the proposed scheme and those
of previous schemes are given. Finally, the research is
summarized in Section V.

II. DATASET AND METHODS
A. DATASET
This dataset is partly based on data provided by Kaggle
in various competitions, and partly on pictures we took
in Zijin Mountain, Hongshan Zoo in Nanjing, and Rugao
area in Nantong [33]. Since the model in this paper is
ultimately applied to embedded devices, it is inevitable that
various extreme weather conditions will occur in the actual
application process, such as rainy days, foggy days, etc.
In this case, the image of the bird will be very different from
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FIGURE 1. Image information on 8 species of birds.

TABLE 1. A subset of data information in a dataset.

the normal shooting conditions. However, such images are
not reflected in public dataset such as Caltech-UCSD Birds
200 dataset [31] and Birds 525 Species dataset [32]. In order
to solve this problem, many such images are added to the
constructed dataset in this paper. Compared with Caltech-
UCSD Birds 200 dataset and Birds 525 Species dataset,
it has a picture of birds in a variety of situations, and
about 70 Chinese native birds are added to enrich the regional
characteristics of the dataset. This is also the reason why
this paper chooses to use self-built dataset. The images in
common public bird dataset are usually high in definition
and have good shooting conditions, which cannot solve the
application problems faced by this paper. Therefore, this
paper chooses to construct a new data set. The dataset
contains 275 bird species, The training set contains 31,598
images and the test set contains 7,766 images.

In order to better show the difference of dataset, I listed
some bird pictures in different situations and made a table
with the number of pictures. As shown in Figure 1, a stands
for Blue sparrow on a snowy day, b for Sparrow on a rainy
day, c for the fuzzy Eagle, d for the Crane at night, e for
Seagull in the city, f for the large bird Cassowary, g for the
dead Magpie, and so on. h is for Kiwi, a small bird. These
are a variety of situations and forms of birds that are missing
from some public dataset. Table 1 shows the number of bird
pictures in these cases.

B. METHODS
In order to solve the problem of data enhancement and
limited size of dataset, this paper manipulates the original
image to make about 31000 pictures contained in the dataset
rotate, move horizontally or vertically, cut, scale and flip
horizontally, and further convert them into training data to
enhance the number of training images [6]. These operations
will be done before the training of the model and since only
some geometric processing has been done to the image, the
features of the image will not be changed. Likewise, these
actions will not produce a new data set.

III. MODEL STRUCTURE
The model in this article is an improvement over the
ShuffleNetV2 model. The main innovation of ShuffleNetV2
is its internal shuffle structure, which makes ShuffleNetV2
work well for problems such as graphic classification. This
part is also retained in this paper, but in the structure of
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FIGURE 2. Overall structure of network model(The gray part is the original network structure of ShuffleNetV2, the dotted two-way
arrows are the replaced parts, the orange is the modified part, and the dark blue is the added part.)

ShuffleNetV2, there is no effective attention mechanism to
assist the model to learn features. Based on this starting point,
this article adds SE and CA attention mechanisms to the
model. At the same time, in order to avoid the increased
attention mechanism greatly increasing the complexity of the
model, the SE and CA attention mechanisms are placed in
two blocks respectively. So these two attention mechanisms
are not parallel. In addition, it is noted that ShuffleNetV2 does
not have a good feature fusion structure. In order to make up
for this regret, the convolutional layer in the model is replaced
by the multi-channel feature fusion module proposed in this
paper. After these improvements, the model effect has been
improved. The structure of the network in this paper is as
follows.

A. OVERALL STRUCTURE DESIGN OF THE MODEL
The network backbone model designed in this paper refers
to ShuffleNetV2 and introduces a multi-channel feature
fusion module in view of the relatively rich features in the
initial stage [17], [18], [19], [20]. and since ShuffleNetV2
does not have the ability to capture key information, the

Squeeze-and-ExcitationModule and Coordinate attention are
introduced in this paper. At the same time, the convolution
kernel in depth separable convolution is expanded to obtain
a larger receptive field under the condition that the number
of parameters is basically unchanged. Its network model
structure is shown in Figure 2.

As shown in Figure 2, in the initial stage of the model,
the original ShuffleNetV2 network used 7 × 7 convolution.
However, using this method not only has a large number
of parameters, but also cannot extract features efficiently
when facing the initial stage with rich image input. For this
reason, this paper replaces the original 7 × 7 convolution
with the multi-channel feature fusion module created in this
paper. The addition of this module can extract the features
of the input image in multi-size and multi-channel, which
can improve the accuracy of the model and accelerate the
convergence speed of themodel. Then, the 3× 3 convolutions
in the block module were replaced with 5 × 5 convolutions
respectively. The reason is that after replacing the 5 × 5
convolutions, the increase in the number of parameters is
small, but the receptive field can be larger. Finally, in the
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FIGURE 3. Multi-channel feature fusion module.

FIGURE 4. Multi-channel feature fusion module.

original block module, the model only performs simple
convolution operations when learning features, and does
not make the information in each channel get attention.
Therefore, in order to enable the model to focus on
the information between channels, Squeeze-and-Excitation
Module and Coordinate attention are added. The addition of
these two attention modules improves the model’s ability to
perceive channel information, and further makes the model
better extract spatial features. Through these operations,
the irrelevant information in the global information can be
effectively removed, the effective information can be retained
to the greatest extent, so that the model can refine the global
information to the greatest extent, and the ability of the model
to refine the global information can be improved. The model
structure is shown in Table 2.

B. MULTI-CHANNEL FEATURE FUSION
In the initial stage of experiment, the input data features are
very rich, so it is very necessary to design and use a feature
fusion module. A multi-channel feature fusion module is
designed and used in this paper, and its structure is shown
in Figure 3. In this Module, inception structure and Multi-
scale Channel Attention Module (MS_CAM) structure are
combined [21], and good results are achieved in practical
experiments. In the training process, the convolution of
1 × 1 in inception structure is used to raise and reduce
dimensions respectively, which can reduce the complexity of
the model while extracting more features. Moreover, due to
the convolution at different sizes, features of different scales
can also be extracted. Richer features also mean that the final
classification judgment will be more accurate.

TABLE 2. Network model structure.

In order to further improve the model’s ability to capture
features, the MS_CAM structure is added to each segment of
the inception structure in this paper, as shown in Figure 4.
In Figure 4, since scale is not the exclusive problem of
spatial attention, channel attention can also have dimensions
other than global by changing the dimensions of spatial
pooling. By aggregating multi-scale context information
along channel dimensions, MS_CAM emphasizes both large
objects with more global distribution and small objects with
more local distribution, so that the network can recognize
and detect objects under extreme scale changes. The feature
fusion module is used to improve the ability of the model
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FIGURE 5. Squeeze-and-Excitation Module.

FIGURE 6. Coordinate Attention Module.

to capture important features, thus greatly increasing the
recognition accuracy of the model.

C. SQUEEZE-AND-EXCITATION MODULE
For an image, the weight of different channels is generally
different. If we can capture this information, then our
network can get more information and naturally have higher
accuracy. The Squeeze-and-Excitation Module can help us
get information inside these channels [22]. The Squeeze-and-
relationship between each channel. Finally, the normalized
weight obtained before is weighted to the features of each
channel, that is, to complete the required features of attention
transfer to this paper. Although space is not taken into
account in the Squeeze-and-Excitation Module, its structure
is simpler. In block1, the model precision can be improved
while the number of model parameters remains roughly the
same.

D. COORDINATE ATTENTION
Studies in mobile networks show that channel attention
mechanisms have a significant effect on model perfor-
mance [22], but they often ignore location information, which
is very important for generating spatially selective attention
map. Unlike channel attention, which converts input into
a single feature vector by 2D global pooling, Coordinate
attention splits channel attention into two 1D feature coding
processes that aggregate features along different directions.
The advantage is that long range dependencies can be
captured along one spatial direction and precise position
information can be retained along the other [23]. The
generated feature maps are then encoded separately to

form a pair of direction-aware and position-sensitive feature
maps, which can be applied complementary to the input
feature maps to enhance the target features of interest. The
two different channel attention directions are coordinate
information embedding and coordinate attention generation
respectively, and its specific structure is shown in Figure 6.

In the coordinate information embedding part, the channel
attentionmechanism uses global pooling to encode the spatial
information, which results in the global spatial information
being compressed into channel descriptors and difficult to
store the location information. Therefore, in this Excitation
Module is to do attention or gating on the channel dimension.
This attention mechanism allows the model to focus on the
most excitation channel features while suppressing the less
important ones. The implementation of the Squeeze-and-
Excitation Module is shown in Figure 5.

As shown in Figure 5, firstly, the two-dimensional features
of each channel are compressed into one real number through
global averaging pooling, and the global features of the
channel level are obtained. After that, a weight value is
generated for each feature channel, and the correlation
between channels is constructed through two full connection
layers. The number of output weight values is the same as
the number of channels in the input feature map. The weight
of different channels is also obtained by learning the paper
will adopt Coordinate Attention global pool is decomposed
into a pair of one dimensional feature coding to operate,
in the process of actual operation, we will be high and wide
use of the image size (H, 1) and (1 W) the pooling of
nuclear along the horizontal coordinate direction to encode
each channel, can get high and wide feature mapping in two
directions.
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TABLE 3. Comparison of ablation experiment results.

In this way, long distance correlations can be captured in
one spatial direction while accurate positional information
can be retained in the other. Then the feature map is encoded
as a pair of directional and position-sensitive attention maps,
which are complementary to the input feature map. This
approach enhances the representation of objects of interest
in the model.

IV. RESULT
A. EXPERIMENTAL ENVIRONMENT
This experiment was completed in python3.9 based environ-
ment. Model identification and classification were completed
in python3.9 and pytoch1.8 based environment. Hardware
configuration was 5GHz Intel i7 12700K processor and
32GB 3200Mhz DDR4 memory. Nvidia GeForce RTX3070
and Nvidia GeForce RTX3070Ti graphics cards. The total
number of bird picture samples in this experiment is
39,364. 31,598 samples are selected as the training set and
7766 samples as the test set. In the experiment, the initial
learning rate was set at 0.1, the dynamic adjustment of the
learning rate was used in the training process, the batch size
was set at 16, the number of training rounds was set at 300,
the model optimizer was used as stochastic gradient descent
(SGD), the loss function was used as cross entropy loss
function, and the learning rate decline strategy was used as
cosine annealing.

B. ATTENTION EXPERIMENT
In order to verify that each improvement point of the
proposed model contributes to the improvement of the
model performance, a series of ablation experiments are
conducted in this paper. In the ablation experiment, the
recognition accuracy of the model on the test set was used
as the benchmark to judge the effect of model improvement.
The ablation experiments included whether a multi-channel
feature fusion module was included, whether Squeeze-
and-Excitation Module was used, and whether Coordinate
attention was used. The ablation experiment is shown in
Table 3

As shown in Table 3, when adding different modules
individually, the improvement of model accuracy is not
obvious, but if they are combined, the effect of the model
will be greatly improved, and the number of parameters will
remain basically unchanged. In the case of a small change in
the number of parameters, it means that the training speed of

FIGURE 7. A schematic diagram of the training results of the model
presented in this paper. (a) Accuracy curve of the test set; (b) Loss curve
of the test set.

the model and the test speed after the training will not change
greatly, which will increase the benefit of the change.

C. ALGORITHM COMPARISON AND ANALYSIS
Figure 7 shows the performance diagram of the model test set
in this article. As can be seen fromFigure (a), the convergence
rate of themodel is fast. Themodel converges when themodel
approaches 100 Epoch, and the accuracy rate of the model is
as high as 92.3%. As can be seen from Figure (b), the loss rate
of the model on the test set is about 0.42. Such an effect can
be achieved under the condition of multiple types and fewer
pictures, which proves that the model proposed in this paper
has a good effect.

In order to compare with the model in this paper, the
current classical deep learning models Resnet, InceptionV4
and some lightweight deep learning models MobileNet [35],
ShuffleNet [17] and GhostNet [36] are selected respectively
to train the dataset constructed in this paper. Test set
accuracy and training loss of different models were recorded.
In addition, in order to make the comparison model achieve
better results, all the comparisonmodels selected in this paper
are pre-trained models to achieve better results. as shown in
Figure 8. Where epoch is the iteration period of training, Acc
is the accuracy of test set, and Loss is the training loss.

As can be seen from Figure 8(a), themodel proposed in this
paper also has good classification accuracy. At the same time,
it can be seen from Figure 8(b) that the training loss ratio of
the model proposed in this paper has a fast convergence rate,
which is close to convergence at about 100 rounds, indicating
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FIGURE 8. Diagram of training results of some models including this
paper. (a) Accuracy curve of training of some models including this paper;
(b) Loss decline curve in the training process of some models including
this paper.

TABLE 4. The result representation of each model.

that the model has a fast learning ability and can quickly learn
some features of birds. The training effect of the lightweight
model proposed in this paper is higher than that of ResNet50
and other large networks, and its accuracy is better than that
of the lightweight model MobileNet and ShuffleNet.

The statistical results of different models are summarized
in Table 4.

As can be seen from Table 4, the model designed in
this paper can get good results with small parameters and
calculation amount. Whether compared with the lightweight
model of MobileNetV3 or large network Resnet50, has its
advantages. Therefore, the model designed in this paper
meets the original intention of design.

D. EMBEDDED APPLICATIONS AND COMPARISON WITH
OTHERS’ METHODS
In order to verifywhether themodel designed in this paper has
application value on embedded devices, this paper establishes

TABLE 5. Comparison of two hardware platform models.

TABLE 6. Experimental results of different dataset.

FIGURE 9. Recall and F-1 scores in two different datasets.

the model on Jetson TX2 and Jetson Nano platform. The
results are shown in Table 5.

As shown in Table 5, although there are great differences
in reasoning time, classification accuracy is almost the same
(the difference in accuracy is due to the compression of the
model when deployed on Jetson Nano in this paper) [37].
Moreover, the increase in the number of parameters of the
model is very small, so when it is applied to embedded
devices, the increase in running time due to the increase in
modules is almost negligible. It shows that the application
of this model on the hardware platform is feasible, however,
when applied to low-cost embedded devices, there are still
problems such as the need to compress files (which will lead
to the reduction of the accuracy of the final model) and long
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inference time, which will be our future research direction.
Finally, the model is applied to different bird dataset, and the
results are shown in Table 6.

As shown in Table 6, when the Caltech-UCSD Birds
200 dataset was used, the result of model training was 89.1%,
which was due to the unsatisfactory training results caused by
the small number of images in this dataset and poor image
quality. When the Birds 525 Species dataset is used, the
training result is 91.1%. In order to better evaluate the ability
of this model to process very large data and the differences
between this dataset and the Birds 525 Species dataset. In this
paper, the recall rate and F-1 score curves of the models under
the two data sets were plotted, as shown in Figure 9.
As shown in Figure 9, (a) represents the change of Recall

value under two different data sets. It is not difficult to see
from the curve that the model has a high Recall accuracy in
the final result, but with the increase of types, the Recall value
will fluctuate greatly. Similarly, from (b), we can also see
that the model still has a good F-1 score in training results,
but with the increase of types, the curve still produces large
fluctuations. Therefore, choosing the data set in this paper can
not only solve various situations in practical applications, but
also make the model more stable in the training process.

V. CONCLUSION
The model proposed in this paper is improved on the basis of
ShuffleNetV2. As can be seen from Table 4, the accuracy of
the model proposed in this paper is about 2% higher than that
of ShuffleNetV2, and the number of network parameters is
not significantly improved. The main reasons are as follows:

1) ShuffleNetV2, as a popular network model, has strong
recognition ability. The shuffle structure itself enhances
the communication between information, which is of
great help to the training and feature extraction of the
model.

2) The ShuffleNetV2 network model is referred to in
this paper. Although some parameters are introduced
in the added structure, the cycles of modules with a
high degree of complexity in the ShuffleNetV2 network
model are greatly reduced because no structure is
added to its branches in the trunk network and the
performance is not affected. Therefore, the complexity
of this paper is not significantly improved.

3) The multi-channel feature fusion structure is intro-
duced in this model to achieve multi-channel feature
capture. In the fusion process, different multi-channel
features are extracted through different receptive fields,
and then they are splicing, so that the model can
more easily capture important features and suppress
unimportant features, so as to improve the recognition
accuracy of the model.

Finally, as mentioned above, although the model studied in
this paper has certain application value on embedded devices,
its response speed still needs to be improved when it is
actually applied to low-cost devices, which will also be the
direction of our follow-up research [26].
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