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ABSTRACT This paper analyzes the OBL strategy’s impact on optimizing the GWOalgorithm and identifies
three shortcomings. the specific limitations of the OBL optimization approach. To address these three
shortcomings and enhance both global optimization and local exploration capabilities of GWO, this paper
introduces a follow-controlled opposition learning strategy. then, the paper analyzes the control parameter
C of the grey wolf algorithm to investigate its impact on global optimization and local exploration. Based
on these properties, a new control parameter C is proposed. The proposed learning strategy and control
parameter C are introduced into the traditional grey wolf algorithm to obtain the FCGWO algorithm.
Finally, this paper conducts a comparative analysis of the FCGWO algorithm in comparison to other meta-
heuristic algorithms, as well as the enhanced grey wolf algorithm, utilizing 23 benchmark test functions
and 2 engineering problems. The results indicate that FCGWO effectively avoids the shortcomings of the
traditional OBL, while also outperforming other algorithms significantly in terms of solution quality.

INDEX TERMS Meta-heuristic algorithm, grey wolf optimizer, opposition-based learning, optimization.

I. INTRODUCTION
Due to the rapid advancement of science and technology,
mathematical optimization problems are increasingly cru-
cial in various engineering fields. To improve processing
techniques, it is often necessary to obtain optimal solu-
tions [1] quickly and accurately. Meta-heuristic algorithms,
a common approach in global optimization, are employed
to tackle various complex problems. In scenarios involv-
ing high-dimensional, nonlinear, and non-derivative objective
functions, meta-heuristic algorithms often outperform tradi-
tional optimization methods [2]. As a result, it is widely used
in water engineering [3], [4], power engineering [5], automa-
tion technology [6], logistics management [7], and financial
engineering [8]. meta-heuristic algorithms are mainly used to
simulate the behavior of nature and human beings through
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mathematical means to achieve optimal solutions. It is
divided into four main categories. The first category is evo-
lutionary algorithms that simulate the laws of evolution in
nature, mainly Genetic Algorithms (GA) [9], [10], Differ-
ential Evolutionary Algorithms (DE) [11], [12]. The second
category is group intelligence algorithms that simulate some
intelligent behaviors in a group, mainly Particle Swarm
Optimization (PSO) [13], [14], and Whale Optimization
Algorithm (WOA) [15]. The third category is human behavior
algorithms that simulate various behaviors of human individ-
uals or in social groups, mainly Group Search Optimization
(GSO) [16], and Social Group Optimization (SGO) [17].
The fourth category is physical algorithms that simulate the
existence of objective laws in things in the universe, mainly
the Central Force Optimization (CFO) [18], and the Water
Wave Optimization (WWO) [19].
The Grey Wolf Optimizer [20] is one of the swarm

intelligence optimization algorithms [21], proposed by
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Mirjalili et al. from Griffith University, Australia in 2014.
This algorithm achieves a globally optimal solution by simu-
lating both the hierarchical structure within a wolf pack [22]
and the behaviors involved in tracking, encircling, and attack-
ing prey during hunting [23]. The Grey Wolf Optimization
(GWO) has been widely used in the fields of UAV path
planning [24], futures price prediction [25], [26], electric-
ity energy optimization [27], [28], predictive optimization
of process parameters [29] and supply chain optimiza-
tion [30], [31], due to its simple structure, less parameter
adjustment and high solution accuracy. However, as the
complexity of industrial problems increases, GWO faces
challenges in continuing to provide effective solutions. The
decline in GWO’s solution effectiveness primarily arises
from the increasing complexity of optimal solution prob-
lems. As this complexity grows, so does the prevalence of
local optimal solutions. Additionally, the limited population
diversity of the grey wolf algorithm poses challenges in
achieving a balance between global exploration and local
exploration [32], [33], ultimately impacting the algorithm’s
solution accuracy. Aiming at these problems of the grey wolf
algorithm, many scholars have improved the algorithm by
enhancing the population diversity and optimizing the control
parameters.

Yu et al. [34] proposed the OGWO algorithm by using a
nonlinear function to adjust the coefficients while introducing
OBL into the GWO algorithm. Singh and Basnal [35] pro-
posed the MDM-GWO algorithm by using mutation-driven
as the search mechanism for changing the GWO while opti-
mizing the control parameter a. Millah et al. [36] introduced
weighted average, pouncing behavior and nonlinear conver-
gence factor in GWO for traditional OBL optimization and
proposed EGWO. Reddy and Narayana et al. [37] proposed
a SL-GWO algorithm by introducing symbiotic hunting and
learning strategies into GWO in order to avoid falling into
local optimal solutions during GWO solving and at the same
time to improve solving accuracy. Yuan et al. [38] proposed
the elite opposition-based learning strategy (EOBLS), and
both introduced EOBLS and chaotic k-best gravitational
search strategy (CKGSS) into GWO to obtain the EOCS-
GWO algorithm. Long et al. [39] proposed the ROL-GWO
algorithm by adding a random number r to the OBL and
also proposing a new control parameter C and introducing
both into the GWO. Lei et al. [40] proposed the LFGWO
algorithm by introducing Lévy flights into GWO in order
to avoid premature convergence of the population of GWO
and falling into local optimal solutions. Fan et al. [41] used
the cosine function to optimize the control parameter a
and introduced the beetle antenna strategy and this con-
trol parameter into GWO to propose the BGWO algorithm.
Long et al. [42] proposed lens backward learning based on
lens optical phenomena and improved the control param-
eter C . Finally, the LIL-GWO algorithm was proposed.
Achom et al. [43] improved GWO using fuzzy C means
(FCM) and successfully discovered the role played by mem-
brane proteins and viral receptors in the pathogenesis of

SARS-CoV-2 infection using this algorithm. Tian et al. [44]
proposed a FCM-GWO-BP integrated prediction model for
building power consumption using FCM to optimize GWO
and found that its RMSPE was reduced by 0.225 compared
to BP.

The above-mentioned scholars have effectively improved
the solution performance of the GWO algorithm by enhanc-
ing population diversity or optimizing control parameters.
However, an imbalance issue exists between global search
and local exploration. Additionally, researchers did not
conduct a thorough analysis of the distribution characteris-
tics of GWO populations during the optimization process.
Control parameter optimization primarily focuses on improv-
ing the coefficient a with little analysis of the properties
and improvements of the control parameter C . To address
these problems, this paper proposes a grey wolf optimiza-
tion algorithm based on follow-controlled learning strat-
egy (FCGWO). The main contributions of this paper are
as follows:

(1) Analyzing the distributional properties of oppositional
populations in different periods when the GWO of OBL
optimization is solving different objective functions reveals
the properties exhibited byOBL in solving different functions
in different periods.

(2) To enhance both the global optimization and local
exploration capabilities of GWO while effectively avoiding
the shortcomings of traditional OBL, this paper introduces a
Follow-Controlled Learning Strategy.

(3) This paper reveals the impact of different C values on
global optimization and local exploration at different stages
of theGWOsolving process. Simultaneously, a newC control
parameter is proposed.

(4) The performance of the FCGWO algorithm proposed
in this paper is evaluated on 23 classical test functions
and 2 engineering problems. The results demonstrate that
FCGWO achieves superior solving efficiency.

II. BASIC ALGORITHM
In this paper, Grey Wolf Optimization algorithms and
Opposition-Based Learning strategy are mainly used
and their specific mathematical models are described
below.

A. GREY WOLF OPTIMIZATION
There is a strict hierarchywithin the greywolf group, which is
mainly divided into four classes: α, β, δ, andω. In the process
of rounding up prey, the distance from the prey is used as the
evaluation criterion. From near to far, they are α wolves, β

wolves, and δ wolves in order, and the rest are ω wolves.
The wolves stalk, surround, and attack the prey under the
leadership of three head wolves. The specific mathematical
model of the GWO is as follows:

Assume that α, β, δ are the optimal, secondary, and
third-best points in the preference-seeking process and the
other points. Then the mathematical equation for wolf pre-
dation on prey is as follows:
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1) SURROUNDING THE PREY

D = |C · XP(t) − X(t)| (1)

X(t + 1) = Xp(t) − A · D (2)

where XP represents the location of the prey, t represents
the number of iterations, X represents the current grey wolf
location.A andC are the coefficient vectors. The expressions
are as follows in Eqs. (3) and (4).

A = 2a · r1 − a (3)

C = 2 · r2 (4)

where r1 and r2 are random vectors ranging between [1,0]. a
is a linear convergence factor that decreases linearly from 2 to
0 with the number of iterations t .

2) HUNTING FOR PREY
Dα = |C1 · Xα − X|

Dβ =
∣∣C2 · Xβ − X

∣∣
Dδ = |C3 · Xδ − X|

(5)


X1 = Xα − A1Dα

X2 = Xβ − A2Dβ

X3 = Xδ − A3Dδ

(6)

X(t+1) =
X1 + X2 + X3

3
(7)

where Xα , Xβ and Xδ are the position vectors of α, β, and
δ, respectively. A1, A2, A3 and C1, C2, C3 are the control
parameters generated by the random vectors r.

3) ATTACKING THE PREY

a(t) = 2 × (1 −
t

Maxlter
) (8)

where Maxlter is the maximum number of iterations. t is the
number of current and iterations. It can be seen that as the
number of iterations t increases, a will gradually decrease.
At the same time, the value of |A| also decreases, and when
|A| <1, the wolves start to attack the prey.

B. OPPOSITION-BASED LEARNING
Opposition-Based Learning (OBL) is the mathematical cal-
culation of the current point to generate an opposition point
symmetric about the base point. In the global search process
of the GWO algorithm, the current point and the opposition
point fitness values are calculated and the better point is taken.
By this method, the population diversity of GWO is improved
to help the algorithm jump out of the local optimal solution.
The specific mathematical model of the Opposition-based
learning is as follows:

opposition number: If there exists a real number, then its
opposition number expression is shown in Eq. (9).

x ′
= a+ b− x (9)

FIGURE 1. Population distribution of OBL-GWO solving Sphere function.

opposition point: Suppose there exists a pointX in the dimen-
sional space and xj ∈ [a, b], j ∈ (1, 2, 3 . . .D). Thus the
opposition point of X is X′

= (x ′
1, x ′

2 . . . x ′
D), of which the

expression for the members is shown in Eq. (10).

x ′
j = aj + bj − xj (10)

The above opposition number or opposition point about
the original point exists in the opposition base point nj, its
expression is shown in Eq. (11).

nj =
aj + bj

2
(11)

III. DEFECT ANALYSIS OF OBL IMPROVED GREY WOLF
ALGORITHM
The OBL strategy is introduced in the swarm intelligence
algorithm mainly to improve the diversity of the population
and make the algorithm find a better solution point faster.
As a result, numerous scholars have introduced OBL strate-
gies into swarm intelligence algorithms and have effectively
improved the algorithm performance. However, many schol-
ars have not made an in-depth analysis of the process of
OBL optimization of the swarm intelligence algorithm and
the problems involved. For this reason, this section analyzes
the optimization process of OBL in the swarm intelligence
algorithm before proposing a new backward learning strategy.
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FIGURE 2. Population distribution of OBL-GWO to solve the Peaks
function.

A. CONVERGENCE OF OPPOSITION POPULATIONS
The OBL strategy focuses on opposing the current popu-
lation as a way to generate the opposition population, thus
increasing the probability of obtaining the global optimal
solution. However, the OBL strategy is effective in increasing
population diversity only at the beginning of the iteration.
In the middle and late stages, influenced by the distribution of
the original population, the opposition population will show
significant convergence.

To further illustrate the limitations of the OBL strategy.
In this section, the GWO algorithm introducing OBL is used
to solve the single-peaked function Sphere. Set the number
of populations to 30 and the number of iterations to 500. The
number of dimensions is set to 2 for ease of representation.
The population distributions for the 1st and 6th iterations of
the iterative process are taken and shown in Fig.1

From Fig. 1(a), it can be seen that the introduction of
OBL can effectively improve the diversity of the population
at the beginning of the algorithm iteration. However, after
the original population converges, the opposition population
also becomes convergent as shown in Fig. 1(b). When the
total number of iterations was 500, the population showed
a significant convergence behavior after only 6 iterations.
In subsequent iterations, this fast convergence property can

FIGURE 3. Distribution of particularity of OBL solution.

severely limit the effectiveness of OBL in improving popula-
tion diversity and enhancing the global search for superiority.
At the same time, the opposing population and the original
population fall in the blue region where the global optimal
solution exists as well. This allows us to help improve the
accuracy of the local solution in some cases.

In the following, the distribution of opposition populations
in OBL-GWO is explored again through the multi-peak func-
tion Peaks. The parameter settings are the same as the Sphere
function. The population distributions of the 1st and 20th
iterations of the iterative process are taken, as shown in Fig. 2.
From Fig. 2(a), it can be seen that at the beginning of

the iteration, as with the Sphere function OBL effectively
increases the population diversity. However, after 20 iter-
ations, the original population starts to show significant
convergence, as shown in Fig. 2(b). At the same time, the
opposition populations also inherit the convergence charac-
teristics of the original populations, leading to a limited effect
of enhancing diversity. However, the generation position of
the opposition population is different in Peaks function than
in the Sphere function. As can be seen in Fig. 2(b), the
original populations all converge to the blue region where
the global optimal solution exists under the GWO, while the
opposition populations fall in the red region with the largest
fitness value. In this case, the opposing populations not only
cannot improve the population diversity but also cannot help
to improve the accuracy of the local solution.

B. SPECIFICITY OF OBL OPTIMIZATION SOLUTION
The process of solving the Sphere function for the above
OBL-GWO is further analyzed. The opposition base of OBL
is found to overlap with the optimal point of the Sphere
function. This makes the OBL strategy distinctly specific in
optimally solving the optimal points of this class of functions,
as shown in Fig. 3.

From Fig. 3, the opposition point generated by Eq. (10)
is symmetric about the base point (also the optimal point).

VOLUME 11, 2023 101855



H. Zhang et al.: Grey Wolf Optimization Algorithm Based on Follow-Controlled Learning Strategy

A coefficient r is introduced in Eq. (10).

r =
l
L

< 1 (12)

The specific mathematical form of r is not restricted and
it is less than 1. Then the OBL expression of the introduced
coefficient is shown in (13):

x ′
= a+ b− r · x (13)

From Fig. 3, it can be observed that the opposition point
obtained through Eq. (13) will be closer to the base point
(that is also the optimal point). Therefore, it can be concluded
that in the case where the optimal point and the base point
coincide, introducing a coefficient less than 1 to bring the
opposition point closer to the optimal point will result in
better optimization performance. In this special case where
the opposition base point coincides with the optimal point,
the opposition point is always ‘‘pulled’’ closer to the optimal
solution in each iteration update, and after several iterations,
very good optimization results can be obtained. However,
when the optimal point does not coincide with the opposition
base point, i.e., the optimal point is not at the center of the
search space, the optimization effect will be lost. In practical
multi-objective optimization problems, it is highly probable
that the optimal solution is not located at the center of the
search space, and therefore, this special case severely limits
the performance of the OBL strategy.

C. FAILURE OF OPPOSITION POPULATIONS IN
SYMMETRIC SPACE
Analysis of the mathematical model properties of the Sphere
function and OBL reveals that the Opposition-based learning
fails when the optimization problem’s function is symmetric
about the center point of the search space. The proof is as
follows:

Suppose there is a function in a two-dimensional space
that is symmetric about the n-axis within the interval [a, b]
that contains the center axis. Given any point in this interval,
its opposition point can be obtained using the opposition
learning Eq. (10), as shown in Eq. (14).

x ′
= a+ b− r · x (14)

As x = n is the central axis, there is Eq. (15).

2n = a+ b (15)

Substituting Eq. (15) into Eq. (14), there is Eq. (16).

x ′

1 = 2n− x1 (16)

Substituting Eq. (16) into the function f(x), there is Eq. (17).

f
(
x ′

1
)

= f (a+ b− x1) = f (2n− x1) (17)

As f(x) is symmetric about x=n, thus Eq. (18) holds.

f (x1) = f (2n− x1) (18)

Finally, Eq. (19) is obtained.

f
(
x ′

1
)

= f (x1) (19)

Generalizing Eq. (19) to n dimensions, there is Eq. (20).

f
(
x ′

1, x
′

2 . . . x ′
n
)

= f (x1, x2 . . . xn) (20)

Eq. (20) reveals that when the optimization function is
symmetric with respect to the center point of the search space,
the fitness values of the opposition point and the current point
are equal. This property prevents the position of the grey
wolf in the original population from being affected by the
opposition point, leading to a failure of the Opposition-based
learning.

The above analysis indicates that traditional opposition
learning strategies encounter several issues when optimizing
the GWO algorithm, which can be summarized as follows:

(1) OBL has a limited effect on increasing population
diversity: The improvement of population diversity is only
effective in the early iterations of the algorithm, and it cannot
help the algorithm to improve its solution accuracy in the later
stages.

(2) OBL has specificities in optimization problem solving:
Introducing a coefficient of less than 1 achieves superior solu-
tion effectiveness when the opposition base point overlaps
with the optimal point, but it has significant limitations in
practical applications.

(3) OBL fails: When the optimization function is sym-
metric with respect to the center point of the search space,
rendering the Opposition-based learning ineffective.

IV. FOLLOW-CONTROLLED OPPOSITION LEARNING
STRATEGY
To overcome the limitations of traditional Opposition-
Based Learning (OBL) and further improve the solu-
tion performance of the Opposition-based learning in the
Grey Wolf Optimization algorithm, this paper proposes a
Follow-Controlled opposition learning strategy. The strategy
mainly consists of two parts, following opposition Learning
and population Control Strategy.

A. FOLLOWING OPPOSITION LEARNING STRATEGY
Based on the previous analysis, it is clear that the OBL
strategy cannot improve the local exploration ability of GWO
in the middle and later stages of iteration, especially for
functions whose optimal points are not located at the center
of the search space. To overcome this shortcoming, this paper
proposes the following mechanism. The core point of this
mechanism is to change the upper and lower limit values of
OBL in each iteration process, and the specific mathematical
description is as follows.

Assuming that the total number of iterations is I, the search
space is D dimensional, and the total population size is N,
the expression for a certain position point at the i-th iteration
is Xi

= (x i1, x
i
2 . . . x iD) and the total population is Pi =

(Xi
1,X

i
2 . . .Xi

N ), where i ∈ {1, 2, . . . , I }. Let ai = max(Pi)
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FIGURE 4. Primitive population, opposition population, and following
opposition population distribution.

FIGURE 5. Schematic diagram of opposition population controllable
relationship.

and bi = min(Pi). Then the following opposition learning
strategy is shown in Eq. (21).

x i′ = ai + bi − x i (21)

It can be seen from Eq. (21) that after each iteration, the
upper and lower limits ai and bi, respectively will change to
the maximum and minimum dimensional values in the entire
population. The introduction of this strategy will cause the
opposition reference point to change along with the original
population point and also enable the opposition population to
free itself from the fixation of the reference point. Therefore,

the opposition population can fall into the area being explored
by the original population, effectively helping to improve the
solution accuracy. The opposition effect is shown in Fig. 4.

The population distribution in Fig. 4 shows that the follow-
ing opposition learning strategy preserves the enhanced effect
of OBL on population diversity, while also extending the
solution performance. The specific extensions are as follows:

(1) Fig. 4(a) shows that at Iter=1, the population distribu-
tion of the following opposition learning strategy is similar
to that of the traditional OBL strategy, indicating that the fol-
lowing opposition learning strategy can effectively enhance
population diversity in early iterations.

(2) In Fig. 4(b), when the number of iterations is 6, the
original population converges to the blue area where the
global optimal solution exists under the action of the GWO
algorithm. Meanwhile, the following opposition population
also ‘‘closely follows’’ the original population and falls into
the global optimal solution area, indicating that the follow-
ing opposition population can effectively enhance the local
exploration ability of the GWO algorithm.

(3) It can also be observed from Fig. 4(b) that the opposi-
tion points generated by the following strategy do not exhibit
symmetry about the center point, effectively avoiding the
situation where the opposition is ineffective. This indicates
that the following opposition population can still effectively
enhance the global optimization and local exploration ability
of the GWO algorithm in functions that are symmetric about
the center point of the optimization space.

B. CONTROLLABILITY OF OPPOSITION POPULATIONS
The proposed opposition learning strategy with a following
mechanismmainly addresses the special cases of overlapping
between the base point and optimal point and the failure of the
opposition population in the original Grey Wolf Optimizer
(GWO) algorithm. However, its effectiveness is limited in
enhancing global optimization and improving local solution
accuracy. To further improve the optimization performance
of the GWO algorithm, this paper proposes a controllable
opposition population strategy. Its core is to control the size of
the opposition population generation area under the following
opposition strategy, thus enhancing global optimization abil-
ity and improving local solution accuracy. To facilitate the
presentation of its changing relationship, a two-dimensional
space is used as shown in Fig. 5.

The above Fig.5 shows the upper and lower limits, denoted
by a and b, of the original OBL. The upper and lower limits of
the OBL that can be controlled through opposition learning
of the population are denoted by a’ and b’. Point A repre-
sents the original point, while A’ represents the opposition
point, and A’’ represents the controllable opposition point.
By introducing a scaling factor k, the size of the opposition
population generation area can be controlled. The expression
for k in Fig. 5 is given by Eq. (22).

k =
b′

− a′

b− a
=

n
m

(22)
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As point A in 2D satisfies x1 < ox and y1 > oy, under the
scaling factor k , the distance to the x-axis and y-axis in each
dimension can be expressed as Eq. (23).{

ox − (ox − x1) × k + a
oy + (y1 − oy) × k

(23)

By opposing the distance relationship in Eq. (23) according
to Eq. (10), and opposing the distance relationship of the
opposition point under the scaling factor k , Eq. (24) can be
obtained. {

ox + (ox − x1) × k
oy × (y1 − oy) − oy

(24)

As pointO is the center point of the optimization interval, Eq.
(25) can be derived.

oy = ox =
b+ a
2

=
b′

+ a′

2
(25)

By substituting Eq. (25) into Eq. (24) and simplifying, the
opposition relationship of each axis can be obtained, as shown
in Eq. (26).

x ′
=

(k + 1) × (a+ b)
2

− k × x1

y′ =
(k + 1) × (a+ b)

2
− k × y1

(26)

From Eq. (26), it can be seen that regardless of whether
the original point is on the left or right side of the base
point, i.e., x1<ox or x1>ox , the same controllable opposition
relationship can be obtained. By introducing Eq. (21) into Eq.
(26), the final controllable opposition learning expression can
be obtained, as shown in Eq. (27).

x ′
=

(k + 1) × (ai + bi)
2

− k × x (27)

In Eq. (27), k is the scaling factor, and by changing its value,
the size of the opposition area can be controlled, as shown in
Fig. 6.

Fig. 6 shows that the population generated by Eq. (27)
not only has an opposite effect but also effectively tracks
the range of the original population. When k is 1, only the
original population is in opposition.When k is 1.5 and 0.5, the
range of the opposition population is enlarged and reduced,
respectively, while effectively tracking the distribution area
of the original population.

It can be seen that in Eq. (27), k plays an important control-
ling role in the opposite effect of the population. The selection
of the k value has a decisive effect on the optimization effect
of the controllable opposition learning in Eq. tracking. The
main problemwith traditional OBL in theGWOalgorithm for
optimization is that the convergence speed of the initial popu-
lation is too fast, and the opposition population in the middle
and late stages cannot help improve the solution accuracy.
To address this phenomenon, k needs to exhibit an ‘‘S’’ shape
with a larger value in the early stage and a smaller value in
the later stage. Moreover, it can control the proportion of the
‘‘larger value interval’’ and the ‘‘smaller value interval,’’ i.e.,
the proportion of global search and local exploration. Based

FIGURE 6. Distribution of primitive population and following opposition
population.

FIGURE 7. Change curve of scaling factor k and iteration number i .

on preliminary experiments and the feature requirements of
GWO, the expression of k is determined as Eq. (28).

k =
T

1 + e

[
1
5×(i−MaxIter

p )
] =

2

1 + e

[
1
5×(i−MaxIter

4 )
] (28)

In Eq. (28), i is the current iteration number,MaxIter is the
maximum number of iterations, T is the maximum control
coefficient, and P is the control coefficient for the ratio of
global search and local exploration. The distribution of k is
shown in Fig. 7.

From Fig. 7, it can be seen that when i = 0, k tends to
be close to 2 and less than 2, and when i = 500, k tends to
be close to 0 and greater than 0. The ratio of the number of
iterations when k > 1 to the number of iterations when k <

1 is 1:3, and their sum is the value of p in Eq. (28), which
can effectively control the proportion of global optimization
and local exploration in the entire solution process. T in Eq.
(28) is used to control the initial amplification factor of the
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FIGURE 8. Impact of C values in different ranges on the range of population migration.

TABLE 1. Effect of control parameter C on GWO solution characteristics.

population. By changing the values of P and T, the global
optimization and local exploration can be effectively adjusted
to achieve the optimization of GWO solving performance.

V. ANALYSIS AND IMPROVEMENT OF CONTROL
PARAMETER C
A. CHARACTERIZATION OF CONTROL PARAMETER C
This section discusses the exploration and optimization of
the solution characteristics of GWO. The previous section
introduced a new solution strategy, and this section will
focus on the algorithm itself. The main control parameters
in GWO are A and C , which have a significant impact on
the algorithm’s performance. Parameter A controls whether
the grey wolves move closer to or farther away from the prey,
while parameter C simulates the perception range of different
grey wolves in nature. While extensive research has been
conducted on parameter A, little is known about parameter C .
Therefore, this section will analyze the effect of parameter C
on the GWO algorithm’s solution characteristics and propose
improvement methods based on this effect.

The main objective of improving parameter C in the GWO
algorithm is to enhance its global optimization and local
exploration capabilities. The former is reflected in the early
stages of the algorithm’s iterations, where it helps the
algorithm locate the region with the optimal solution. The
latter is reflected in the later stages of the iteration, where it
helps to approximate the optimal value in the optimal solution
interval. ParameterC is a random number distributed between
0 and 2, as shown in Eq. (1) and Eq. (4), and its magnitude
directly affects the range that each grey wolf can explore. The
relationship between the distribution range ofC in Eq. (1) and

FIGURE 9. Fitness curve of GWO solution function under different C value
range.

Eq. (4) and its impact is analyzed by plotting, as shown in
Fig. 8.

Fig. 8 shows the movable regions of the wolves ω towards
the leading wolves α, β, and δ. These regions correspond to
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FIGURE 10. Comparison of the distribution of original C value and
improved C value.

the changes in expression (1) under the influence of the con-
trol parameter C . The green, orange, and blue regions in the
Fig.8 correspond to the possible locations where the wolves
ω may stop when moving towards the leading wolves α, β,
and δ. As the distribution range of parameter C increases,
the wolves take larger steps with larger perception areas.
From Fig.8(a) and (b), it can be observed that after each
iteration, the wolves ω are distributed on both sides of the
prey. However, Fig. 8(c) shows that the wolves ω are at a
distance from the prey within the range of C ∈(0,2) after
each iteration. Although this slows down the speed at which
the wolves ω approach the prey, it also widens their roaming
range, increases population diversity, and ultimately allows
the wolves ω to approach the prey under the influence of
control parameter A. The impact of the size of parameter C
on population distribution can be summarized as follows: the
larger the value of parameter C , the larger the step size of the
population’s wandering, and the slower the early convergence
speed, thus improving the global optimization ability of the
algorithm in the early stage.

To further illustrate the specific effects of the control
parameter C on the solution process, the fitness curves of
GWO with different ranges of C values on the single-peak
Sphere function andmulti-peakAlpine function are analyzed.
To better explore the impact of the C range, the variation
interval is set to 1, with the population size and dimension
both set to 30 and the optimization range distributed as
[−100,100] and [−10,10]. The total number of iterations is
set to 500, and the results are shown in Fig. 9.
From the changes in the fitness curves in Fig. 9, different

ranges of C values have a similar effect on the solution char-
acteristics of single-peak or multi-peak functions. In Region
1 of Fig. 9(a) and (b), it can be observed that as the range
of control parameter C increases, the rate of decline in the
fitness curve slows down, and the population requires when
the value of C is small, the population moves directly when
the value ofC is small, the population moves directly towards
the leading wolf (prey) and converges quickly. However,
premature convergence also limits population diversity. In the

FIGURE 11. GWO solution fitness curve of original C value and
improved C value.

FIGURE 12. Flowchart for building FCGWO.

fitness curve of GWO solving the Alpine function in Region
2 of Fig. 9(b) for C ∈ (0,1), it can be seen that the algorithm
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FIGURE 13. 23 benchmark functions.

falls into a local optimum. In Region 2 of Fig. 9(a) and (b), it is
necessary to consume toomany iterations when the value ofC
is large, which is not conducive to improving the accuracy of
mid-to-late stage solutions. However, it speeds up the mid-to-
late stage solution (solution speed: the degree of fitness value
decreases under the same number of iterations). A summary
of the impact of different ranges of C values is presented in
Table 1 (C >2 in the table refers to the relative situation).

B. IMPROVEMENT OF CONTROL PARAMETER C
The paragraph is discussing a new control parameter C
proposed in a research paper to improve the performance
of GWO in terms of both global optimization ability and
local exploration ability. The authors aim to strike a balance
between the two aspects. The proposed C value is derived

from the original C value range and is modified based on
the advantages and disadvantages presented in Table 1. The
expression of the new control parameterC is given in Eq. (29).

C = 2 × r3 − 3 ×

(a
2

− 1
)

(29)

where r⃗3 is a random vector in the range [1, 0] as r⃗1 and r⃗2,
and a is calculated by Eq. (8). The distribution of C values of
Eqs. (4) and (29) are shown in Fig. 10.

In Fig. 10, the improved C also has a variable range of
2 for a single iteration, and it shows a linearly increasing
trend overall. It can be observed that the distribution of
the improved C is more diverse than the original C , with
some increase in the variable range in the early stage, which
improves the overall diversity of the population to some
extent. Moreover, the distribution of C values in the middle
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FIGURE 14. Fitness curve of benchmark test function solution.

and later stages is generally larger than that of the origi-
nal C distribution, which significantly improves the solution
speed in the later stages. To validate the performance of the
improved C and original C in solving the Sphere and Alpine
functions, the same parameters as in Fig. 9 were used, and the
results are shown in Fig. 11.

From Fig. 11, it can be seen that the solving curve of
the improved C values is weaker than that of the original C
values in the early stage. This is because the improved C
values increase with the number of iterations in the early stage
to enhance the global optimization ability. However, in the
middle and later stages, the improved C values significantly

101862 VOLUME 11, 2023



H. Zhang et al.: Grey Wolf Optimization Algorithm Based on Follow-Controlled Learning Strategy

FIGURE 15. Box line diagram of the solution results for the 23 test functions.
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outperform the original C values in terms of solution speed.
This is because, although the improvedC values also increase
with the number of iterations, the population has basically
converged at this time, and the effect of increasing C is
weakened after the control parameter A becomes smaller.
Therefore, the increase in C values at this stage only leads
to larger steps of the population in the local exploration area
than the original C values. This is why larger C values have
higher solution speeds in the middle and later stages. The
curve changes in Fig. 11 effectively validate the character-
istics analysis of C values in Table 1. The construction of
FCGWO can be achieved by introducing the above proposed
Follow-Controlled Learning Strategy and the control param-
eter C into the traditional GWO algorithm, and its specific
implementation flow is shown in Fig. 12.

VI. EXPERIMENTAL RESULTS AND DISCUSSION
A. BENCHMARK TEST FUNCTION SELECTION
To verify the solving performance of FCGWO algorithm,
this study selected 23 common benchmark test functions and
conducted simulation calculations to evaluate their solving
performance. Among them, F1 to F7 are unimodal test func-
tions; F8 to F13 are multimodal test functions; F14 to F23
are fixed-dimensional multimodal test functions. The specific
expressions of each function are shown in Fig. 12

B. COMPARISON WITH OTHER META-HEURISTIC
ALGORITHMS FOR SOLVING
To verify the superiority of the FCGWO algorithm, this
study compared it with six other swarm intelligence opti-
mization algorithms, including GA [9], [10], PSO [13], [14],
GWO [20], BOA [45], MFO [46] and SCA [47]. To increase
the validity of the results, each algorithm was run contin-
uously 30 times on the 23 benchmark functions, with the
population size set to 30, themaximum iteration number set to
500, and the dimension set according to Fig. 13. Evaluation
criteria were based on the average, standard deviation, and
best value, and the results are shown in Table 2. To further
illustrate the solving performance of FCGWO, an adaptive
curve convergence experiment was conducted and compared
with the above six algorithms, and the results are shown in
Fig. 14. at the same time, a box plot comparison is done for
30 consecutive solutions and the results are shown in Fig. 15.

Table 2 shows that, among the 7 single-peak benchmark
functions, except for the Std value of F5, FCGWO performs
best in terms of Avg, Std, and Best. Among the 6 multi-
peak benchmark functions, FCGWO’s Best value is better
than that of other optimization algorithms, and it has the
best Avg in 4 items and the best Std in 3 items. In the
10 fixed multi-dimensional function solutions, FCGWO also
has significant advantages, with the best Avg in 7 items, the
best Std in 4 items, and the best in 9 items. The overall
statistics of the various optimal solution results in Table 2 are
shown in Table 3. It can be seen that FCGWO has Avg, Std,
and Best of 19, 12, and 20, respectively, among the 23 tested

functions, and all the indexes are shown to be optimal. it can
be obviously seen that FCGWO has the best overall solving
effect on 23 benchmark functions compared to the other
6 meta-heuristic algorithms.

From the fitness curve in Fig. 14, it can be seen that, except
for function F5, FCGWO has a significant advantage in terms
of solving speed and accuracy on single-peak functions F1-
F7 compared to other algorithms. At the same time, it also
has a significant advantage in solving accuracy and speed on
multi-peak functions F8-F13.

Where the F8 function is distributed at the boundary due
to its optimal point, the spiral search mechanism of MFO can
better handle the boundary optimal point problem compared
to the center leaning mechanism of GWO. However, MFO’s
solving effect on other functions is significantly inferior to
FCGWO. In the fixed-dimensional function solution, due to
the improvement of FCGWO’s population diversity, there is
no significant advantage in solving speed in the early stage,
but its solving accuracy in the later stage is better than that
of other algorithms. In addition, compared with the origi-
nal GWO algorithm, FCGWO has significantly improved its
ability in global optimization and local exploration in the
23 benchmark functions. Meanwhile, it can also be seen from
the box line diagram of Fig. 15 that among the seven heuristic
algorithms for the 23 functions, the overall solution result of
FCGWO is the most stable. Among them, the distribution of
FCGWO is slightly scattered only on F15 and F20, but it does
not have obvious singular values. Overall, FCGWO performs
best in the overall solving effect of 23 benchmark functions.

C. COMPARISON WITH OTHER IMPROVED GWO
SOLUTIONS
To verify the optimization effect of FCGWO on the above
OBL defects, simulations were carried out in the shifted
optimization space based on the original optimization space.
The shifted optimization space is obtained by offsetting the
optimal point on the basis of the original optimization space,
so that it is not at the center of the optimization space, but
the location of the optimal solution point remains unchanged.
This solving space can effectively verify the three OBL
defects discovered above: the limited effect of improving
population diversity, the limited effect of improving crossover
probability, and the opposition failure. To simplify the rep-
resentation, only 4 functions with the best solutions at [0,0]
were selected from the 23 benchmark functions, and the
shifted optimization space is shown in Table 4.
In this paper, GWO [20], OGWO [34], ROL-GWO [39]

and LIL-GWO [42] algorithms are chosen to do the adapta-
tion curve comparison, and the results are shown in Fig. 16.
The following is a line-by-line analysis of the three defects of
OBL in combination with the computational results:

(1) Limited effectiveness of OBL in improving population
diversity From Fig. 16(c), it can be seen that GWO and
OL-GWO are trapped in locally optimal solutions, which
is mainly due to the limited population diversity. Although
LIL-GWO and ROL-GWO have significant advantages in
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TABLE 2. Calculation results of 23 benchmark functions.
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TABLE 3. Statistical table of evaluation indicators for the results of the calculation of the 23 benchmark functions.

TABLE 4. Optimization space area after offset.

solution accuracy compared to FCGWO, as shown in the
solution graphs 3-15(g) after offset optimization, their solu-
tion effects are significantly inferior to FCGWO. This is
because LIL-GWO and ROL-GWO ‘‘pull’’ the opposition
point closer to the optimal point, leading to particularity in
the solution.

(2) Speciality of OBL optimization solution As shown in
Fig.s 16(a) and (b), ROL-GWO and LIL-GWO have sig-
nificant advantages in solution accuracy compared to other
algorithms in the original optimization space. This advantage
is due to the particularity of the OBL optimization solution,
where the original opposition learning base point coincides
with the optimal point. In these two algorithms, introducing
a scaling factor of less than 1 ‘‘pulls’’ all the opposition pop-
ulations closer to the opposition base point (optimal point),
thus significantly improving the solution accuracy. However,
in the offset optimization space in Fig.s 16(e) and (f), the
non-coincidence of the opposition base point and the optimal
point causes a significant decrease in the solution accuracy
of ROL-GWO and LIL-GWO, even similar to GWO. At this
point, FCGWO has the highest solution accuracy, and the
same phenomenon is observed in F9 and F10.

(3) OBL opposition failure. The four functions selected
in Fig. 16 are symmetric about the center point of the opti-
mization space. As shown in the fitness curves of the original

optimization space for the four functions in Fig. 16(a)-(d),
the curve distribution of OL-GWO and GWO overlap almost
entirely. The slight differences in curve distribution are
caused by the variation of the random number r . This is
because the fitness values after the opposition of the functions
symmetric about the center are the same, resulting in the
population’s position being unaffected by the OBL strategy.

The solution results in Fig. 16 validate that FCGWO can
effectively overcome the three shortcomings of OBL men-
tioned above. Although ROL-GWO and LIL-GWO utilize
the opposition solving specificity and perform very well in
the original optimization space, their effectiveness is limited
to the special case where the opposition base point and the
optimal point overlap. Once this specificity disappears, their
solving efficiency will be significantly reduced. However,
in actual engineering optimization problems, the optimal
point is unlikely to be at the center point, which makes
FCGWO more widely applicable.

D. ENGINEERING PROBLEM SOLVING
1) PRESSURE VESSEL DESIGN
The problem of pressure vessel design [48] is to effectively
control the welding and manufacturing cost of the device
under the premise of ensuring the safety and reliability of
the device. Among them, the cost is mainly controlled by
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FIGURE 16. Comparison of FCGWO and other opposition strategy GWO solutions.

controlling the head thickness Th, vessel inner diameter R,
cylinder length L, cylinder thickness Ts. The structure is
shown in Fig. 17, and the relationship between cost and
parameters is as follows:

X = (x1, x2, x3, x4) = (TS ,Th,R,L) (30)

Minimize:

f (x) = 1.7781x2x23 + 0.6224x1x3x4 + 3.1661x21x4
+ 19.84x21x3 (31)

Subject to: 
g1(x) = 0.00954x3 − x2 ≤ 0
g2(x) = 0.00193x3 − x1 ≤ 0
g3(x) = x4 − 240 ≤ 0

(32)

With bounds: {
10 ≤ x3, x4 ≤ 200
1 ≤ x2, x1 ≤ 99

(33)

This paper proposes FCGWO with other 6 meta-heuristic
algorithms and 3 improved GWO algorithms to carry out the
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TABLE 5. Pressure vessel solution results.

TABLE 6. Reducer solution results.

FIGURE 17. Pressure vessel schematic.

speed reducer minimum weight problem solving, the results
are shown in Table 5. It can be seen that in the 10 optimization
algorithms, FCGWO solution results in the smallest value of
only 5885.3328. The structural parameters obtained by the
FCGWO. The minimum manufacturing cost of the pressure
vessel can be achieved. This effectively shows that FCGWO
is significantly better than the other meta-heuristic algorithms
in Table 5 in solving the pressure vessel problem.

FIGURE 18. Reducer schematic.

2) WEIGHT MINIMIZATION OF A SPEED REDUCER
The main objective of the gearbox design problem [49] is
to reduce the weight of the gearbox to a minimum while
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TABLE 7. Glossary of abbreviations.

satisfying the bending stresses of the gears, the surface pres-
sure, the transverse deflection of the shafts, and the stresses on
the shafts. There are seven variables involved in this problem,
the main ones are tooth face width b, tooth module m, number
of teeth p, first bearing distance l1, second bearing distance l2,
first shaft diameter d1, second shaft diameter d2, the reducer
structure is shown schematically in Fig. 18. Themathematical
model is as follows:

X = (x1, x2, x3, x4, x5, x6, x7) = (b,mh, p, l1, l2, d1, d2)
(34)

Minimize:

f (x) = 0.7854x1x22 (14.9334x3 − 43.0934 + 3.3333x23 )

+ 0.7854(x5x27 + x4x26 ) − 1.508x1(x27 + x26 )

+ 7.477(x37 + x36 ) (35)

Subject to:



g1(x) = 27 − x1x22x3 ≤ 0
g2(x) = 397.5 − x1x22x

2
3 ≤ 0

g3(x) = 1.93 − x2x3x
−3
4 x46 ≤ 0

g4(x) = 1.93 − x2x3x
−3
5 x47 ≤ 0

g5(x) = 10x−3
6

√
16.91×106+(745x−1

2 x−1
3 x4)2−1100≤0

g6(x) = 10x−3
7

√
157.5×106 + (745x−1

2 x−1
3 x5)2−850≤0

g7(x) = x2x3 − 40 ≤ 0
g8(x) = 5 − x1x

−1
2 ≤ 0

g9(x) = x1x
−1
2 − 12 ≤ 0

g10(x) = 1.5x6 − x4 + 1.9 ≤ 0
g11(x) = 1.1x7 − x5 + 1.9 ≤ 0

(36)
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With bounds: 

2.6 ≤ x1 ≤ 3.6
0.7 ≤ x2 ≤ 0.8
17 ≤ x3 ≤ 28
7.3 ≤ x4, x5 ≤ 8.3
2.9 ≤ x6 ≤ 3.9
5 ≤ x7 ≤ 5.5

(37)

The weight problem of the gearbox design was addressed
using the FCGWO algorithm along with nine other meta-
heuristic algorithms, and the results are presented in Table 6.
As observed in Table 6, FCGWO produces the best result
value. This indicates that with the parameters b=3.5, m =

0.7, p = 17, l1 =7.3, l2 =7.7153, d1 =3.3505, and
d2 =5.2867, it not only meets the speed reducer constraint
but also accomplishes lightweight manufacturing effectively.
These results highlight the superior performance of FCGWO
in addressing gearbox weight design compared to the other
meta-heuristic algorithms listed in Table 6.

VII. CONCLUSION
In this study, we analyze the population distribution char-
acteristics of OBL in GWO and elaborate on its defects
under various functions and at different stages. To address
these defects and enhance the solution performance of GWO,
we propose the follow-controlled learning strategy and a
new control parameter C . Finally, we compare the pro-
posed FCGWO algorithm with other algorithms using 23 test
functions and 2 types of engineering problems. The results
demonstrate that FCGWO exhibits superior solution stability
and accuracy. The conclusions of this paper can be divided
into the following 3 points:

(1) Through analyzing the optimization process of OBL
in GWO, three defects were found: (i) the Opposition-based
learning enhances the limited diversity of the population,
which mainly occurs in the later stages where the opposition
population inherits the convergence characteristics of the
original population, greatly reducing the exploration area,
and the convergence of the opposition population cannot
help with local exploration; (ii) there are special optimization
solutions, which mainly exist when the opposition base point
coincides with the optimal point. After introducing a coeffi-
cient less than 1, the opposition point is ‘‘pulled closer’’ to the
optimal point, which can achieve very good solving results,
but the applicability is extremely limited; (iii) the opposition
fails, which mainly occurs when the optimization space is
symmetrical about the center point, that is, the fitness values
before and after the opposition are the same, which will not
affect the position change of the population.

(2) In response to the three defects in OBL optimization
in GWO, the FCGWO algorithm is proposed, which mainly
changes the upper and lower limits of the original OBL
and takes the maximum and minimum values in the entire
dimension during each iteration. At the same time, a scaling
factor k is introduced in this strategy to control the size of
the distribution area of the opposition population during each

iteration. Then, the control parameter C of GWO itself was
studied, and the influence of different C distribution sizes on
solving performance was summarized. Based on this influ-
ence characteristic, a new control parameter C was proposed.

(3) FCGWO will be proposed along with six other opti-
mization algorithms for comparison of Avg, Std, and Best
results as well as solving fitness curve comparisons in 23 clas-
sical benchmark test functions. It is found that FCGWO
has a significantly better solving effect than the other six
algorithms. Furthermore, the original search space is shifted,
and fitness curve comparisons are conducted again with other
improved GWO algorithms. It is found that FCGWO effec-
tively overcomes three OBL defects and has a wider range of
applications.

This paper provides a detailed elaboration on the popula-
tion distribution within the GWO solving process, its impact
on the solving outcome, and methods to adjust the control
strategy, resulting in effective enhancements to the traditional
GWO algorithm. According to the excellent solution per-
formance of FCGWO, we can apply it to more engineering
problems in the future, such as Prediction of CO storage
performance [50] in energy management, hyper-parameter
optimization [51] in circuit fault detection, state-of-charge
(SOC) estimation [52] in automotive batteries, riverbed load
prediction [53] in water conservancy engineering.

APPENDIX
See Table 7.
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