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ABSTRACT Phase-scrambling Fourier transform imaging is an imaging technique for MRI and has useful
features not found in Fourier transform imaging techniques generally used in MRI. In our previous study,
an MR super-resolution method using a phase-scrambling Fourier transform signal was proposed. The pre-
vious method had two problems: a small improvement in resolution in the center regions of the reconstructed
image and performance limitations in the iterative reconstruction. To solve these problems, here we propose
an MR super-resolution method using a phase-scrambling Fourier transform signal and an unrolling model-
based network. The proposed method utilizes Generic-ADMM-Net as the unrolling model-based network
because MR super-resolution can be regarded as compressed sensing with image reconstruction from band-
limited signals. To verify the effectiveness of the proposed method, we conducted simulation experiments.
In the experiments, in addition to quantitative evaluation of the resolution improvement using numerical
phantom images and reconstruction experiments using real-valued images, to evaluate the practical use of
our method, we also conducted reconstruction experiments using noise-added images and complex images
with phase components. As a result, it was confirmed that the images reconstructed from a Phase-Scrambling
Fourier Transform (PSFT) signal had higher quality and better resolution improvement than those recon-
structed from an FT signal. Moreover, the reconstruction performance of the proposed method outperformed
that of the previousmethod, and the resolution of the center regions of the reconstructed imagewas improved.
Furthermore, the results of practical experiments showed that the proposed method had a noise reduction
effect and can be applied to complex images with phase components.

INDEX TERMS Deep learning, MRI, phase-scrambling Fourier transform, super resolution.

I. INTRODUCTION
Magnetic resonance imaging (MRI) is an in-vivo imaging
technique that can safely acquire intravital information at
high resolution. However, the imaging procedure in MRI
takes a long time, such as several tens of minutes, because of
the relaxation time. Therefore, acceleration of MRI is a crit-
ical issue. One approach to accelerating MRI is compressed
sensing (CS) [1], [2], in which the original information can be
recovered from a small number of measured signals that do
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not satisfy Shannon’s sampling theorem, and this approach
has been proposed for application to MRI in a scheme called
compressed sensing-MRI (CS-MRI) [3], [4], [5], [6], [7]. CS-
MRI can reduce the imaging time by under-sampling k-space
signals according to CS. On the other hand, image reconstruc-
tion by CS-MRI is performed by iteratively solving the CS
optimization problem. Hence, the computations required for
the image reconstruction are high complex, and the quality of
the image reconstructed with an iterative algorithm is limited.

On the other hand, imaging techniques using the quadratic
field gradient have been studied by many researchers [8],
[9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19],
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[20], [21], [22] and have useful features not found in general
Fourier transform imaging (FT), such as reducing aliasing
artifacts [8], [9], [10], improving dynamic range [11], [12],
and superior image quality for CS [13], [14], [15]. As an
example of the quadratic field gradient for CS, Puy et al. [13]
proposed so-called spread spectrum MRI to accelerate sin-
gle coil CS-MRI. This method consists of pre-modulating
the signal by a linear chirp produced by the application
of a quadratic phase profile, randomly under-sampling in
k-space, and reconstructing the signal with non-linear opti-
mization. Wang et al. [15] proposed a hybrid-encoding
strategy with CS reconstruction which integrates Fourier
encoding and Toeplitz encoding in 3D MRI. This method
used a phase-scrambling RF excitation pulse to reduce the
signal dynamic range, improving the SNR of the recon-
structed image. Compared to other non-Fourier encoding
methods, this method could obtain a comparative level of per-
formance in preserving details. In addition, Zaitsev et al. [16]
proposed a method for obtaining coil sensitivity information
for parallel imaging solely from an under-sampled signal.
In this method, the quadratic phase is imparted to the image
to spread the k-space signal, and a window function can
be introduced to the convolved chirp function. As a result,
an alias-free image with no loss of image resolution can be
obtained, and the necessity for acquisition of additional coil
sensitivity information is avoided.

In a previous study related to thework in this paper, a super-
resolution technique for MR imaging using PSFT imaging
[11], [12] was proposed by Ito et al. [19], [20]. PSFT is an
imaging technique for MRI that applies quadratic phase mod-
ulation to an object and one of the imaging methods using
the quadratic field gradient. The super-resolution method
proposed by Ito et al. uses an iterative algorithm similar
to that proposed by Gerchberg [23] and extrapolates the
low-resolution PSFT signal acquired from MRI. As a result,
the spatial resolution of the reconstructed image is improved
after acquiring MR signals. The iterative algorithm in the
previous study is same as CS in terms of reconstructing
the image from a small number of measured signals. The
previous method does not sample the signal according to a
specific sampling pattern such as Cartesian trajectories, but
instead treats the bandwidth-limited area of the signal space
as the sampling area. Therefore, the previous method can be
considered to be a kind of acceleration of MRI. In addition,
super-resolution methods for natural images [24], [25], [26]
are generally based on optical imaging, and a high-resolution
image is estimated by using the relationship between pix-
els in the image domain. On the other hand, the previous
study is a super-resolution method based on a PSFT signal.
Considering that MR images are obtained from k-space, the
previous super-resolution method based on a PSFT signal is
reliable and suitable for MR images. However, there are two
problems: one is that the resolution improvement decreases
from the marginal regions to the center regions of the recon-
structed image, and the other is that there are limitations in the

reconstruction performance of the iterative reconstruction as
well as CS-MRI.

Incidentally, there have been studies to improve the recon-
struction performance of CS-MRI by using deep learning,
which has been the focus of much attention in recent years.
Deep learning-based CS-MRI reconstruction methods can be
categorized as unrolling model-based networks [27], [28],
[29], [30], [31] and non-unrolling model-based networks
[32], [33], [34], [35], [36]. The network architecture of an
unrolling model-based network is constructed based on the
steps resulting from the iterative optimization problem of
CS, and parameters and functions included in the iteration
steps are learned through network training. Generic-ADMM-
Net proposed by Yang et al. [27] and ISTA-Net proposed
by Zhang et al. [29] are classified as unrolling model-based
networks. On the other hand, non-unrolling model-based
networks use standard architectures that are designed for
purposes other than reconstruction. The networks included in
this category are U-Net proposed by Ronneberger et al. [32],
DAGAN proposed by Yang et al. [33], and so on.

In this paper, we proposed a novel MR super-resolution
method using a PSFT signal and an unrolling model-based
network in order to solve the two problems with iterative
super-resolution in our previous study. The iterative algorithm
of the previous super-resolution method consists of iterative
transforms between PSFT signal space and image space and
replacement of the ground truth signal. Generic-ADMM-Net,
which is an unrolling model-based network, has a layer that
transforms between signal space and image space and is
suitable for extending the previous iterative algorithm to deep
learning. Note that since Generic-ADMM-Net is designed
based on an FT signal whereas the proposed method uses
a PSFT signal, it is necessary to modify Generic-ADMM-
Net to deal with a PSFT signal. To verify the effectiveness
of the proposed super-resolution, we conducted simulation
experiments. As a result, the performance of reconstruction
methods using the PSFT signal is higher than those using
the FT signal. Moreover, the proposed method using deep
learning was superior to the previous method based on an iter-
ative algorithmwith respect to the quantitative evaluation and
the visual comparison of reconstructed images. In addition,
the resolution improvement ratio was measured by numerical
phantom images, and it was confirmed that the resolution
of the image reconstructed by the proposed method was
improved in not only the marginal area but also the central
area.

II. PHASE-SCRAMBLING FOURIER TRANSFORM
IMAGING
PSFT imaging is a technique in which a quadratic field gra-
dient for the phase scrambling 1B = b(x2 + y2) is added
to the pulse sequence of conventional Fourier transform
(FT) imaging in synchronization with a field gradient for
phase encoding. The PSFT signal vPSFT (kx , ky) is represented
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as follows:

vPSFT (kx , ky) =
∫∫
∞

−∞

{
ρ(x, y)e−jγ bτ (x

2
+y2)

}
e−j(kxx+kyy)dxdy

= F(ρ(x, y)e−jγ bτ (x
2
+y2)), (1)

where ρ(x, y) denotes the spin density distribution in the
imaging object; kx and ky denote wave numbers of the PSFT
signals, represented as kx = γGx tx and ky = γGyty, respec-
tively; γ bτ is the phase scrambling parameter; γ , b, and τ

are the gyromagnetic ratio, coefficient of the quadratic field
gradient, and its impressing time, respectively; F(·) denotes
the Fourier transform; Gx and Gy are the coefficients of
the linear field gradients in the x and y directions, respec-
tively; and tx and ty are the impressing times of Gx and Gy,
respectively. ρ(x, y) can be obtained by taking the inverse
Fourier transform F−1(·) of vPSFT (kx , ky) and multiplying
the resulting signal by the quadratic phase term ejγ bτ (x

2
+y2),

as shown below:

ρ(x, y) = ejγ bτ (x
2
+y2)F−1(vPSFT (kx , ky)). (2)

Consider the normalization of the phase scrambling param-
eter γ bτ . For simplicity, only the x direction is considered.
When the number of data is N , and the pixel width is 1x, the
phase scrambling parameter that satisfies the sampling theory
in x direction is represented by:

γ bτ =
π

N1x2
. (3)

Therefore, the phase scrambling parameter is represented by
γ bτ = hγ bτ by introducing the phase scrambling coeffi-
cient h. Note that γ bτ in the y direction is different from that
in the x direction in cases where 1x ̸= 1y, and the number
of data is different between the x and y directions. Note that
the PSFT of h = 0 is equivalent to FT.

III. SUPER-RESOLUTION BASED ON PSFT SIGNAL
A. RESOLUTION IMPROVEMENT BY AMPLITUDE
MODULATED SIGNAL
Consider that an image is reconstructed from the amplitude
modulated signal under the condition that the object is a real-
valued function. The procedure for the reconstruction from
the amplitude modulated signal is shown in Fig. 1. Suppose
that the spin density distribution and its Fourier transformed
function are ρ(x) and R(k), respectively. First, the amplitude
modulation of frequency k0 is applied to the object, and
the amplitude modulated object ρ(x)ejk0x can be obtained as
shown in Fig. 1(a). Then, a Fourier transform is applied to
ρ(x)ejk0x , and the amplitude modulated signal R(k − k0) is
obtained according to the modulation property of the Fourier
transform, as shown in Fig. 1(b). Here, the rectangular func-
tion rect(k/kw) with width kw is applied to R(k − k0) to
acquire the band-limited signal rect(k/kw)R(k−k0), as shown
in Fig.1(c). The reconstructed image ρband(x) obtained
by applying the inverse Fourier transform and amplitude

FIGURE 1. Principle of frequency bandwidth expansion of amplitude
modulated image. The frequency bandwidth of an amplitude modulated
image can be expanded when a target object is treated as a real-valued
function.

demodulation to rect(k/kw)R(k − k0), is as follows:

ρband(x) = e−jk0xF−1
[
rect

(
k
kw

)
R(k − k0)

]
= e−jk0x

[
ρ(x)ejk0x ∗ sinc(kwx)

]
(4)

Because the target object is a real-valued function, the real
part of ρband(x) shown in Fig. 1(e) is extracted as follows:

Re [ρband(x)] = Re
[
e−jk0x

{
ρ(x)ejk0x ∗ sinc(kwx)

}]
=

1
2
[e−jk0x{ρ(x)ejk0x ∗ sinc(kwx)}

+ ejk0x{ρ(x)e−jk0x ∗ sinc(kwx)}] (5)

As shown in Fig. 1(f), the amplitude modulation using ejk0x

and the Fourier transform are applied to the real part of ρband
as follows:

F
[
Re[ρband(x)]ejk0x

]
=

1
2
[F[ρ(x)ejk0x ∗ sinc(kwx)]

+ F[ej2k0x{ρ(x)e−jk0x ∗ sinc(kwx)}]]

=
1
2

[
rect

(
k
kw

)
R(k − k0)+ rect

(
k − 2k0
kw

)
R(k − k0)

]
.

(6)

The above equation represents that the signal bandwidth is
expanded from kw to kw + 2k0 when the signal amplitude of
the overlapping region of two rectangular functions is halved,
as shown in Fig. 1(g).
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FIGURE 2. Super-resolution principle of PSFT signal. ρa, ρb, and ρc are small-width images with quadratic phase modulation. The modulation frequencies
are higher in the order of ρa, ρb, and ρc . The spectra obtained by applying a Fourier transform to those small-width images are Sa, Sb, and Sc . Each
spectrum is shaped symmetrically with respect to the peak, and the peak position of each spectrum shifts with modulation frequency. The spectra outside
the sampling region can be estimated by extrapolation using the symmetrical feature of the spectra. The extrapolation effect is higher for larger shifts,
and it is increases in the order Sa, Sb, and Sc in this figure. Accordingly, the resolution improvements of the small-width images are also increase in the
order ρa, ρb, and ρc .

B. SUPER-RESOLUTION PRINCIPLE BY PSFT SIGNAL
In PSFT, the spatio-temporal frequency of the image function
increases with increasing distance from the origin of the
image space because the phase of the object shifts quadrat-
ically in the x and y directions, i.e.,

ρ(x, y)e−jγ bτ (x
2
+y2)
= ρ(x, y)e−j{ω(x)x+ω(y)y}, (7)

where ω(x) = γ bτx and ω(y) = γ bτy. Therefore, the signal
bandwidth expansion described in III-A can be applied to the
PSFT signal as a function with locally changing frequency.
Since the frequency of amplitude modulation increases in
proportion to the values of the xy spatial coordinates, the
bandwidth expansion and corresponding resolution improve-
ment are not uniform spatially but increase in proportion to
the distance from the center of the image when the center of
the quadratic field gradient is the center of the image.

Consider the localized small-width images ρa, ρb, and
ρc shown in Fig. 2. The spatial frequency spectra of the
small-width images Sa, Sb, and Sc shift in kx-space in accor-
dance with the modulation frequencies ωx(x) and ωy(y),
as shown in Fig. 2. ωx(x) and ωy(y) increase with increasing
distances from the center x and y in the image domain, respec-
tively.When the imaged object is assumed to be representable
by a real-valued function, the spectrum can be extrapolated
to make it symmetric with its peak, which resembles the half
Fourier encoding method, as shown in Fig. 2, which improves
the spatial resolution. The resolution improvement depends
on the distance from the center of the quadratic phase function
applied to the imaged object.

The iterative algorithm of signal extrapolation for the PSFT
signal is shown in Fig. 3. This algorithm is based on Ger-
chberg’s iterative algorithm. First, the PSFT signal with N
data points is acquired from MRI, and the area outside of the
acquired signal is filled with zero values to form 2N points,
as shown in Fig. 3(a). Then, the inverse Fourier transform
is applied to the zero-filled PSFT signal. Since the obtained
image shown in Fig. 3(b) is modulated by the quadratic phase,
the quadratic phase demodulation should be applied to the
obtained image. In addition, the reconstructed image can be

FIGURE 3. Flow of iterative signal extrapolation algorithm. This figure
represents an example of a rectangular function as a target object.

obtained using the constraint that the target object can be
represented in the real value function, as shown in Fig. 3(c).
Next, the PSFT signal is calculated from the reconstructed
image as shown in Fig. 3(d) and (e). The obtained PSFT
signal in Fig. 3(e) is expanded in the frequency band that is
zero-filled in Fig. 3(a). Since there are ground truth values
with respect to N data points of the center of the PSFT signal,
the N data points of the center of the PSFT signal can be
replaced by the acquired PSFT signal as the ground truth,
as shown in Fig. 3(f).

After the replacement of the PSFT signal, the inverse
Fourier transform is applied to the replaced PSFT signal.
In this algorithm, steps 2 to 7 in Fig. 3 are iterated.

IV. PSFT-COMPATIBLE GENERIC-ADMM-NET
The super-resolution using a PSFT signal described above
can obtain a high-resolution image from a low-resolution
image by extrapolating signals outside the sampling region
when the imaged object can be represented by a real-
valued function. In other words, it can be regarded as a
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FIGURE 4. The data flow graph for Generic-ADMM-Net. R(n) , Z(n), and M(n) represent the n-th reconstruction layer, the n-th noise reduction layer,
and the n-th multiplier update layer, respectively, and the n-th stage consists of these layers. The layer Z(n) is decomposed to Nt iterations
consisting of convolution layers C(n,k)

1 , C(n,k)
2 , non-linear activation layers H(n,k), and addition layers A(n,k), where k ∈ {1, 2, . . . , Nt }. In this paper,

the rectified linear unit (ReLU) is substituted as the non-linear activation layers, and Nt equals 1 in order to decrease the computational costs of
network training.

compressed sensing that estimates a large amount of signals
from a small amount of signals. Hence, the optimization
technique of compressed sensing can be applied to the pro-
posed super-resolution technique. Recently, unrolling-based
deep learning in which the parameters of an optimization
problem are trained was proposed and achieved a high
level of performance that exceeded that of the conventional
iterative optimization. In this study, Generic-ADMM-Net,
which is an unrolling-based network, is applied to the
proposed super-resolution to increase the resolution improve-
ment effect over iterative algorithms. On the other hand, the
proposed method is not based on an FT signal but a PSFT
signal. Therefore, a PSFT-compatible Generic-ADMM-Net
in which the network layers of Generic-ADMM-Net are mod-
ified to be able to input an PSFT signal is constructed in this
paper.

The generic-alternating direction method of multipli-
ers (ADMM) network proposed by Yang et al. was designed
by employing unrolling ADMM optimization [37], [38] to
train the regularization parameters of CS-MRI with respect
to a PSFT signal. In the CS-MRI model, the reconstructed
image ρ is estimated by solving the optimization problem as
follows:

ρ̂ = arg min
ρ

{
1
2
∥PFSρ −m∥22 +

L∑
l=1

λlg(Dlρ)

}
, (8)

where m is a truncated and sampled signal, P is a truncated
function, S = e−jγ bτ (x

2
+y2) is the quadratic phase modulation

term, F is the Fourier transform, Dl denotes an undetermined
linear transform, g(·) is a nonlinear regularization function,
and λl is a regularization parameter.

By introducing the independent auxiliary variables z =
{z1, z2, . . . , zL} in the image domain and using the Lagra-
gian multiplier β, the iterations of the ADMM algorithm are

represented as follows:

arg min
ρ

1
2
∥PFSρ −m∥22 −

r
2
∥ρ + β − z∥22,

arg min
z

L∑
l=1

λlg(Dlz)+
r
2
∥ρ + β − z∥22,

β ←− β + η̃(ρ − z),

(9)

where the parameter η̃ is an update rate, and r is a penalty
parameter. Letting I be a unit matrix, these iterations have
the following solutions:

R(n)
: ρ(n)

= S∗FT

[
PT y+ rFS(z(n−1) − β(n−1))

]
(PTP+ rI)

,

Z(n)
: z(n,k) = µ1z(n,k−1) + µ2(ρ(n)

+ β(n−1))

−

L∑
l=1

λlDT
l H(Dlz(n,k−1)),

M(n)
: β(n)

= β(n−1)
+ η̃(ρ(n)

− z(n)),
(10)

where S∗ denotes the complex conjugate of S, H(·) refers
to a non-linear transform corresponding to the gradient of
the regularization function g(·), and k denotes the k-th sub-
iteration of z(n). In the solution Z , µ1 = 1 − δr , µ2 = δr ,
λl = δλl where δ is the step size in the gradient descent
method. In the iteration of the ADMM algorithm, the solu-
tions represented in (10) are alternately updated in the order
of R(n), Z(n), andM(n).
Figure 4 shows the data flow graph of Generic-ADMM-

Net. As shown in Fig. 4, the n-th stage in the data flow graph
corresponds to the n-th iteration of the ADMM algorithm.
In Generic-ADMM-Net, the solutions of (10), that is, R,
Z, and M, act as three kinds of layers. The layers R, Z,
and M are the reconstruction layer, noise reduction layer,
and multiplier update layer, respectively, and a set of these
layers is treated as a stage, which is equivalent to a solving
step of the ADMM algorithm in (10). Generic-ADMM-Net
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FIGURE 5. Band limitation used in the experimental simulations. The
signals located in the white region are under-sampled, and the black
region is extrapolated by the reconstruction methods.

trains the penalty parameter r in the reconstruction layers,
the convolution filter of the convolution layers C1 and C2,
which are sub-layers of the noise reduction layers Z, the mul-
tiplier update parameter η̃, and the regularization parameter
λl . The difference between Generic-ADMM-Net and PSFT-
compatible Generic-ADMM-Net is only the reconstruction
layers in which a PSFT signal can be input. Therefore, the
network structure of PSFT-compatible Generic-ADMM-Net
is identical to that of Generic-ADMM-Net.

In the training of Generic-ADMM-Net, a training dataset
consists of a pair of an under-sampled FT signal and the
ground-truth image. A training dataset of PSFT-compatible
Generic-ADMM-Net is a pair of an under-sampled PSFT
signal and the ground truth image. In the training of both
ADMM-Nets, under-sampled signals are input to the net-
work and the loss between the reconstructed image output
from the network and the ground-truth image is calculated.
Generic-ADMM-Net uses the normalized mean squared
error (NMSE) as the loss function and PSFT-compatible
Generic-ADMM-Net also uses NMSE.

V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL CONFIGURATION
To verify the effectiveness of the proposed method, we con-
ducted experimental simulations. In the simulations, the
signals obtained by applying the band limitation shown in
Fig. 5 to PSFT signals calculated from existing MR images
were regarded as the signals acquired from the MRI. Four
kinds of the experiments are described in this section. The
results from the first experiment are used to evaluate the reso-
lution improvement of the reconstructed image quantitatively.
The other experimental results are the reconstruction results
from real-valued images, noise-added images, and complex
images. In the resolution improvement and the reconstruc-
tions from real-valued images and noise-added images,
570 T1-weighted MR images of the heads of volunteers
who gave consent, from the IXI Dataset [39]. 400 randomly
selected images were used for training, and the rest were
used for testing. In the reconstructions from complex images,
we used 144 T1-weighted images provided in the fastMRI
dataset [40], of which 100 randomly selected images were
used for training and the rest for testing. All images were

256 × 256 pixels. In addition, the experimentally obtained
PSFT signal was also used in order to demonstrate the
practical applicability of the proposed method. The used
experimental data was acquired by magnetic field intensity
0.2 TMRI. The quadratic field gradient for PSFTwas realized
by the coil system designed for the quadratic field gradi-
ent. As the imaging conditions, the signal matrix size was
256 × 256, the resolution was δx = δy = 0.035 cm, and
γ bτ = 10.0 rad/cm2. The imaging object was Yuzu.
In the settings of PSFT-compatible Generic-ADMM-Net,

the input size, the number of epochs, the non-linear activation
layer, and the optimizer were set to 256×256, 300, Rectified
Linear Unit (ReLU) [41], and Adam [42], respectively. In the
quantitative evaluation of the reconstructed images, the peak
signal-to-noise ratio (PSNR) and the structural similarity
index measure (SSIM) [43] were used. The experimental
simulations were conducted on a computer with an Intel(R)
Core(TM) i9-11900K CPU (3.5 GHz), 64 GB of RAM, and
an NVIDIA GeForce RTX 3090 GPU running Windows 10.
The software used was Python 3.7.9, PyTorch 1.11.0, CUDA
ToolKit 11.3. The training times under the above configura-
tions were about 45 minutes.

Note that PSFT-compatible Generic-ADMM-Net is
denoted by PSFT-ADMM-Net, and Generic-ADMM-Net
using an FT signal is denoted by FT-ADMM-Net in the exper-
imental results. The methods compared with PSFT-ADMM-
Net were iterative SR shown in Fig. 3 and C-SALSA-B
[44], which is a CS optimization algorithm. The number of
iterations for both methods was set to 100.

In the resolution improvement evaluation, a standard
numerical phantom shown in Fig. 6(b) was used to
evaluate the resolution improvement of the reconstructed
images quantitatively. The criterion for quantitative resolu-
tion improvement was the amplitude ratio of a slit in the
reconstructed phantom, which was compared to that of FT.
As a result, the resolution improvement ratio was calculated
from the amplitude ratios of the slits. The amplitude ratio par
was calculated as follows:

par =
Bn − B
Bn

, (11)

where Bn and B denote the mean amplitude value around
the slit, and the amplitude value of the slit, respectively.
When par = 1, the resolution improvement effect was the
maximum. To calculate the resolution with respect to FT from
the amplitude ratio of the reconstructed slit, band limitation
was applied to the FT signal, and the resolution reference
line was created as shown in Fig. 6(c). The band limitation
ratio S shown in Fig. 6(c) corresponds to the size of the
band limitation region. The band limitation when S = 1 is
that the signal of a 256 × 256-sized numerical phantom is
zero-filled except for the 128×128 center region. The ampli-
tude ratio was calculated by changing S, and its distribution
was approximated. As a result, a resolution reference line can
be obtained as shown in Fig. 6(c). Note that when S = 2,
par = 1 because band limitation was not applied. The models
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FIGURE 6. Settings for resolution improvement evaluation. (a) depicts the
amplitude of the slit, and (b) shows a standard numerical phantom used
in this experiment and indicates the slit region and a region for
calculating Bn. (c) shows the resolution reference line obtained by
calculating the amplitude ratio while changing S. (c) is approximated by a
cubic formula.

of PSFT-ADMM-Net and FT-ADMM-Net for reconstructing
the numerical phantom were trained with 400 T1-weighted
MR images provided in the IXI Dataset.

In the experiment using real-valuedMR images, the recon-
structed images were generated by the models trained in
the resolution improvement evaluation. The images used
for the reconstruction were 170 T1-weighted MR images,
with the exception of 400 images for training.

For more practical simulation conditions, the reconstruc-
tion experiments were conducted on noise-added images. The
effects on the reconstructed images were verified by assum-
ing that noise was introduced into the MR signal acquired
from MRI. The noise-added images used in the experiments
were created by adding white gaussian noise to PSFT or FT
signals of the MRI image. Here, the added noise was adjusted
so that the standard deviation of white gaussian noise σ was
0.025 and 0.050 relative to the maximum amplitude of the
target signal. In this experiment, noise was added to the signal
generated from the 570 MR images used in the above two
experiments. 400 images were used for training and the rest
for reconstruction experiments. The images selected for the
training and reconstruction experiments were the same as in
the above two experiments.

The image acquired from MRI is a complex image that
includes a spatial phase distribution. To verify the recon-
struction performance of the proposed method on complex
images, reconstruction simulations using complex images
were conducted. Note that the resolution improvement effect
of PSFT is the requirement that the subject can be represented
by real values. However, complex images cannot satisfy this
requirement. To solve this restriction, the spatial phase dis-
tributions of complex images are estimated and corrected for
converting complex images to real-valued images.

In general, the spatial phase distribution can be estimated
from the low band signal of a complex image by applying
band limitation to the MR signal. In the case of the PSFT
signal, the band limitation for estimating the spatial phase
distribution results in loss of marginal regions of the recon-
structed image because the phase distribution of the PSFT
signal approximately corresponds to the distribution in image
space. In this study, we utilized the feature that a signal
described by the formula of the Fresnel transform can be
transformed by applying a quadratic phase modulation to
the PSFT signal. Here, this quadratic phase modulation is
called a Fresnel modulation. The band limitation of the PSFT

FIGURE 7. Resolution improvement ratio calculated from the amplitude
ratio of slits. Slit index denotes indices of slits included the standard
numerical phantom shown in Fig. 6. When the slit index is 1, the slit is
located in the most marginal region. In contrast, the slit index of
13 indicates a slit located at the center of the phantom. Red solid and red
dashed lines show the resolution improvement ratio of reconstructions
from a PSFT signal and an FT signal by Generic-ADMM-Net, respectively.
Blue and green dashed lines show iterative SR and C-SALSA-B as
comparative methods, respectively. In this figure, zero-filling and
FT-ADMM-Net use FT signals for the image reconstruction, and the
phantom images are reconstructed from the PSFT signal and h = 1.0.

signal for estimating the spatial phase distribution is per-
formed on the PSFT signal with a Fourier transform applied
after the Fresnel modulation. In this experiment, we used
144 T1-weighted images provided in the fastMRI dataset
[40], of which 100 randomly selected images were used for
training and the rest for testing.

B. RESOLUTION IMPROVEMENT EVALUATION
Fig. 7 shows the measurement results of the resolution
improvement ratio of the reconstructed slits. In this graph,
zero-filling shows the resolution improvement ratio when the
FT signal of the numerical phantom is applied to the band
limitation according to Fig. 5. As shown in Fig. 7, the resolu-
tion improvement ratio of the methods using the PSFT signal,
that is, PSFT-ADMM-Net, iterative SR, and C-SALSA-B, are
higher than that of FT-ADMM-Net when the slit index is less
than 12. Compared to the methods using the PSFT signal, the
resolution improvement of PSFT-ADMM-Net is almost equal
to that of iterative-based methods such as iterative SR and
C-SALSA-B when the slit index is less than 8. When the slit
index is more than 8, the iterative-based methods have signif-
icantly decreased resolution improvement ratios, in contrast
to PSFT-ADMM-Net, which suppresses the decrease in the
resolution improvement ratio.

C. SUPER-RESOLUTION RESULTS APPLIED TO
REAL-VALUED IMAGES AND NOISE-ADDED IMAGES
In this section, the reconstruction results are shown for
real-valued MR images. Fig. 8 shows the loss values of
each epoch in the training phase of PSFT-ADMM-Net
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FIGURE 8. Loss values with respect to epochs. The loss functions of both
PSFT-ADMM-Net and FT-ADMM-Net are the normalized mean squared
error (NMSR).

and FT-ADMM-Net and Fig. 9 shows the reconstructed
T1-weighted images. As shown in this figure, it is clear that
the reconstructed images from the PSFT signal have higher
quality than zero-filling from the FT signal. This is especially
noticeable in the marginal region indicated by the yellow
arrow and the central region indicated by the green arrow.
In comparison to the iteration-based reconstruction and the
deep learning-based reconstruction from the PSFT signal, the
reconstructed image with iteration SR and C-SALSA-B con-
tain noise-like artifacts but have improved resolution. On the
other hand, the reconstructed image with PSFT-ADMM-
Net shows better resolution than zero-filling and less noise
than the iterative method. Although the reconstructed image
with FT-ADMM-Net also contains less noise, the resolution
improvement with FT-ADMM-Net is low. In comparison
to error maps shown in the bottom rows of Fig. 9, it was
confirmed that the error values of PSFT-ADMM-Net were
smaller than the other error maps and were especially notice-
able in the contour region.

As a quantitative evaluation, the measurement results of
PSNR and SSIM of the reconstructed images are shown
in Fig. 10. Here, ADMM-Net indicated by the red line
corresponds to FT-ADMM-Net when h = 0 and to PSFT-
ADMM-Net when h > 0. In the same manner, PSNR and
SSIM of iterative SR and C-SALSA-B at h = 0 denote the
evaluation results of reconstructed images from the FT signal
with iterative SR and C-SALSA-B, respectively. As shown
in Fig. 10, both PSNR and SSIM of the reconstructed
images with ADMM-Net are higher than iterative SR and
C-SALSA-B regardless of h. Comparing the reconstructed
results from the FT signal and PSFT signal, both PSNR and
SSIM of the reconstructed images from the PSFT signal are
higher than those with the FT signal in all reconstruction
methods. Therefore, PSNR and SSIM of the reconstructed
image from the PSFT signal with Generic-ADMM-Net are

the highest in all of the simulation conditions. In addition,
the PSFT signals of the reconstructed images are shown in
Fig. 11 The signals indicated by the profiles in this figure are
the signals estimated by the reconstruction methods. In com-
parison to Fig. 11(d), it was confirmed that the reconstructed
PSFT signals with the proposed method shown in Fig. 11(f)
could be estimatedmore accurately than those of iterative SR.

Figure 12 shows the reconstructed images from noise-
added images. In comparison to zero-filling reconstructed
from the FT signal and reconstructed images from the PSFT
signal, the resolution of zero-filling shows little improve-
ment, and residual noise is visible. The reconstructed images
with iterative SR and C-SALSA-B show an improvement in
resolution even under the influence of noise. However, loss of
detail due to residual noise is observed in the region indicated
by the yellow arrow. On the other hand, the reconstructed
image with PSFT-ADMM-Net is less noisy than that of the
iterative methods, and the resolution improvement effect can
be confirmed. In contrast, FT-ADMM-Net also has a noise
reduction effect but a small resolution improvement.

Figure 13 shows PSNRs and SSIMs of the reconstructed
images from noise-added images. From Fig. 13(a), the
PSNRs of PSFT-ADMM-Net are higher than other methods
regardless of the standard deviation σ of the white gaussian
noise. On the other hand, the SSIMs of PSFT-ADMM-Net
as well as FT-ADMM-Net are higher than other methods
regardless of σ , and SSIM of PSFT-ADMM-Net is almost
equal to that of FT-ADMM-Net.

D. SUPER-RESOLUTION RESULTS APPLIED TO COMPLEX
IMAGES INCLUDING PHASE COMPONENTS
Figure 14 shows the reconstruction results of complex
images. As shown in this figure, zero-filling from the FT
signal contains zipper artifacts. The reconstructed images
with iterative SR and C-SALSA-B show artifacts enhancing
the zipper artifacts in the zero-filling. In contrast, the recon-
structed images with FT-ADMM-Net and PSFT-ADMM-Net
have no noticeable artifacts such as those in iteration-based
methods. In addition, PSFT-ADMM-Net has better repro-
ducibility of detailed structure than FT-ADMM-Net. From
the above results, it was confirmed that the proposed PSFT-
ADMM-Net is also effective for complex images including
phase components.

VI. DISCUSSION
As shown in Fig. 2, the resolution of reconstructed images
from the PSFT signal with iterative methods improves from
the center of the image to its marginal regions. From the
result in V-B, the resolution improvement effect of the iter-
ative reconstructions such as iterative SR and C-SALSA-B
was the highest at the marginal region and decreased toward
the center of the image. This result is consistent with the
super-resolution principle of PSFT. On the other hand, it was
confirmed that the resolution improvement effect of PSFT-
ADMM-Net was the highest at the marginal region, as with
the iterative methods, whereas that at the center of the image
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FIGURE 9. T1 weighted images reconstructed by each reconstruction method. The 1st row shows full-sized reconstructed images, the 2nd and 3rd rows
are enlarged views of the red and blue rectangles in the full-data image, respectively. The last row shows the PSFT signal of the full data and the error
maps between the full data and each reconstructed image. In this figure, the images are reconstructed from PSFT signals with h = 0.7 except (e); (e) is
reconstructed from an FT signal, that is, h = 0.

was also improved to a certain degree. The reason for this
is that the PSFT signal makes it possible to achieve higher
resolution in the reconstructed image, and in addition, the
band-limited high-frequency components of the image can be
estimated with high accuracy by deep learning. In addition,
the FT signal used generally in MRI concentrates energy in
the center of the signal space. In contrast, the PSFT signal
has a shape spread over the signal space according to the
phase-scrambling coefficient h. Therefore, the shape of the
PSFT signal has features that are easy to estimate with deep
learning, so that a higher resolution reconstruction could be
achieved compared with using the FT signal.

In the reconstructed results using real-valued images, the
higher the phase-scrambling coefficient h is, the higher PSNR
and SSIM are. They are the highest when h = 0.7. The
same tendency is observed for methods using the PSFT signal
regardless of the reconstruction method. h is a parameter that
controls the scrambling range of the PSFT signal; the larger
h is, the wider the PSFT signal is scrambled. As shown in
Fig. 2, the wider the PSFT signal is scrambled, the higher
the resolution improvement effect is. When h is a large
value such as h = 0.7, the resolution of the reconstructed
images from the PSFT signal is improved higher and higher.

Concomitantly, the PSNR and SSIM of the reconstructed
image are also high.

On the other hand, the PSNR and SSIM decrease for
h > 0.7. In this experiment, T1-weighted sagittal MR images
are used and contain a cross-sectional image of the neck at the
bottom edge of the image. Theoretically, the larger h is, the
higher the resolution improvement effect by the PSFT signal
is. However, when the target object occupies the entire field
of view, like the used T1-weighted images, it is difficult to
recover the high-frequency signals by signal extrapolation.
As a result, the reconstructed image has vignetting that occurs
in the optical image sensor, such as cameras, and blurring
occurs at the marginal regions of the reconstructed image.
In the experimental results, the neck part of the used image is
vignetted and blurred for the above reasons, and PSNR and
SSIM are considered to be decreased.

As shown in Fig. 9 and 10, the reconstructed results
using Generic-ADMM-Net were superior to those of other
reconstructed methods. Generic-ADMM-Net consists of the
reconstructed layers, the noise reduction layers, and the mul-
tiplier update layers, as shown in Fig. 4. The role of the noise
reduction layers is to estimate and remove artifacts included
in the reconstructed layer outputs. The removed artifacts are
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FIGURE 10. Quantitative evaluation results of the reconstructed images.
In these figures, the phase-scrambling parameter h = 0 denotes the
results reconstructed from FT signals.

FIGURE 11. Comparison of PSFT signals of reconstructed images shown
in Fig. 9. (a), (c), and (e) shows PSFT signals obtained by applying PSFT to
the reconstructed images and (b), (d), and (f) shows those profiles. In (a),
yellow rectangle indicates the area of under-sampled signal. Signals on
red dashed line in (a) are plotted on the profiles.

accumulated in the multiplier update layers. In the recon-
structed layers, the reconstructed image is generated from
the sum of the ground truth signal and the signal of the

noise reduced image. The sum of the ground truth signal and
the signal of the noise reduced image behaves as the data
consistency and corresponds to the ground truth replacement
of the iterative algorithm in previous method. In other words,
the data consistency of Generic-ADMM-Net involves the
ground truth as well as artifacts to be removed, whereas the
previous iterative algorithm simply replaces the ground truth.
Therefore, it is considered that the proposed method using
Generic-ADMM-Net achieves more effective results than the
previous iterative algorithm.

In the experiments with respect to noise-added images, the
reconstructed image with the iterative methods, i.e. iterative
SR and C-SALSA-B, showed residual noise. The iterative
methods are based on replacing the ground truth signal in
signal space. If the ground truth signal contains noise, such
as in the experimental conditions used here, the reconstructed
image also contains residual noise because the ground truth
signal containing noise is iteratively replaced in signal space.
In other words, it is difficult to remove noise in the reconstruc-
tion with the iterative methods. On the other hand, although
the reconstructed image with deep-learning, i.e. FT-ADMM-
Net and PSFT-ADMM-Net, showed slight smoothing, the
noise was almost completely removed. Focusing on the noise
reduction layer of Generic-ADMM-Net, this layer consists
of 3 sub-layers: two additive layers, two convolution lay-
ers, and a nonlinear activation layer, with the outputs of
the reconstruction layer and the multiplayer update layer as
inputs. The sub-layers of the noise reduction layer have a
structure similar to residual learning, such as the Denoising
Convolutional Neural Network (DnCNN) [36] proposed by
Zhang et al., and have the effect of removing artifacts in
the reconstructed image. In this experiment, the training was
performed using noise-added images. Therefore, the effect of
removing artifacts of the noise reduction layer is also effective
in removing the noise added to the images.

On the other hand, Generic-ADMM-Net is different from
DnCNN with respect to the object estimated by the network
and the ground-truth data for training. Generic-ADMM-Net
estimates the reconstructed image and its ground-truth data
is a full-data image. DnCNN estimates the residual compo-
nent, e.g., added noise, because it is easier to optimize the
network by estimating only the residual component. Thus, its
ground-truth is a noise component. If Generic-ADMM-Net
can incorporate residual learning with the noise or artifact
component as ground-truth data, like DnCNN, it is expected
that this would improve the performance of noise reduction
and artifact suppression by the layer Z in Generic-ADMM-
Net

To verify whether the proposed method could be used in
MRI in practice, super-resolution simulations of complex
images with phase components were conducted. As shown
in Fig. 14, it was confirmed that the reconstructed image with
PSFT-ADMM-Net was reconstructed without noticeable arti-
facts such as those in the iterative method, even for complex
images. In this experiment, phase estimation was applied to
complex images, and the real components of complex images
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FIGURE 12. Reconstructed images from noise-added T1-weighted images. The noise added to full-data was white Gaussian noise with σ = 0.025. The top
row indicates full-sized reconstructed images, the middle row shows enlarged views of the top row images, and the bottom row shows PSFT signal of
full-data and error maps between each reconstructed image and the full data. (d) iterative SR, (e) C-SALSA-B, and (g) PSFT-ADMM-Net are reconstructed
from the PSFT signal with h = 1.0. (c) zero-filling and (f) FT-ADMM-Net is reconstructed from the FT signal.

FIGURE 13. PSNR and SSIM of the reconstructed images from
noise-added image.

after phase estimation were treated as real-valued images.
As a result, this experiment could be conducted under the con-
dition that the subject could be represented by a real-valued
function. On the other hand, the imaginary components of the
complex image after phase estimation were used for process-
ing in signal space such as the ground-truth replacement in the
iterative methods and the reconstruction layers in Generic-
ADMM-Net. The imaginary components are not zero but

have low energy. By repeating the ground-truth replacement
in the iterativemethods, the reconstructed image accumulated
information in the imaginary part. Therefore, it was consid-
ered that the reconstructed images in the iterative methods
have artifacts like texture. In contrast, the reconstruction layer
of Generic-ADMM-Net also uses these imaginary compo-
nents but the reconstructed images have no visible artifacts.
Generic-ADMM-Net has the noise reduction layer, and the
reconstruction layer uses the noise information derived from
the noise reduction layer. Therefore, we believe that Generic-
ADMM-Net was able to reconstruct without artifacts.

In addition, we conducted an experiment using the PSFT
signal acquired from 0.2T MRI. The model trained by the
fastMRI Dataset was used in this experiment. Fig. 15 shows
the reconstructed results using PSFT signal acquired from
MRI. As shown in Fig. 15, the reconstructed image with the
proposed PSFT-ADMM-Net could be reconstructed without
artifacts. In addition, there appears to be a slight resolution
improvement compared to the zero-filling image. In this
experiment, the reconstructed image of PSFT-ADMM-Net
was reconstructed using the model trained by using head
images in the fastMRI dataset. Because of the different image
characteristics of the images used in the test (Yuzu) and those
used in the training (head images), it was considered that
the resolution improvement of PSFT-ADMM-Net was small.
On the other hand, PSFT-ADMM-Net has room to improve
the reconstruction results by using images with image fea-
tures similar to those of the test images for training or by
increasing the number of training images.

As other approaches, MR image super-resolution have
been proposed for multi-contrastMRI images [45], [46], [47].
These methods are image domain-based super-resolution
methods that exploit the relationship between MR images
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FIGURE 14. Reconstructed images of T1-weighted complex images including phase component. The top row and the middle row show full-sized
reconstructed images and enlarged views of red rectangle regions in the full-data, respectively. The bottom row shows the PSFT signal of the full data and
error maps between the full data and each reconstructed image. Reconstructed images in (b) and (e) are reconstructed from FT signal. Reconstructed
images in (c), (d), and (f) are reconstructed from PSFT signal when h = 1.0. Note that the above images have been adjusted for brightness.

FIGURE 15. Reconstructed images from PSFT signal acquired using 0.2T MRI (Yuzu). The top row and the middle row show full-sized reconstructed
images and enlarged views of the red rectangle region in the full data. The bottom row shows the PSFT signal of the full data and error maps between the
full data and each reconstructed image, respectively. Reconstructed images are reconstructed from the PSFT signal with h = 0.8.

of different contrasts such as T1-weighted and T2-weighted
images. On the other hand, the proposed method is
a super-resolution method based on the signal domain,

and it estimates the high-frequency components from
the low-frequency components of the signal to achieve
higher resolution. Therefore, the proposed method is a
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super-resolution method that is not limited to images with a
specific contrast.

To realize PSFT, a quadratic phase modulation must be
applied to the spin density function. There are two methods
of doing so. One is to add coils that generate a quadratic
magnetic field to MRI. This method can acquire a better
PSFT signal; however, it requires additional coils and has
hardware limitations. The other is to apply the quadratic
phase modulation to a radio frequency pulse, and then apply
the radio frequency pulse to the gradient magnetic field. The
second method has the advantage that it does not require
additional devices such as coils and can be applied to existing
MRI, although the pulse width of the radio frequency pulses
could be wider than the first method.

VII. CONCLUSION
In this paper, a super-resolution method for MR images
using a PSFT signal and unrolling-based CNNwas proposed.
The PSFT signal is effective in improving the resolution
under conditions where the target object can be represented
by a real-valued function. The feature of the PSFT sig-
nal is not found in general-purpose FT imaging for MRI.
The proposed method introduced PSFT-compatible Generic-
ADMM-Net to image reconstruction since the previous
PSFT-based super-resolution algorithm involved iteratively
transforming from signal space to image space and vice
versa. To verify the effectiveness of the proposed method,
simulation experiments were conducted. In measuring the
resolution improvement ratio from reconstructed slit images,
the reconstruction methods using the PSFT signal includ-
ing the proposed method improved the resolution of the
marginal region. Moreover, the proposed method using a
deep-learning technique could improve the resolution of
the center region. In the experiments using real-valued MR
images, the reconstruction method using the PSFT signal
was shown to be more effective for real-valued MR images
than zero-filling of the FT signal. To verify the effect with
respect to noise-added image, the image reconstruction with
the proposed method had a denoising ability derived from the
noise reduction layer of Generic-ADMM-Net. In addition,
the experiments using complex images with phase compo-
nents showed that the proposed method did not produce
any artifacts in the reconstructed images and that the PSFT
signal of the reconstructed images had a small difference
from the full-data signal. Furthermore, we demonstrated the
reconstruction using the experimentally obtained PSFT signal
in order to verify the practical applicability of the proposed
method, and the proposed method was shown to be able to
reconstruct the experimental PSFT signal with better quality
than the iterative methods. Therefore, it was confirmed that
the proposed method is highly practical.
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