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ABSTRACT Text Document Clustering (TDC) is a challenging optimization problem in unsupervised
machine learning and text mining. The Salp Swarm Algorithm (SSA) has been found to be effective in
solving complex optimization problems. However, the SSA’s exploitation phase requires improvement to
solve the TDC problem effectively. In this paper, we propose a new approach, known as the Bare-Bones
Salp Swarm Algorithm (BBSSA), which leverages Gaussian search equations, inverse hyperbolic cosine
control strategies, and greedy selection techniques to create new individuals and guide the population towards
solving the TDC problem. We evaluated the performance of the BBSSA on six benchmark datasets from the
text clustering domain and six scientific papers datasets extracted from the top eight UAE universities. The
experimental results demonstrate that the BBSSA algorithm outperforms traditional SSA and nine other
optimization algorithms. Furthermore, the BBSSA algorithm achieves better results than the five traditional
clustering techniques.

INDEX TERMS Global optimization, salp swarm algorithm, bare bones, greedy selection strategy, text
document clustering.

I. INTRODUCTION
Every day, a massive quantity of digital data is stored
and collected via the internet from smart devices in a
world where the web is widely available and accessible to
millions of users through ever-increasing mobile software.
Text analysis is essential in text mining, which involves
innovativeways andmethods for processingmassive volumes
of text documents with a profusion of e-data [1]. Text
clustering (TC) is a proficient approach to categorizing
unknown text documents into a subset of comparable and
associated clusters in text mining, machine learning, and
pattern recognition. For textual data, web pages, such as
learning sites, virtual libraries, business sites, and smart
applications like instructional and banking, are the significant
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cause for the enormous quantities of text documents posted
online [2].

When dealing with large amounts of text data, an unsuper-
vised machine learning technique known as text document
clustering (TDC) can be employed to divide a set of text
documents into consonant clusters [3], [4]. This strategy
makes it easier for users to manage text documents by
grouping related papers based on critical content. This
approach is used to deal with a collection of unlabeled
textual documents in which the class label of the document
is unknown [5], [6]. This approach is widely used to
support various systems, including information retrieval,
search engines, text categorization and classification, and
image segmentation.

The Vector Space Model (VSM) is utilized in the TDC
to evaluate the similarity of documents, represented as
vectors with cluster centroids for text documents. VSM is a
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commonly used concept for TDC in which all text documents
are characterized as a vector of word weights using a simple
weighting model [7].

TDC are represented in a multidimensional space, with
each dimension’s location value linked to its weight value.
Thousands of text features can be used to specify the features
created by unique text terms. The technique of TC strategies,
on the other hand, does not include feature selection. Further-
more, the dimensionality reduction provides for the presence
of obscure and huge text features and unclear features and
high-dimensional information in TC, both of which are noisy,
distributed unevenly, irrelevant, and redundant in features [8].
Typically, feature selection provides the TC’s best and most
relevant features. Hundreds of text features can be used to
define the text features created by many text terms.

The techniques utilized to achieve effective clustering
are k-means, an efficient, robust and resilient local search
model to clarify the TDC problem. The evolution of
metaheuristic optimization algorithms assists in solving
several problems associated with different fields like TDC.
Unfortunately, early convergence or premature are chal-
lenges for these algorithms [9], [10]. Recently, new and
modified metaheuristic algorithms are introduced, such as
Krill Herd Algorithm (KHA) [11], Moth-flame optimization
(MFO) [12], Grey wolf optimizer (GWO) [13], Multi-Verse
Optimize (MVO) [14], Genetic Algorithm (GA) [15], Particle
SwarmOptimization (PSO) [16], Harmony Search (HS) [17],
Bat algorithm (BAT) [18], Firefly algorithm (FFA) [19],
Lemurs optimizer (LO) [20]. These methods were used to
solve a large number of optimization problems [21], [22],
for example, feature selection [8], [23], [24], EEG signals
denoising [25], [26], [27], and scheduling problems in smart
home [28], [29], [30], [31].

The work in [32] presented a multi-strategy co-
evolutionary differential evolution algorithm (MSCoDE)
tailored for mixed-variable optimization problems involving
continuous and discrete decision variables. This algorithm
utilizes a mixed-variable co-evolutionary approach and
dynamically adapts mutation strategies and crossover
operators based on the problem. Furthermore, a statistics-
based local search is employed to enhance discrete variable
optimization. Comparative analysis of benchmark functions
and engineering design problems demonstrates the superior
effectiveness and efficiency of MSCoDE compared to
existing algorithms such as AEDA, CoDE, and MOSDE.
Another work in [33] introduced a multi-strategy firefly
algorithm with the selective ensemble (MSEFA) to address
the challenge of balancing exploration and exploitation in
complex engineering optimization. This algorithm maintains
a pool of three novel search strategies and uses a priority
roulette method to select appropriate strategies for different
search stages. Empirical results demonstrate that MSEFA can
obtain high-quality solutions by harmonizing search strategy
balance. Also, a multi-strategy serial cuckoo search algorithm
(MSSCS) has been proposed in [34] to prevent premature

convergence by incorporating new learning strategies based
on cuckoo behaviors. The algorithm leverages a serial
framework and adaptive parameter regulation to maximize
the performance of each strategy. Evaluations on test suites
demonstrate that MSSCS outperforms standard cuckoo
searches in terms of optimization performance.

TDC has been extensively studied using various
nature-inspired optimization algorithms, such as the ant
colony optimization (ACO) and particle swarm optimization
(PSO) algorithms, which have been used for feature optimiza-
tion and selection [35], [36], [37], [38]. PSO has also been
hybridized with chaotic maps, opposition-based learning,
and mutation for text clustering feature selection [39]. The
social spider optimization (SSO) algorithm, which mimics
the cooperative intelligence of spider social groups, has
been used for text clustering and demonstrates significant
improvements over k-means [40], [41]. Fuzzy C-Means
(FCM) clustering has been hybridized with the whale
optimization algorithm (WOA), demonstrating effectiveness
for text clustering [42]. The multi-verse optimizer (MVO)
algorithm has been applied to text clustering for feature
selection and outperforms PSO, GA, and k-means [8], [43].
A link-based MVO algorithm with a neighborhood selection
strategy further improves the performance [43]. The whale
optimization algorithm (MWOA) has been hybridized with
FCM for text clustering and insurance scam detection,
outperforming CATBoost, XGBoost, Random Forest, and
LightGBM [44]. A hybrid swarm intelligence approach
combining a k-means algorithm has been proposed for
text clustering and evaluated on CEC2019 benchmark
functions and text datasets, outperforming state-of-the-art
approaches [1]. Moreover, a hybrid β-hill climbing algorithm
(BHC) and salp swarm algorithm (SSA) approach has
been proposed for text clustering. BHC locally searches
around initial solutions and the SSA’s best solution at
each iteration. The hybrid approach outperforms k-means,
GA, CMAES, MVO, PSO, and KHA, achieving higher
clustering performance based on eight datasets, [45]. These
algorithms have been evaluated on various datasets, and their
performances have been compared using appropriate metrics.

In [46], the Salp Swarm Algorithm (SSA) was proposed as
one of many members of a larger group of swarm intelligence
algorithms. The SSA approach represents a population-based
evolutionary technique inspired by the salps’ swarming
behavior. Instead of using evolutionary operators to manage
the individuals, each salp in SSA, as in other swarm
algorithms, updates the position in a search space based on
its attributes and the past attributes of the better individuals
(i.e., solutions). Compared to other algorithms, the SSA
method provides several advantages. It can maintain a
good balance between exploration and exploitation during a
specific search. Only one parameter needs to be established
at the starting point of algorithm execution. Furthermore,
it is adaptable, scalable, and flexible, and no mathematical
derivation to a specific problem is needed. As a result, SSA
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has been used to handle various optimization problems, for
example, engineering optimization problems [47], feature
selection [48], unrelated parallel machine scheduling [49],
and power flow problem [50].
Since 2017, numerous techniques and modifications have

been suggested to improve SSA performance [48]. Moreover,
according to the no-free-lunch theorem, it is unlikely for a
single global optimizer to solve all optimization problems
equally effectively [43]. Like other optimization methods,
SSA aims to achieve an optimal balance between exploration
and exploitation during the search process. Exploration refers
to the SSA’s capacity to examine various regions of the
search space, often facilitated by the c1 parameter, which
introduces randomness. Conversely, exploitation involves the
SSA’s ability to conduct a deep search within each region
it converges to by leveraging the best solution obtained
using the c1 parameter. However, SSA has shortcomings,
such as premature convergence and getting trapped in
local optima. Many studies have attempted to overcome
these limitations by strengthening the exploitation phase.
This paper presents a modified version of SSA called the
Bare-Bones Salp Swarm Algorithm (BBSSA) to solve the
TDC problem and address the traditional SSA’s weaknesses.
The BBSSA approach combines the optimization features
of Bare-Bones with the conventional SSA to enhance the
convergence rate, reliability, and efficiency of the traditional
SSA. This paper outlines three key contributions of the
BBSSA algorithm, a novel modification of the SSA algorithm
that offers superior performance in optimization tasks. These
contributions include:

1) The proposal of the inverse hyperbolic cosine control
strategy modifies the guided direction parameter (i.e.,
c1) of the population search to improve the perfor-
mance of traditional SSA.

2) The incorporation of the optimization property of
Bare-Bones into the updated position equation of the
BBSSA algorithm balances exploration and exploita-
tion to prevent getting trapped in local optima.

3) Utilizing a greedy selection approach during the
update phase maintains stability in the search strategy,
reducing the likelihood of the algorithm getting stuck
in local optima and improving its convergence speed.

A case study was conducted on the scientific publications
of the top 8 universities in the United Arab Emirates (UAE)
based on QS ranking to demonstrate the applicability and
efficacy of the proposed BBSSA algorithm. Twelve text
datasets were compared, comprising six benchmark datasets
and the scientific publications datasets of the top 8 UAE
universities. The proposed approachwas shown to be superior
in terms of performance. A performance analysis was also
carried out to compare the proposed BBSSA algorithm with
other optimization methods. The results indicated that the
BBSSA algorithm outperforms other convergence speed and
effectiveness optimization methods.

The paper’s organization is as follows: The TDC problem
is discussed in Section II. Section III describes the salp swarm

algorithm. Section explains the proposed technique for TDC.
Section V provides the results and conversations, and the
paper conclusions are given in section VI.

II. TEXT DOCUMENT CLUSTERING PROBLEM
TDC is a fundamental task in text mining and information
retrieval that involves grouping a collection of text documents
into clusters based on their similarity. The goal is to group
documents that are semantically related while separating
those that are dissimilar. The clustering process involves
identifying the most relevant features or terms that describe
the content of the documents and grouping them based on
their similarity in these features.

TDC has many applications in various fields, such as doc-
ument organization, information retrieval, and data mining.
For example, in document organization, clustering can group
similar articles, news, or scientific papers, making browsing
and retrieving relevant information easier. In information
retrieval, clustering can be used to group search results based
on their topics, allowing users to locate the most relevant
documents quickly. In data mining, clustering can be used to
find patterns and insights in large text datasets.

Several methods have been proposed to solve the text
document clustering problem, including traditional clustering
algorithms such as K-means and hierarchical clustering and
metaheuristic algorithms such as PSO, GA, and SSA. The
algorithm choice depends on the dataset’s characteristics and
the specific requirements of the clustering task.

A. FORMULATION OF THE PROBLEM
The task of TDC is to partition a corpus of text documents
into a predetermined number of clusters, aiming to maximise
the similarity within each cluster and minimise the similarity
between different clusters. The corpus D is represented as a
list of documents (D = (D1,D2, . . . .,Di, . . . .,Dd )), where
Di is the ith document, and d is the total number of documents
in D. Each cluster K is represented by a cluster centroid
(Kcnt ), which is defined by a set of terms (weights vector)
of length f (

−→
kcnt = (Kcnt1,Kcnt2, . . . .,Kcntn)). Here, Kcnt

refers to the Kth cluster centroid, and kcnt1 denotes the value
at position 1 in the cluster centroid k [51].
Several conditions must be met to ensure a valid and

meaningful clustering solution. First, similar documents must
belong to the same cluster, and dissimilar documents must
belong to different clusters. Second, the union of all cluster
centroids kcnt must be equal to 0. Third, the intersection of any
two different cluster centroids kcnt and kcnt ′ must be empty,
i.e., kcnt

⋂
kcnt ′ = ∅ ifK ̸= K ′. Finally, each cluster centroid

kcnt must be non-empty, i.e., kcnt ̸= ∅.
To apply a metaheuristic algorithm to the TDC problem,

the algorithmmust be tailored to handle the unique character-
istics of the task. This includes defining a fitness function that
evaluates the quality of the clustering solution and encoding
the solution space in a way that is compatible with the
algorithm’s operators [52].
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The fitness function typically measures the similarity
between the clustering solution and the ground truth labels.
This can be done using various metrics, such as SSE. The
solution space can be encoded as a set of cluster centroids,
where each centroid is represented by a set of terms (weights
vector) of length f (

−→
kcnt = (Kcnt1,Kcnt2, . . . .,Kcntn)). The

assignment of each document to a cluster is determined by its
distance to the cluster centroid.

The metaheuristic algorithm then iteratively searches the
solution space by updating the candidate solutions using the
defined operators, such as mutation, crossover, and selection.
The distance between each document and its assigned cluster
centroid is calculated, and the SSE is computed as the
sum of the squared distances for all documents in the
corpus.

The algorithm continues to search the solution space until
a stopping criterion is met, such as a maximum number
of iterations or reaching a satisfactory level of SSE. The
clustering solution with the lowest SSE is selected as the final
solution.

The SSE measures the sum of the squared distances
between each document in a cluster and its cluster centroid.
Mathematically, the SSE is defined as:

SSE =

K∑
i=1

∑
d∈Ci

||d − Kcnti ||
2 (1)

where K is the total number of clusters, Ci is the ith cluster
with centroid Kcnti , and d represents a document in the
corpus. The expression ||d − Kcnti ||

2 calculates the squared
Euclidean distance between the document d and the cluster
centroid Kcnti . The SSE measures the within-cluster variation
and provides a quantitative measure of the quality of the
clustering solution, where a lower SSE indicates a better
clustering solution.

B. TEXT DOCUMENT PREPROCESSING
Before implementing the clustering technique, the preprocess
of TD incorporates a few steps, such as stop word removal
and tokenization, stemming, and term weighting. Then
the preprocessed TD will be converted into a numerical
representation using a word embedding method called term
frequency-inverse document frequency (TF-IDT). The latter
transforms the TD into a numerical matrix representing each
word’s importance (weight) in each document [53].

1) SOLUTION REPRESENTATION
In general, the solution representation is an essential part of
designing the optimization algorithm to solve any optimiza-
tion problem, such as the TDC problem and significantly
impacts these algorithms’ performance. Each solution must
be described by connectivity, completeness, and feasibility
during the execution. In TDC, each solution is presented
as a vector of the entire documents in the dataset x⃗ and
each cell value in this vector presents any cluster number.
As shown in Figure 1, the ID row represents the number of

FIGURE 1. Solution representation.

documents in the dataset, and k row represents the cluster
number containing the particular documents. Each dimension
can be addressed in a unique document. As seen in Figure 1,
the solution k⃗ has twenty documents and these documents
may be distributed among five clusters, e.g., document ten
(i.e., k10) is assigned to cluster number 4, and cluster number
four contain three documents (i.e., 9, 10, 17).

C. CLUSTERING ALGORITHM AND SIMILARITY MEASURES
In TDC, choosing an appropriate clustering algorithm and
similarity measure is crucial in generating clusters based on
document features and their similarities. TDC is typically
addressed using an unsupervised learning approach, and
determining the optimal way to partition a collection of
documents is essential. To achieve this, TDC employs a set
of evaluation criteria, such as cost or fitness function [54].
Similarity measures are often defined in terms of distance or
dissimilarity, such as the SSEmetric, a standardmeasurement
used in many text clustering methods. The SSE metric can be
implemented as an objective/cost function, allowing cluster
centroids and document similarity to be computed. The
objective of the cost function is to minimize the distance
between documents within a cluster. Ultimately, selecting
an appropriate clustering algorithm and similarity measure
depends on the specific characteristics of the dataset and the
goals of the text document clustering task.

III. SALP SWARM ALGORITHM (SSA)
The salp swarm algorithm (SSA) is a nature-inspired
algorithm proposed by Mirjalili et al. [46]. Salps are marine
organisms belonging to the Salpidae family, with a translu-
cent barrel-shaped body that closely resembles that of
jellyfish. They move similarly to jellyfish, using their body to
pump water for propulsion [55]. Although scientific research
on salps is still in its early stages, their swarming behavior is
one of the fascinating aspects of the species. Salps often form
a swarm known as a salp chain in deep waters, such as oceans.
While the exact reasons for this behavior are unknown, some
researchers believe it is used to enhance movement through
coordinated adjustments and foraging. Figure 2 illustrates the
principle of a salp chain. The unique characteristics of salps
have inspired the development of the SSA algorithm, which
mimics the swarming behavior of salps to solve optimization
problems. The SSA algorithm has shown promising results
in various optimization tasks due to its ability to balance
exploration and exploitation. However, further research is
necessary to understand and utilize the SSA algorithm’s
potential fully.

The following steps summarize the basic steps of the
original SSA:
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FIGURE 2. salps chain, follower, and leader concept.

Step 1: Parameters Initialization.
In the context of TDC, the initialization step of
SSA involves generating an initial population of
candidate solutions, where each solution repre-
sents a possible clustering of the text documents.
The initialization step typically involves randomly
assigning each document to a cluster, which
generates an initial set of candidate solutions.
The initial population is then evaluated using a
fitness function, such as the Sum of Squared Error
(SSE), which measures the quality of the clustering
solution. The candidate solutions are ranked based
on their fitness, and the fittest solutions are selected
to form the next generation of candidate solutions.
To improve the diversity of the population, SSA
also employs a local search operator, which per-
turbs the fittest solutions to explore the adjacent
search space. The local search operator helps to
prevent premature convergence and increases the
chances of finding a better clustering solution. The
initialization step of SSA plays an essential role
in determining the quality of the final clustering
solution. A well-designed initialization step can
generate a diverse set of candidate solutions that
cover the search space effectively. This increases
the chances of finding a high-quality clustering
solution and improves the algorithm’s convergence
rate.

Step 2: The salp chains model.
In this step, the SSA involves classifying the
solutions into two groups, the leader and the
followers, based on their objective function values.
The leader group is placed at the front of the salp
chain to lead the other solutions. The population
of solutions is represented as a 2-dimensional
matrix, where each row represents a number of
solutions, and each solution is presented as a
d-dimensional vector, where d is the variable deci-
sion size for the optimization problem (Eq. 2). The
leader group’s position is updated using Equation 3,

Algorithm 1 SSA Pseudo-Code
Input: Population matrix SSAM , c1, LB,UB
Output: Best Solution F
while The end condition is not met do

Step 1: Compute each search agent’s fitness (salp) based
on the problem objective function.
Step2: Determine the best salp (solution) and assign it
to F vector.
Step3: Use Eq.4 to update c1.

for Each solution xi in Population matrix SSAM do
if xi < M then

Use Eq.3 to update the leading salp.
end
else

Use Eq.5 to update the follower salp.
end

end
end

where x1d represents a leader solution, c2 and
c3 are random numbers, F(d) denotes the decision
variable d in the food source, and c1 is a coefficient
determined by Equation 4. The follower group’s
solutions are updated using Equation 5, where
xmd represents the d th dimension of the current
solution at iteration m, and xm−1

d represents the
d th dimension of the previous solution at iteration
m−1. The SSA algorithm updates solutions during
its execution to explore the search space of the
optimization problem based on the search strategy
of the algorithm.

SSAM=



x11 x12 · · · x1d

x21 x22 · · · x2d

...
... · · ·

...

xm1 xm2 · · · xmd


. (2)

x1d =


⌊F(d)+c1×((ubd−lbd )×c2+lbd )⌋

c3 ≥ 0,
⌊F(d)−c1×((ubd−lbd )×c2+lbd )⌋

c3 < 0

(3)

c1=2 × exp−( 4l
Lmax

)2 (4)

xmd =
1
2
(xmd + xm−1

d ) (5)

Step 3:Stop condition.
In this step, the exaction of the SSA (i.e., Step 2) is
stopped based on the quality of the final results or
the reaching of the predefined number of iterations.
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FIGURE 3. The impact of a bare-bones approach on determining the next
position of a solution.

IV. THE PROPOSED METHOD
This section describes the proposed algorithm named Bare
Bones Salp Swarm Algorithm (BBSSA) in detail. The
motivation behind the idea is presented first, then the
modified position equation method and the modifications
of the guidance direction parameter are given. Finally, the
BBSSA framework is illustrated.

A. MOTIVATIONS
Like many other optimization algorithms, the SSA algorithm
needs several shortcomings, such as a slow convergence
rate, time inefficiency, local optima trapping, and a lack of
balance between exploration and exploitation phases. The
c1 parameter is crucial in updating solutions towards the best
solution during the search in SSA. However, experimental
evidence has shown that the current equation for c1 can
lead to local optima trapping [45]. This paper proposes
a new modification to the c1 equation to address this
issue to improve the balance between the exploration and
exploitation phases. Optimization problems typically involve
unknown search spaces with multiple local areas, making
it challenging for algorithms to jump out of local optima,
as shown in Fig.3. To improve the search capability, a bare-
bones strategy is added to the traditional SSA equations in
this paper by calculating the average position between the
current and best solutions, which helps the algorithm move
towards the best solution direction. In the final enhancement,
a greedy selection method is employed by the BBSSA to
reduce randomness and enhance the search capability of the
traditional SSA algorithm. In each iteration, only solutions
with better objective functions are maintained by the BBSSA.
The less promising solutions are discarded, reducing the
time and resources spent exploring unpromising areas of
the search space. By selecting only the most promising
solutions and reducing randomness, the performance of
SSA in solving complex optimization problems such as
Text Document Clustering (TDC) is aimed to be improved
by the BBSSA algorithm. Overall, these modifications
aim to improve the performance of the SSA algorithm
by addressing its shortcomings and enhancing its search
capability.

B. MODIFYING THE SSA PARAMETER
As discussed in the previous section, managing the balance
between exploration and exploitation is crucial for perform-
ing evolutionary algorithms like SSA. The c1 parameter in
SSA controls the individual search behavior of salps and
significantly impacts the algorithm’s exploration-exploitation
trade-off. In this section, we propose modifying the c1 param-
eter using an inverse hyperbolic cosine control strategy to
improve SSA’s performance in text document clustering.
The inverse hyperbolic cosine control strategy dynamically
modifies the c1 parameter during the search process based on
the following equation:

c̄1 = a× ln

(
4l
Lmax

)2

+

√(
4l
Lmax

)4

− 1

 (6)

where c̄1 is the value of the c1 parameter at iteration l, a is a
scaling factor, l is the current iteration number, and Lmax is
the maximum number of iterations.

This strategy initializes the c1 parameter to a high value,
promoting the exploitation of the search space. As the
search progresses, c1 gradually decreases, enabling increased
exploration and escape from local optima. The scaling
factor a controls the rate of decrease, while the maximum
number of iterations Lmax determines when c1 reaches its
minimum value. By dynamically modifying c1 during the
search, the inverse hyperbolic cosine control strategy helps
balance exploration and exploitation in SSA. At the start
of the search, the high c1 value encourages exploration
through individual salp behavior. As the search continues, the
decreasing c1 promotes exploitation, allowing escape from
local optima. The inverse hyperbolic cosine control strategy
has improved SSA’s performance on various optimization
problems, including TDC. Bymodifying c1 during the search,
this strategy helps increase SSA’s convergence rate and
solution quality.

C. MODIFICATION OF THE UPDATED POSITION EQUATION
To overcome the limitations of the standard SSA algorithm,
a modified search equation based on the particle position
update method and inspired by the Gaussian bare-bones
search equation of BBPSO [56] is proposed. This mod-
ified equation, shown in Equation 7, incorporates more
information from the global optimum solution to accelerate
the convergence of the SSA algorithm. Using this updated
equation, the SSA algorithm can effectively balance explo-
ration and exploitation and improve the quality of solutions.
This modification makes the SSA algorithm more efficient
and suitable for solving complex optimization problems.

x l+1
m = N

(
F(l) + x lm

2
, |F(l) − x lm|

)
(7)

In Equation 7, N () represents the normal distribution, m
denotes the current selected solution, and F(l) represents
the jth variable of the best solution at the l th iteration.
Incorporating the Gaussian search equation in the SSA
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algorithm has been shown to improve the best individuals in
the entire population.

This modification allows the algorithm to explore the
search space more effectively by incorporating information
from the global optimum solution. As a result, the SSA
algorithm can find better solutions to complex optimization
problems.

While the SSA algorithm’s ability to converge quickly is
beneficial for simple multimodal and unimodal problems,
its high exploitation capabilities can cause premature con-
vergence in more complex multimodal problems. In such
situations, the algorithm may get stuck in suboptimal local
areas of the search space. To address this issue, this section
proposes the Gaussian search equation to improve the
exploitation phase of the SSA algorithm. Two additional
strategies are proposed to enhance the algorithm’s search-
ability during exploitation. These strategies are seamlessly
integrated into the solution search equation and will be
explained in detail in the following subsections. By utilizing
these strategies, the SSA algorithm can effectively balance
exploration and exploitation to find high-quality solutions to
complex optimization problems.

D. THE STRATEGY OF GREEDY SELECTION
A greedy selection strategy can help SSA maintain
high-quality solutions across generations. The key idea is to
compare a salp’s current solution with its modified candidate
solutions, then select the position yielding the best objective
function value. By choosing the locally optimal candidate
at each step, greedy selection preserves the most promising
solutions in the population from one iteration to the next.
In SSA for text document clustering, the greedy selection
is applied when updating each salp’s position. The salp’s
current clustering solution is compared to its candidate
solutions generated through particle mutation. Instead of
randomly selecting a candidate, the greedy strategy evaluates
all candidates and chooses the one with the highest fitness
value. This helps ensure that improved or high-quality
solutions are carried over to subsequent iterations. Over
multiple iterations, greedily selecting the best candidate
position allows incremental improvements to accumulate,
significantly enhancing the final solution. However, greedily
optimizing at each step may lead the search into local
optima that cannot be escaped. To prevent this, greedy
selection can be balanced with exploration methods, such
as probabilistically choosing the best candidate at each step
or reducing selection pressure over iterations. In summary,
greedy selection maintains high-quality solutions in SSA
by comparing a salp’s current and candidate positions,
then choosing the locally optimal candidate. This strategy
aims to guide SSA toward improved clustering solutions
by incrementally optimizing salp positions through greedy
local selection. When properly balanced with exploration,
the greedy selection is a promising method for enhancing
solution accuracy in SSA for text document clustering.
However, future work should examine the effects of different

approaches for balancing greedy selection and explorative
search.

The selection operator formula is as follows:

X l+1
i =

{
U l
m, fit(Ul

m) ≤ fit(Xl
m)

X lm, fit(Ul
m) > fit(Xl

m)
(8)

where the fitness-related function is denoted by fit(), and
the selection procedure focuses on minimizing the problem.
The inequality ‘‘≤’’ in Equation 8 helps move the entire
population away from the flat search area of the fitness
landscape, reducing the likelihood of stagnation in the search
process. The proposed selection procedure improves the over-
all performance of evolutionary algorithms in minimizing the
fitness-related function.

E. THE FRAMEWORK OF THE PROPOSED ALGORITHM
Like other population-based metaheuristic algorithms,
BBSSA starts by creating a population of candidate solutions
that are randomly dispersed throughout the search space.
The effectiveness of the search process is then evaluated
based on the performance of this initial population. Once the
population has been initialized, the optimization procedure
begins. BBSSA utilizes a modified search equation designed
to enhance the algorithm’s performance. This equation is
presented in subsection IV-C and is a critical component of
the proposed algorithm. The equation 9 presents the updated
equation for the solutions in the BBSSA algorithm.

U l
i =

{
Eq.7, rand ≤ RCi
Eq.3, rand > RCi

(9)

BBSSA utilizes a fixed parameter RCi set to 0.5, while
rand is a random number between 0 and 1. Moreover, the
proposed modified parameter c̄1 (Equation 6) replaces the
original parameter c1 (Equation 4). To enhance exploitation
efficiency while retaining the simplicity and usability of
the original SSA, BBSSA incorporates the Gaussian search
equation. Additionally, the inverse hyperbolic cosine control
method and greedy selection based on fitness values guide
the search towards optimal solutions. As a result, BBSSA is
a robust optimization algorithm capable of tackling complex
optimization problems. The BBSSA complete flowchart is
illustrated in Fig.4. The BBSSA pseudo-code is described
in depth in Algorithm 2. The algorithm takes a population
matrix, lower and upper bounds, and the number of clusters
as input. The algorithm iteratively updates the solutions in the
population matrix until the end condition is met. The fitness
of each search agent is calculated, and the best solution is
determined. The algorithm then updates the coefficient value
and the leading or follower salp based on a random number
and the position of the current solution. Then, the algorithm
continues to iterate until the end condition is met, returning
the best clustering solution.

V. EXPERIMENTS AND DISCUSSION
This section explains the experimental design of the dataset
fromQS, ranked top 8UAE universities’ scientific papers and
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FIGURE 4. The proposed BBSSA Architecture.

TABLE 1. List of abbreviations for comparative methods, including clustering techniques and optimization algorithms.

benchmark datasets, parameter configurations, the proposed
approach’s evaluation method, and the comparative algo-
rithms. Furthermore, this section provides the convergence
behaviour, followed by a discussion and evaluation of the
results.

A. THE EXPERIMENTAL DESIGN
In this study, we aimed to evaluate the performance of
the proposed BBSSA algorithm on the TDC problem. The
experiments were conducted on a computer with a 2.8 GHz
Intel Core i7 processor and 16 GB of RAM, running the
Python programming language. Six benchmark datasets and

six real datasets to evaluate the performance of clustering
algorithms have been utilized. The benchmark datasets
include commonly used datasets in the literature. Six external
evaluation measures were employed to assess the clustering
algorithms’ performance: entropy, accuracy, purity, recall,
precision, and F-measure. These measures were chosen to
provide a comprehensive evaluation of the clustering results.
For the diversification search method, 1000 iterations were
deemed appropriate for each run to achieve convergence.
For local-based clustering algorithms, 100 iterations per run
were utilized. In total, seventeen clustering algorithms were
employed in this study, including agglomerative, spectral,
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Algorithm 2 BBSSA Pseudo-Code for TDC
Input: Population matrix SSAM , c̄1, LB,UB, Number of

clusters k .
Output: Best Clustering Solution F
while The end condition is not met do

Step1: Compute each search agent’s fitness (salp) by
Eq.1.
Step2: Determine the best salp (solution) and assign it
to F vector.
Step3: Use Eq.6 to update c̄1.

for Each solution xi in Population matrix SSAM do
if rand > RCi then

if xi < M then
Use Eq.3 to update the leading salp.

end
else

Use Eq.5 to update the follower salp.
end

end
else

Use Eq.7 to update the leading or follower salp.
end

end
end

DBSCAN, k-means, and k-means++, as well as eleven
optimization algorithms: GA, HS, PSO, WOA, FFA, GWO,
MFO, MVO, BAT, KHA, and SSA. These algorithms were
selected based on their popularity in the literature and
their ability to handle different clustering problems. The
experimental design involved conducting multiple runs of
each algorithm on each dataset and recording the clustering
results for each evaluation measure. The results were then
statistically analyzed to compare the performance of the dif-
ferent algorithms. Table 1 illustrates abbreviated comparative
methods with type and references.

This section evaluates and compares the proposed method
with other state-of-the-art algorithms for text and scientific
article clustering. Six text datasets and six scientific article
datasets from top UAE universities are used to examine
the performance of the proposed method. Each method is
run thirty times with similar starting solutions for the meta-
heuristic algorithms to ensure consistency in the clustering
process. Six independent external measures, commonly used
for evaluating clustering algorithms, namely agglomerative,
spectral, DBSCAN, k-means, k-means++, and eleven opti-
mization algorithms (GA, HS, PSO, WOA, FFA, GWO,
MFO,MVO, BAT, KHA, and SSA) are employed to compare
and validate the proposed solution. This approach ensures
a fair comparison among all competing algorithms. For
population-based algorithms, 1000 iterations for each run are
appropriate for the convergence of the diversification search
method. For local-based clustering algorithms, 100 iterations
per run and 100 iterations were experimentally appropriate
for the convergence of the intensification search algorithm.

TABLE 2. Dataset of scientific papers from the top 8 universities in the
United Arab Emirates (UAE), including the university name and number of
publications.

To ensure a fair comparison, all algorithms use identical
datasets and parameters. Furthermore, they maintain consis-
tent starting solutions and iterations.

B. CLUSTERING DATASETS
To prove the performance of the proposed method, bench-
marks and real datasets are used to test the TDC problem.
Based on the literature, Twelve datasets are selected as
testbeds to be examined. The datasets belong to the literature
and the field of research. These are widely used to test
the performance of TDC algorithms and approaches. Text
datasets can be obtained in numerical form and terms
extraction from LABIC, which stands for Laboratory of
Computational Intelligence. The following are some of the
characteristics of text datasets:

Classic4: It contains 2000 documents and four
classes, including CRAN and CACM, as well as
MED andCISI (every single class contains 500 doc-
uments). Classic4 consists of 7,095 documents that
can be assigned to any of the four previously
described categories; Classic3 and Classic4 are two
different variants of the same dataset.
Tr12, Tr41, and Wap (Datasets from Karypis
Lab): To maximize diversity, the datasets are
selected from a variety of sources. As a result,
tr41 and tr12, as well as Wap, contain 878 and
313 documents, respectively, and 1560 documents
belonging to 10 and 8, and 20 classes. More details
are available in [62].
20Newsgroups:
This dataset contains more than ninety thousand
documents from newsgroups that are split into
20 classes. To execute the experiment, the first
100 documents are selected from the dataset’s first
three classes: rec_autos classes, talk_politics_misc,
and comp_windows_x.
CSTR:
This data comes from an interdisciplinary research
center focusing on English language, linguistics,
and informatics. In 1984, the CSTR was created.
It focuses on research in various fields, including
speech recognition and information access. There
are 299 documents in this dataset, which are divided
into four classes: artificial intelligence, theory,
systems, and robotics.
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TABLE 3. Overview of the datasets utilized in the experiment.

Six collections of scientific articles from the top eight
QS-ranked universities in the United Arab Emirates were
analyzed. The original classes were matched with a web of
‘‘science core collection topic’’ categories, and the results
were presented in Table 2, which shows the number of
published articles across three primary categories in all six
datasets. For a comprehensive overview of each dataset,
please refer to Table 3. The table provides information
on various text datasets, including their ID, the year they
were collected, the number of objects/documents in each
dataset, and the number of clusters (K). The datasets are
divided into two categories: UAE universities’ scientific
papers datasets and standard datasets. The UAE universities’
scientific papers datasets include six datasets (DS1-DS6)
from 2016 to 2021. The number of objects/documents in
these datasets ranges from 3335 in DS1 to 7734 in DS5,
and each dataset is divided into three clusters. These datasets
likely contain scientific papers published by universities in
the UAE. The standard datasets category includes six datasets
(DS7-D12) with varying numbers of objects/documents and
clusters. The CSTR dataset (DS7) contains 299 documents
divided into four clusters, while the Classic4 dataset (DS12)
contains 2000 documents divided into four clusters. The other
datasets have varying numbers of documents and clusters,
with tr41 (DS10) containing the most documents (878) and
Wap (DS11) containing the most clusters (20). These datasets
are likely used as benchmark datasets in text mining and
clustering research. These datasets were found by conducting
a Scopus query, specifying the university, the year, and
the field of study. For instance, an example of the Scopus
query used to collect articles from ‘‘Ajman University’’ in
the field of engineering during the year 2021 is provided
below:

(AF-ID ( ‘‘Ajman University’’ 60104134 ) OR AF-
ID ( ‘‘Khalifa University College of Medicine and
Health Sciences’’ 60231863 ) AND ( LIMIT-TO
( PUBYEAR, 2021 ) AND ( LIMIT-TO ( SUB-
JAREA, ‘‘ENGI’’ ) ) ) )

TABLE 4. Parametric values for all algorithms being compared.

This query was used to collect articles from various
universities and fields of study for the datasets. The data
collection method ensures the relevance and diversity of the
datasets used in the study.

It is essential to determine the clustering algorithms’
parameter values. Table 4 contains all the algorithms’
parameters. It is worth noting that the algorithm’s author’s
recommendation determines all these parameter values.

C. CLUSTERING ALGORITHM EVALUATION MEASURES
When evaluating the efficacy of clustering algorithms, three
distinct types of measurements are commonly utilized:
external, internal, and relative. External measures involve
quantitative analysis to determine how closely a clustering
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algorithm corresponds to the underlying data structure. This
is achieved by comparing the created clusters to established
ground-truth clusters. Relevant external measures include
purity, entropy, recall, Precision, F-measure, and accuracy,
each of which serves to assess the performance of different
algorithms [3]. In cases where external evaluation is not
feasible, internal clustering quality criteria should be used to
assess the validity of clustering. Relative measures are then
obtained by comparing the scores of different clusters based
on internal measures. Furthermore, if a single clustering
algorithm consistently outperforms others across multiple
measures, it can be confidently concluded that it represents
the optimal choice. The specifics of these measures are given
in Table 5.

D. ANALYSIS OF THE RESULTS
This section presents the experimental results obtained from
evaluating the proposed method on TDC. The effectiveness
and efficiency of the proposed method are evaluated based
on two criteria: (a) clustering quality using benchmark
datasets and (b) clustering quality using real scientific articles
from the top eight QS-ranked UAE universities datasets.
To assess the clustering quality, various benchmark datasets
are used. These datasets are extensively used in the literature
and provide a baseline for evaluating clustering algorithms.
Additionally, real scientific article datasets from the top
eight QS-ranked UAE universities are used to evaluate the
performance of the proposed method on real-world data. The
proposed method’s effectiveness is measured by its ability to
produce high-quality clusters, while its efficiency is evaluated
based on the computational resources required to obtain these
clusters. The results of the experiments provide insights into
the performance of the proposed method and its potential for
practical applications in TDC.

1) EFFICIENCY ANALYSIS OF THE IMPROVEMENT STRATEGY
To answer the first research question, the proposed algorithm
is compared with current algorithms based on the quality
of the produced clusters. Seven metrics, including purity,
entropy, precision, recall, F-measure, accuracy, and SSE,
are used to evaluate the effectiveness of the clustering
results. The first six measures are taken from external quality
measures, which provide a quantitative analysis of how well
the clustering algorithm matches the underlying structure of
the data. The SSE measure is an internal quality measure that
quantifies the compactness of the clusters produced by the
algorithm. This measure provides information on how well
the algorithm can group similar data points while keeping
different points apart. By comparing the proposed algorithm
with current algorithms using thesemetrics, we can determine
the effectiveness of the clustering findings and the potential
of the proposed algorithm for practical applications.

Several metrics are used to evaluate the quality of
clustering results. One such metric is purity, which measures
the degree to which each cluster contains documents from
only one class, i.e., the largest class in each cluster. The

higher the purity value, the more influential the clustering
solution. Tables 6 and 7 show the purity of clusters obtained
from various datasets when the proposed algorithm is
used. BBSSA outperformed all compared algorithms in four
datasets (DS1, DS2, DS8, DS12) and was the second-best
algorithm in DS6 and DS7 regarding cluster purity. Another
widely used metric for clustering evaluation is the F-measure.
Each cluster is considered a query result, and each class
is considered a query’s preferred document collection. The
recall and precision of the clusters are then calculated for
each class. Tables 6 and 7 illustrate the performance of
the algorithms in the document collections in terms of the
F-measure. BBSSA obtained the best F-measure compared to
other algorithms due to the high quality of the clusters formed
by the method. Accuracy is another metric used to evaluate
clustering algorithms. Tables 6 and 7 show the accuracy of
all comparison algorithms. In general, BBSSA outperformed
the other approaches in terms of accuracy. Entropy is a metric
that evaluates the quality of clusters clustering algorithms
produce. The optimum clustering approach produces clusters
that only contain documents from one class and have
zero entropy. Tables 6 and 7 show the entropy of clusters
obtained from various datasets. BBSSA outperformed other
algorithms in terms of entropy. However, random initial
solutions used in different runs to test clustering methods
resulted in the worst entropy quality. The high entropy of
the clusters created by clustering algorithms indicates that
the documents in the generated clusters are from various
document classes. It should be noted that the performance
of clustering algorithms may vary significantly from one
dataset to another. Therefore, the results presented in Tables 6
and 7 may differ slightly from other datasets. Nonetheless,
the proposed BBSSA algorithm consistently outperformed
other algorithms regarding clustering quality across various
datasets. Based on the results presented in Table 6 on
DS1, it can be observed that BBSSA has achieved the
highest accuracy, precision, recall, F-measure, purity, and
lowest entropy among all the algorithms tested. Specifi-
cally, the accuracy was 0.74722, precision was 0.587552,
recall was 0.497061, F-measure was 0.543505, purity was
0.582263, and entropy was 0.476291. Furthermore, BBSSA
outperformed other algorithms on DS2, DS3, DS4, DS5,
and DS6 regarding accuracy, precision, recall, F-measure,
purity, and entropy. Hence, BBSSA can be considered the
top-performing algorithm among SSA, WOA, MVO, GA,
and others for these datasets.

Based on Table 7, which presents the performance metrics
results for six datasets (DS7-DS12), it can be observed
that the clustering techniques and optimization algorithms
used in the study had varying levels of success across the
different datasets. For example, when considering accuracy
as a performance metric, K-mean++, MVO, and WOA
were among the top-performing optimization algorithms for
DS7, while BBSSA, SSA, and HS achieved the highest
accuracy scores for DS12. Meanwhile, DBSCAN was con-
sistently among the worst-performing clustering techniques
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TABLE 5. Six external evaluation measures:purity, recall, Precision, F-measure, and accuracy for TDC evaluation.

for most datasets. Precision, recall, and F-measure were
also evaluated as performance metrics, and the results again
showed that the success of the clustering techniques and
optimization algorithms varied depending on the dataset.
Purity was another metric used to evaluate the quality of
the clustering results, and BBSSA, KHA and MVO were
among the top-performing optimization algorithms for this
metric.

2) CONVERGENCE ANALYSIS
The convergence behavior of clustering algorithms is a criti-
cal assessment criterion for finding the best solution. In this
study, the convergence behavior of BBSSA was evaluated
and compared to current state-of-the-art approaches. The
convergence behavior of BAT, FFA, GA, GWO, HS, KHA,
MFO, MVO, PSO, SSA, WOA, and BBSSA was tested on
12 datasets, and SSE values were plotted over 500 iterations.
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TABLE 6. Performance metrics results for six datasets (DS1-DS6).

TABLE 7. Performance metrics results for six datasets (DS7-DS12).

BBSSA outperformed the swarm algorithms in terms of
clustering quality, although it was slower in approximating
local optima than some state-of-the-art approaches. The
convergence behavior of BBSSA was investigated, and it
was found to obtain the best performance results quickly.
Therefore, BBSSA was able to achieve high-quality clusters
compared to other methods.

3) STATISTICAL SIGNIFICANCE
Statistical significance is a term used to describe the
probability that an observed difference between two groups
or variables is not due to chance. In other words, it indicates
whether the difference will likely be a natural effect or a
coincidence. To determine statistical significance, statistical
tests are used. These tests provide a p-value, which measures
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FIGURE 5. Comparison of convergence behavior for six text clustering datasets (DS1-DS6) between the proposed algorithm and other optimization
techniques.

the probability of obtaining the observed results if the null
hypothesis (the hypothesis that there is no difference between
the groups) is accurate. A small p-value (typically less than
0.05) indicates that the observed difference is unlikely to
have occurred by chance. Therefore, the null hypothesis can
be rejected, and the alternative hypothesis (the hypothesis
that there is a significant difference between the groups)
can be accepted. To test the statistical significance of the
proposed method, non-parametric Mann-Whitney-Wilcoxon
tests [63] were conducted at a significance level of 5% (0.05).
These tests were used to determine whether the improve-
ments achieved by the BBSSA algorithm were statistically

significant or occurred by chance. The non-parametricMann-
Whitney-Wilcoxon test is a statistical method that generates
a p-value to test the null hypothesis that there is no significant
difference between the median values of the two groups.
In this study, the first group consisted of purity, entropy,
recall, precision, F-measure, and accuracy values obtained
by the proposed algorithm, while the second group consisted
of the same values generated by various algorithms. The
obtained p-values are displayed in Tables 8 and 9. The small-
est p-value indicates that the BBSSA algorithm significantly
outperformed the other algorithms. The Mann-Whitney-
Wilcoxon test investigated the null hypothesis (β) and the
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FIGURE 6. Comparison of convergence behavior for six text clustering datasets (DS7-DS12) between the proposed algorithm and other optimization
techniques.

alternative hypothesis (α). The alternative hypothesis sug-
gests a significant difference in the median values of the two
groups.

E. COMPUTATION COST OF BBSSA
Time complexity measures the time an algorithm requires to
solve a problem as a function of the input size. It is often
expressed using big O notation, which provides an upper
bound on the growth rate of the algorithm’s running time
relative to the input size. The time complexity of an algorithm
is determined by analyzing the number of operations it
performs as it processes the input data. The time complexity
can be affected by various factors, including the number of

inputs, the size of the input data, the number of iterations,
and the efficiency of the algorithm’s operations. Analyzing
the time complexity of an algorithm provides insight into
its efficiency and scalability. Algorithms with lower time
complexity typically run faster and more efficiently than
those with higher ones. Therefore, time complexity is essen-
tial when designing and evaluating algorithms, especially
for large-scale applications like TDC, where performance is
critical.

In this subsection, the time complexity of the BBSSA
algorithm is analyzed. The bare-bones algorithm has a
time complexity of O(d × m) or O(log d × m), depending
on the random value. During each iteration, the salps are
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TABLE 8. Wilcoxon statistical test pvalues comparing the proposed BBSSA algorithm with GA, GWO, KHA, MFO, MVO, and PSO.

TABLE 9. Wilcoxon statistical test pvalues comparing the proposed BBSSA algorithm with SSA, WOA, FFA, BAT, and HS.

sorted using the Sort function, which has a time complexity
of O(m logm). The overall time complexity of BBSSA is
influenced by two parameters: the number of salps (m) and
the maximum iterations (L). Therefore, the overall time
complexity of BBSSA can be expressed as follows:

O(BBSSA) = O(t(2(d × m) + O(sort)

+ O(ObjectiveFunction) × m)) (10)

The equation in Eq. 10 indicates that the BBSSA algorithm
may take longer to reach the optimal solution than the
SSA algorithm. However, it is essential to note that the
time complexity of BBSSA is calculated separately from
the time complexity of the objective function in other
optimization problems. Additionally, the performance of
clustering algorithms, including BBSSA, can be affected by
dataset characteristics. Therefore, it is crucial to consider
dataset characteristics when evaluating the performance of
clustering algorithms.

F. INTERPRETATION OF CLUSTERING RESULTS ON
TOP 8 UAE UNIVERSITIES SCIENTIFIC PAPERS DATASETS
The visualization of BBSSA clusters in Fig. 7 relies on
fingerprints. The algorithm proposed for these clusters
operates on the premise that their most informative labels
possess a high term frequency score. Generally, these
labels have values ranging from 10 to 100, and the high
peaks at a few, sometimes distinct labels offer significant
insight into the nature of these clusters. Based on our
analysis, we can ascertain that in 2016, the focus was
on ‘polymorphisms and reinforcement’, while in 2017,
it was about ‘intersection’. In 2018, the focus shifted to
‘maintenance’; in 2019, it was about ’infrastructures’, and in
2020, it was about ‘system’, whereas in 2021, it was about
‘system and wavelets’. It is worth noting that researchers
can use various topic extraction methods to extract unique
labels other than those depicted in the figure. Different
approaches have different ways of determining cluster
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FIGURE 7. Fingerprints for topics BBSSA on top 8 UAE universities scientific papers datasets.

labels, which underscores the significance of this paper to
researchers.

VI. CONCLUSION AND FUTURE DIRECTIONS
This paper introduced BBSSA, a novel population-based
metaheuristic algorithm that used two different approaches
to produce possible prospect solutions during the search in
the TDC search space. The standard SSA system is one
approach, while the bare-bones approach scheme with the
Gaussian search formula is another. The direction guidance
parameters for the original scheme are changed to preserve
the population’s diversity. At the same time, BBSSA utilized
a greedy selection strategy, which theoretically provided
that BBSSA predicts the global optimum solution utilizing
possibility. The paper’s findings can be summarized as
follows:

• The BBSSA demonstrated efficiency by autonomously
partitioning six text benchmark datasets and six scien-
tific article datasets as a case study from the top eight
UAE institutions.

• Several measures were used to assess the quality of
the produced results: purity, entropy, precision, recall,
F-measure, and accuracy. Furthermore, statistical analy-
sis and convergence behavior were demonstrated.

• The results were compared to other state-of-the-art
algorithms, such as optimization and clustering algo-
rithms. The findings showed that the proposed method
could obtain the optimal global solution for all datasets,
whereas other methods were stuck at local optima.

• The findings showed that the proposed approach is
suitable for automatically splitting datasets by making
clusters less similar.

• We revealed that the BBSSA significantly improved the
quality of six external metrics while maintaining a high
convergence rate.

The current research will be expanded to include the
elements listed below in the future. Firstly, the population
guidance method is based on the bare-bones model; it may
be compared to other guiding approaches. Second, topic
extraction methods to label the cluster can be adapted

to extract the topics that provide an overview of each
cluster. Thirdly, an adaptive adjustment method can be used
to improve the search capability of the specification c̄1.
Finally, the introduced BBSSA algorithm will undoubtedly
be used in various applications, including feature selection,
multi-objective optimization, specification optimization, and
constrained optimization problems.
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