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ABSTRACT The human interaction with an object is one of the most challenging domains in real-life
applications, such as smart homes, surveillance, medical, education, safety-based application of computer
vision, and artificial intelligence. In this research article, we have proposed a framework for human and object
interaction in real-life examples such as sports and other activities. Initially, we reviewed video-based data by
considering the three state-of-the-art data sets. Preprocessing steps have been followed to avoid extra costs,
such as video-to-frame conversion, noise reduction and background subtraction. Human silhouette extraction
has been performed via the Gaussian mixture model (GMM) and supper pixel model. Next, human body
points and object location detection were performed. Finally, human and object-based features have been
extracted. To minimize the features replication and to achieve optimized results, we have applied stochastic
gradient descent and Restricted Boltzmann Machine; As a result, we have achieved an accuracy of 88.46%,
82.00%, and 88.30% on human body parts recognition over the MPII dataset, UCF_aerial dataset, and wild
Dataset respectively. The classification accuracy for theMPII dataset is 92.71%, for the UCF_aerial dataset is
90.60%, and for sports video in the wild Dataset is 92.42%.We have achieved a high accuracy rate compared
to other state-of-the-art methods and frameworks due to the complex feature extraction and optimization
approach.

INDEX TERMS Features optimization, human-object interaction analysis, human body key points detection,
restricted Boltzmann machine, stochastic gradient decent, skeletonization, trajectories.

I. INTRODUCTION
In recent decades, Human-Object Interaction (HOI) iden-
tification has attracted many purposes to inform as it
plays an essential role in living person scene interpre-
tation. References [1], [2], [3], [4], and [5]. Human-
object interaction is crucial in various fields, such as
smart homes, surveillance, security, medical applications,
sports, video surveillance, intelligent thermostats, e-learning,

The associate editor coordinating the review of this manuscript and

approving it for publication was Christos Anagnostopoulos .

individual counting, person mapping, and motion detec-
tion. In smart homes, human-object interaction facilitates
the control and automation of multiple devices, thereby
augmenting convenience and energy efficiency. It enables
real-time surveillance, face recognition, and access control
in surveillance and security systems. It facilitates remote
patient monitoring and personalized healthcare in medical
applications. It facilitates motion tracking and analysis for
performance improvement in sports. It helps identify and
monitor individuals through video surveillance [6], [7], [8],
[9]. Intelligent thermostats optimize energy consumption
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based on occupancy by leveraging human-object interac-
tion. E-learning platforms utilize it for interactive learning
experiences. Individual counting, person mapping, and
motion detection are improved for accurate monitoring
and analysis by human-object interaction. Overall, human-
object interaction is a crucial aspect of these domains, as it
improves functionality, efficiency, and security [10], [11],
[12]. Therefore, human activity recognition (HAR), human-
human interaction (HHI), and human-object interaction
(HOI) is recognized as demanded subjects in the domains
of video processing and intelligent systems (IS). Never-
theless, the scope of this investigation is mostly confined
to the HOI classification. Although academics have built
numerous effective HOI detection systems in recent years,
the work remains challenging, and there is still space for
advancement [13], [14], [15], [16], [17]. In addition, the
combination of visual, wireless, and depth technologies has
facilitated the ability of current HOI identification systems to
increase productivity and incidence, especially to deal with
experiencing substantial [18], [19], [20].
In increasing public and confidential settings, it is crucial

to maintain and recognize social interactions [21], [22], [23].
Human interconnections have two forms: human-human
interaction (HHI) and human-object interaction (HOI). HOI
includes the actions conducted by an individual in connection
to an artifact, whereas [24], [25], [26] HHI pertains to the
activities undertaken between two individuals. Recogniz-
ing sophisticated human- object connections is crucial in
most observations, monitoring systems, supported dwelling,
retraining, and e-learning platforms.

Large-scale, demanding, and accessible to the public
HOI collections have been produced due to the increased
interest of academics in this subject. Scholars have made
significant progress and performance in several existing HOI
monitoring systems exhibit promising performance [27],
[28], [29] Chalearn LAP encounters on self-reported behavior
recognition and non-verbal actions prediction during dyadic
social contacts: [30], [31], [32], [33] Dataset, strategy, and
values. However, these systems are less effective in real-
world circumstances due to various differences in scale,
personality, brightness disparity, crowded surroundings, and
varying perspectives. The significant issues of remote detect-
ing images are; rapid camera mobility, low higher resolution,
and compact size of objectives [34].
Most contemporary HOI detection methods employ a

multi-stream framework for interaction classification. Typ-
ically, the multi-stream framework comprises three distinct
streams: human, object, and paired. The human and object
sources encapsulate the appearance characteristics of humans
and objects, respectively, while the pairwise stream encodes
the spatial connection between humans and objects. Individ-
ualized scores from the three inputs are then combined for
relationship recognition using a late fusion technique [35].

This paper presents a technique for detecting HOIs in
RGB and remote sensing imagery. Initially, we have taken
RGB data as the effort for the proposed HOI structure. The

preprocessing has been applied to reduce the computational
rate and resource management. Finally, motion blur noise
reduction, frame conversion, resizing and RGB image to
binary conversion have been used on the resultant image.
The next step is to detect a human from the given images.
We applied two methods to see a human in RGB images,
namely the supper pixel and GMM model; after that human
shape-based model was used to extract complete information
about the human silhouette. Human body key points and
object detection is the next step and after the recognition
of human body key points and objects, we applied features
and trajectory extraction approaches. To reduce data and
optimize data, we applied stochastic gradient descent, and
for classification, we applied Restricted BoltzmannMachine.
The following are the key achievements of this study paper:
• We have presented an effective and optimized way of
human silhouette extraction process in RGB data using
supper pixel, GMM, and shape-based model.

• A robust way to detect human body key themes and
object detection has been applied with the support of
these points.

• Stochastic gradient descent has been applied to deal with
extra information and computational cost optimization.

The remaining segments are arranged as follows: Section II
describes and evaluates the literature related to the project
system. Section III outlines the system’s general technique,
which includes a comprehensive pre-classification procedure.
Section IV discusses the Dataset utilized in the proposed
method and demonstrates the system’s stability through
several trials. Section V summarizes the data and discusses
future studies. Fig. 1 shows the complete route map of the
proposed method.

II. RELATED WORK
In recent decades, scientists have been planning to develop
HOI recognition technology. They have also examined the
behaviors of their methods using distance photos, depth
movies, and RGB+D (red, green, blue, and depth) films,
in addition to the color image. In most instances, the complete
image has been used as a source, and its characteristics
are retrieved. This method is straightforward and highly
beneficial to identifying many HOI connections in a single
picture. Hence, one can extract people and element pairs
from the photos and harvest their attributes independently.
Furthermore, the additional phases of posture assessment
and human body component identification for enhanced
image retrieval are typical. This method gives more accurate
findings because of the item’s added environmental data and
human traits.

Consequently, associated research can be divided into
appearance and specific examples of HOI person identi-
fication. InteractNet, which enhances the Faster R-CNN
paradigmwith an additional branch to acquire the interaction-
specific probability map over target places, is introduced
in [36]. Qi et al. [37] present a graph convolution neural net-
work approach and view the HOI challenge as a graph-based
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FIGURE 1. Detailed overview of the proposed architecture via data optimization and restricted Boltzmann machines.

optimization issue. Chao et al. The surrounding frames
calculated by an already trained detector (e.g., FPN [38])
and the initial image are the inputs to this multi-stream
framework. In such a multi-stream building design, the
human and entity streaming are based on appearing attributes
taken from the backbone network in order and produce
estimates with significant trust on the recognized human and
object boundary boxes.

A. HUMAN AND HUMAN INTERACTION
This article presents several newly designed HIR systems.
Khan et al. [39] suggested a dynamic part-based modeling
approach to recognize and identify the body components
of a person in adjacent frames. Their method subsequently
analyzed newborns’ movements to discover a variety of
behavioral abnormalities. Researchers gathered the data
using Microsoft Kinect in a nearby hospital, although
it was simply RGB data. Khan et al. [40] presented a
technique for analyzing the body motions of a patient
undergoing Vojta treatment. They suggested using color
characteristics and pixel positions to partition the patient’s
body into photos. Then, they classified the right motions
by employing SVM and a multifunctional feature map.
Jalal et al. [41] also employed a combination of four candi-
date regions: Spatio-temporal characteristics, energy-based
functions, structural rotational and architectural features, and
Movements Orthogonal Histograms of Oriented Gradients
(MO-HOG). Furthermore, such methods exclusively utilized
2D parameters.

RCNN is an adaptation of a neural network convolution
(RCNN) that uses more than one location for segmentation.
Scientists attained great precision by collaboratively devel-
oping the initiative classifiers and the processing elements.
For example, Shen et al. [42] has accurately defined the

link between a phrase and an objective using zero-shot
acquisition. Lacking contextual information, their systemwas
reviewed using a simple derivational relationship. Further-
more, these approaches has been characterized by intricate
characteristics, and their systems possess another high-time
sophistication. Numerous recent studies have attempted the
instantiation technique to recognize interpersonal interaction.

B. HUMAN OBJECT INTERACTION
After refining the raw photos, the authors have segregated the
persons and complex functionalities in the given exchanges.
The humanoid creature has been obtained using the Euclidean
distance transforms, and individual components have sub-
sequently been retrieved from the vertebrae. The authors
also produced irregular facial animations using the GMM
(Gaussian mixture model) and labeled the images of human
physical sections using the CRF (conditional random field)
template. In addition, Yan et al. [43] introduced an HOI
recognition system utilizing a neural network with several
tasks. Finally, researchers provided a computerized glove
named ‘‘WiseGlove’’ to detect hand movements. The system
utilized YOLO (you only look once) for feature extraction
and a deep convolutional network for connection recognition.
The researchers used RGB and skeletal information in their
experiments to get a high classification rate. Nevertheless,
the data set contains just eight movement classifications.
In addition, their technology could only work with a few
predetermined components.

Wang et al. [44] suggested using the potential to affect
interpersonal interaction significantly. They posed HOI as
a question of crucial point determination. To analyze inter-
personal interaction, scientists employed a deeply connected
strategy. Using the expected engagement locations, the
engagement was localized and classified. Gkioxari et al. [36]

100648 VOLUME 11, 2023



I. Akhter et al.: Human-Based Interaction Analysis

discovered individual, verb, and object triplets by focusing
on humans based on their physical appearance and execution
compactness. Researchers utilized two RGB datasets to
validate their technique. Likewise, Li et al. [45] introduced a
3D posture estimation technique and a new standard called
‘‘Ambiguous-HOI.’’ To mine characteristics, they utilized
2D and 3D visualization structures. In addition, humans
and objects were represented using a cross-modal reliability
task and a collaborative learning model. To demonstrate the
efficacy of their method, they conducted exhaustive tests
on different datasets. Ahmad et al. [46] used an instantiation
method to create a gait event categorization system that
identified activities using a variety of parameters, such as
regular and no periodic movements, motion orientation and
movement, horizontal rotational movements, and degrees of
freedom.

The topic of the proposed research paper is the detection
of HOIs in RGB and remote sensing imagery. The article
describes a technique that optimizes computational efficiency
by combining preprocessing stages such as motion blur
noise reduction, frame conversion, resizing, and RGB
to binary conversion. Human detection uses super pixel,
Gaussian Mixture Model (GMM) techniques, and shape-
based models to extract comprehensive information about
human silhouettes. Utilizing critical points of the human
body and object detection, features and trajectory extraction
techniques are then employed. Stochastic gradient descent is
used for data reduction and optimization, whereas Restricted
Boltzmann Machine is employed for classification. Using
super pixelc, GMM, and shape-based models, the proposed
work distinguishes itself by providing an efficient and
optimized method for human silhouette extraction from RGB
data. Detecting human body key points and subsequent
object detection enhances the system’s capabilities. Applying
stochastic gradient descent facilitates the processing of
additional data and the reduction of computational costs.
This research demonstrates advancements in HOI recognition
by integrating multiple techniques and obtaining promising
results in detecting and analyzing human-object interactions.

III. SYSTEM METHODOLOGY
In this subpart, we have discussed the complete procedure
of the system method with detailed results, algorithms,
and equations. Initially, we took RGB video data as input,
the preprocessing step was used to reduce extra cost
and motion blur noise, human silhouette extraction was
performed, and human and object detection was achieved
by various algorithms, after that we have extracted features
and trajectories for data optimization, we applied stochastic
gradient decent and for classification and activity analysis we
applied restricted Boltzmann machine.

A. DATA PREPROCESSING
Prior human authentication and identification, we applied
numerous preprocessing strategies for reducing computa-
tionally cost and duration. This involves the experimental

FIGURE 2. Example images (a) original RGB image and (b) noise
reduction after data preprocessing.

transformation of video streams to picture representation.
Such images have a definite structure of 450 × 350 pixels.
The photos have been subsequently smoothened via the
median processing technique. Median filtering has been
conducted to recognize distorted pixels in frames and
substitute these with the mean frequency. We utilized a 5 ×
5 grid to eliminate noise. The mathematical formulation of
the median filter is described in Eq. (1), (2), and (3):

Medf (I ) = Medf {Im) (1)

=
Im (n+ 1)

2
; n is odd (2)

1
2

[
Im

(n
2

)
+ Im

(n
2

)
+ 1

]
(3)

where I1, I2, I3, . . ., it represents the frequency of neigh-
boring pixels. All of the image’s accessible pixels has been
presented in order. The succeeding identification and organi-
zation of the dependent on the applied is I m1I m2I m3I mn,
whereby n has been typically anomalous. The outcomes of
noise reduction and data preparation are depicted in Fig. 2.

B. SILHOUETTE EXTRACTION
After preprocessing, the next step is to extract the sil-
houette and background subtraction. For this, we initially
applied a Gaussian mixture model and supper pixel model
over RGB images and subtracted the background. Then,
a super pixel combining method comparable to the one
suggested by Yang et al. [47] was utilized to find the required
human-object combination. This method involves merging
neighboring and comparable superpixels to create larger
super pixels based on similarities unless the necessary amount
of super pixels has been reached. Each super pixel has four
extracted features: average, autocorrelation, scale-invariant
frequency extractor, and speeded-up robust features. These
three principles have been concatenated to create a super
pixel classification model. After that, we have converted it
into binary image format. We have dealt in binary due to less
computational cost and processing power. Binary images are
based on (0,1), while RGB images have three matrices and a
0-255 range. Fig. 3 shows the results of silhouette extraction.

1) HUMAN DETECTION
In this section, we have discussed the procedure for human
detection. We have taken background subtracted images as
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FIGURE 3. Supper pixel result over RGB images of sports video in the
wild dataset.

FIGURE 4. The results of human detection over extracted foreground.

FIGURE 5. The results of human body key point’s detection.

input for this step. We applied the human body shape model
over-extracted human silhouette and detect the human head.
Eq. (4) shows the representation of human head tracking
which helped us for the detection in extracted foreground
images.

Ihfhp < −Ihf−1he 1Ihf−1he (4)

where Ihfhp head location of specified image or frame. Fig. 4
shows the subtracted background binary image results and
human detection with bounding box.

2) HUMAN KEY POINTS DETECTION
We tracked the human head and used bounding box to
the entire human body. Eq. (5) shows the mathematical
association of human body torso points.

Ihftp < −Ihf−1t 1Ihf−1t (5)

where Ihftp is the torso location of specified image or frame.
Fig. 5 shows the results of human body point’s recognition.

3) OBJECT DETECTION
The rapid shift method has been used to separate the
provided picture into super pixels; Every two neighboring
super pixels has been combined into a single large super
pixel, if the resemblance between their feature trajectories
exceeds a threshold. The procedure has been repeated until

FIGURE 6. The example results of object recognition.

the backdrop, the person, and the object three super pixels
remain. The super pixel with the biggest area has been deleted
and assigned the backdrop to produce the desired human
silhouette. The formulation has been used to determine the
median (xm, ym) of any existent locations, j and k. Eq. (6).

(xm, ym) = (
xj + xk

2
,
yi + yk

2
) (6)

where x and y are the pixel position. Fig. 6 illustrations the
results of object recognition.

Algorithm 1, describes the human body parts detection
technique in detail.

Algorithm 1 Human Body Key Points Detection
Input: RS: Extracted Outer shape of human body
Output: 15 body parts detected
RS=human body shape, S = human shape, H=height, W =
width, L=left, R=right, HR= head, N=neck
Repeat
Fori = 1 to N do
Search (RS)
HR = head_point_Area;
I_H = UpperPoint (HR)
EH = EndHeadpoint (HR)

I_Feet = Bottom (S)
I_Mid = mid (H ,W )/2
I_Foot = Bottom(S)& search(L,R)
I_K = mid(Img_Mid, ImgFoot)
I_H = HR&search(L,R)
I_S = search(HR,N )&search(R,L)
I_E = mid(Img_H , ImgS)
End
Until main sections of input are examined.

C. FEATURES EXTRACTIONS
During this section, we established the mean and frame
occupancy to separate the trajectory components from the
supplied photos. The internal consistency approach detected
elements, and the trajectory solvent system separated the
critical components from those objects. The mean and frame
occupancy estimates used in this investigation have been
derived from identified ingredients. The assembled members
made up the subset of functions. The trajectories involved
in the methodology for trajectory recognition are described
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FIGURE 7. Object trajectory mean values graphical representation.

below. Algorithm 2 shows the overview of trajectories
extraction.

1) OBJECT FEATURE I: MEAN
Within a series, the object’s velocity varies from image
sequences, and therefore the distance between the entity’s
places in every frame has been computed. The changed
performance index for each ingredient over repeating bunches
has been then estimated, and a trajectory has been deter-
mined. The histogram below illustrates the median distance
between consecutive pixels,

P (Ao,Ao+1) =

∑N
o=1 C
N

, (7)

where C denotes the distance travelled by the particle
between the oth and (o+1th) the edge. Tenure N denotes the
total number of buildings. Fig. 7 shows the results of object
trajectories mean.

2) OBJECT FEATURE II: FRAME OCCUPANCY
This module represents the quantity of width an object
consumes on each monitor. When events transpire between
photos, the territory symbolized by a person on each screen
changes. Identifying the length of something may define its
shape, allowing for its classification. Consequently, it is vital
to identify the damage induced by each individual standard:

Fo =
∑K

b=1

∑L

v=1
Jbv (8)

Jbv =

{
1 ; if object
0 ; otherwise

(9)

Fig. 8 shows the results of object trajectories frame
occupancy over SVW dataset.

After this we have illustrated the procedure and method
of various feature extraction over three complex datasets:
R-transform, Direction cosine and angular movement.
Algorithm 3 shows the overview of feature extraction.

3) SILHOUETTE FEATURE I: R-TRANSFORM
R-Transform is based on full body features of an extracted
human silhouette. We only took the area of interest and
applied R-transform to the human body. We got the various
data related to R-transform. Finally, we found the mean value
of every human body and map it in the R-Transform vector.

FIGURE 8. Object features frame occupancy values graphical
representation.

Algorithm 2 Object Features Extraction (Ofe)
Input: Input_data
Output: Extracted Ofe vectors (t1,t2,t3 . . . . . . .tn)
Extarcted_Ofe← []
Ofe_Data← Get_Ofe_Datal()
Ofe_Data_size← Get_Ofe_Data_size()
Procedure HAA(Video, Images)
OfeVector ← []
Ofe_Data← Object(Mean, FrameOccupancy)
Sampled_Ofe_Data(OfeData)
While exit void state do
[Me,Fo]←ExtractlOfe(Ofe data)
ExtractedOfeVector ← [Me,Fo]
Return Ofe_Vector

FIGURE 9. The example results of R-Transform features over human
extracted body.

The R-transform R(ρ, θ) of given silhouette S(x, y) has
been be achieved as follows:

R (p, θ) =

∫
∞

−∞

∫
∞

−∞

h(x, y)ϑ(p− xcosθ − ysinθ )dxdy

(10)

Fig. 9 demonstrates the results of R-transform features.

4) SILHOUETTE FEATURE II: DIRECTION COSINE
In this feature value, we considered the human body’s
undertaking direction and applied the cosine formula over the
extracted movement. Direction values and angular values of
cosine have been regarded as features.We used this procedure
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FIGURE 10. The example results of direction cosine (a) indicates the
direction and (b) shows the relationship of direction cosine.

over all the humans in a given frame and the entire dataset—
finally mapped the direction cosine vector. Eq. (11) shows the
formulation of direction cosine features.

d =
∑p

o
i (x, y)→ a (11)

where d is the direction flow of extracted silhouette x, y is the
directory standards of the given frame, i is RGB (x,y,z) pixel
values, and → d illustrates the gesture. To find the cosine
vales we used the cosine formula as;

sin2d = cos2d − 1 (12)

where d indicates the directional values and sin/cos shows
the angular values. Fig. 10 shows the results of direction
cosine features.

5) SILHOUETTE FEATURE III: ANGULAR MOVEMENT
Angular movement features are usually based on motion
information of the human body and its approach to following
motion information of the same body. Initially, we applied the
motion information extraction method via change detection.
Now we considered them as M1,M2 . . . .Mn after this we
used angular movement over m1 and m2 and found the angle
between them; nextm2 and m3 have been considered the next
angle. The same procedure has been applied over all the
extracted points. The Eq. (13) shows the measured relation
of angular movement features.

M1 = tan (X + Y )→ d1,M2 = tan (X + Y )→ d2

M3 = tan (X + Y )→ d3,M4 = tan(X + Y )→ d4

Mn = tan(X + Y )→ dn

While tan(X + Y ) = tanX + tanY/1− tanX tanY (13)

where m1 − mn shows the angular movement, cos denotes
the values and d1− dn shows the distance. Fig. 11 shows the
results of angular movement features.

D. STOCHASTIC GRADIENT DECENT
Gradient Descent optimization approaches created a set of
procedures that evaluate the efficient learning pattern in
order to discover the optimal feature arrangement with the
cheapest possible portion. However, the stochastic gradient
approach performed slowly when assessing all classification
techniques from each phase and when the quantity of
training variables was substantial. The Sequential Stochastic

FIGURE 11. The example results of angular movement features (a) shows
the moveable body parts while (b) indicates the label and angle between
two points.

Algorithm 3 Feature Calculation
Input: Input_data
Output: Extracted Feature vectors (f 1,f2,f3 . . . . . . .fn)
Extarcted_features← []
F_Data← Get_F_Datal()
F_Data_size← Get_F_Data_size()
Procedure (Video, Images)
FeaturesVector ← []
Denoise_F_Data← Pre_processing(Win,Median)
Sampled_F_Data(DenoiseData)
While exit void state do
[RT ,DC,AMF]←ExtractlFeatures(sample data)
ExtractedFeaturesVector ←[RT ,DC,AMF]
Return Context_intelligent_features_Vector

Gradient method (SGD) with a representative sample has
been proposed as an optimization procedure that does not
employ all preparation stages to solve the issue. Furthermore,
not a single piece of data was processed. Minibatch SGD
randomly selects a subset of data to reduce costs and
obtain a long wavelength than standard SGD. Minibatch
requires continual assessment, effective learning patterns,
and beginning factors to design a performance index with a
potential for amodest loss. However, the background learning
rate 0.01 has been changed by optimizing the regularization
backpropagation using the Leave One Subject Out (LOSO)
merging. The SGD of all optimization models for x (k) and y
(k) labels is approximated:

θ = θ − n.∇θk(θ; x(k)
; y(k)) (14)

where nbs being the minibatch dimension, it achieves a
decreased variance of starting characteristics and smaller
back propagation. Fig. 12 shows the results of optimized
features vector via the stochastic gradient descent algorithm.

E. RESTRICTED BOLTZMANN MACHINES
It is a neural network with each cell interconnected to
each other synapse. This mechanism has multiple pairs: the
apparent surface or number of neurons and the concealed
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FIGURE 12. The results of optimized features vector via stochastic
gradient descent algorithm.

layer. The visible layer has been represented by v and the
concealed layer by h. The Boltzmann machine lacks an
objective function. Boltzmann machines are unpredictable
and creative neural networks accomplished by developing
embedding and representing and (given sufficient time)
cracking challenging innovation and entrepreneurship issues.
The Boltzmann distribution (also called Gibbs probability) is
an essential component of mathematical analysis. It explains
the effect of factors such as concentration and temperatures
on subatomic particles in thermodynamics. Consequently,
it is sometimes referred to as the Energy-Based Approach.
Eq. (15)-(19) shows RBM’s relation and mathematical
formulation.

P
(
h1j = 1|υ1

)
= g

(
bj +

∑
i
υ1iWij

)
(15)

P (υ2i = 1|h1) = g
(
ci +

∑
j
Wijh1j

)
(16)

P
(
h2j = 1|υ2

)
= g

(
bj +

∑
i
υ2iWij

)
(17)

W = W + η (h1υ1 − h2υ2) ;

c = c+ η (υ1 − υ2) ;

b = b+ η (h1 − h2) (18)

Hj = g
(
bj +

∑
i
υ1iWij

)
,

Vi = g
(
ci +

∑
j
Wijh1j

)
(19)

where spectrum vector v1 =
(
v11, . . . , v1n,

)
(with size nu),

the size of the hidden layer nh, the learning rate η, and the
maximum epochMe H =

(
H1, . . . ,Hnh

)
(a hidden vector);

V =
(
V1, . . . ,Vnv

)
(reconstruction of spectrum υ). Fig. 13

shows the conceptual model of RBM.

IV. EXPERIMENTAL ANALYSIS AND RESULTS
The leave-one-subject-out (LOSO) cross-validation approach
was used to evaluate the performance of the proposed
methodology on three publicly accessible resources, includ-
ing the MPII pose track, the UCF aerial action collection,

FIGURE 13. The conceptual model of RBM.

FIGURE 14. Example images from various classes of the MPII human
pose dataset.

and the Sports Videos in the Wild (SVW) dataset. The LOSO
method is an enhanced cross-validation approach that utilizes
data from a single participant for each fold.

The MPII Human Pose dataset is a standard for evaluating
multimodal human pose computation. The collection consists
of around 25K photos of over 40K individuals with docu-
mented sequences. The photos were captured methodically
using a predefined categorization of commonplace human
actions. The collection includes 410 human interactions, and
each visual is tagged with a corresponding activity. Each
picture was pulled from a YouTube video and accompanied
by unlabeled data frames before and after it. In addition,
we got richer descriptions for the test set, such as body
component geometric distortion and 3D torso and head
orientation. Figure 14 illustrates a selection of photographs
from the MPII human posture collection.

This data collection contains image sequences captured
with an R/C-controlled blimp carrying a Video camera placed
on a reference plane. The accumulation has various airborne
and ground-level movements at varying heights. Several
occurrences of each movement were captured at various
altitudes ranging from 400 to 450 meters and accomplished
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FIGURE 15. Example images from various classes of the UCF aerial action
dataset.

FIGURE 16. Example images from various classes of the SVW dataset.

by various characters. Fig. 15 illustrates a sampling of the
photos from the UCF aerial action dataset.

The Sports videos in the wild dataset contain videos of
sportspersons practicing dissimilar sports. We have attained
all video sequences from YouTube and explained their class
label with the assistance of AmazonMechanical Turk. Fig. 16
illustrates a sampling of the photos from the SVW dataset.

A. HARDWARE PLATFORM
In the experimental setup of the designed approach, we used
MATLAB (R2021a) for all simulations and analysis over
Intel (R) Core (TM) i7-8665U @ 1.90GHz CPU with 64-
bit Windows 11 in the testing device. The device had 16 GB
of RAM. The new finding on the MPII pose Dataset, UCF
aerial dataset and SVW datasets along with experimental
conclusions, is examined in the outcomes segment.

B. EXPERIMENTAL SETUP AND EVALUATION
We calculated the Euclidean distance between the actual
data and considered points using the Euclidean spectrum
to evaluate the effectiveness of the human body key points
detection structure. The minimum level distance of the actual
data at which the failure ratio is placed to 13 was used to
determine the average accuracy.

Edd =

√∑n

n=1

(
Xg
Sg
−
Xd
Sd

)2

(20)

Yd is an identified position of the proposed approach, Xg is
the characterized data set, and Edd is the Euclidean distance.

TABLE 1. Human body key point’s detection and distance details over the
MPII, UCF aerial and SVW dataset.

We utilized Eq. (21) to estimate body parts’ validity.

Adp = 100/n[
∑n

n=1

{
1, if Edd ≤ 13
0,Edd > 13

] (21)

where Adp symbolizes the estimated precision of N parts of
the body, if the approximate displacement of an identified
human key point was greater than 14, it was disregarded.
Alternatively, the identified key point of the human body
was considered in the assessment method. We achieved
88.46% of human body key point’s recognition accuracy over
MPII dataset, 82.00% of human body key point’s recognition
accuracy over the UCF aerial action dataset and 88.30% of
human body key points recognition accuracy over the SVW
dataset. Table 1 shows the detailed results and error rate over
three datasets.

The next step is to find the mean accuracy of our proposed
structure, we applied a robust classification algorithm namely
Restricted Boltzmann Machine. Table 2 presents the confu-
sion matrix for the MPII pose track dataset with an accuracy
rate of 92.71%. Table 3 illustrates the confusion matrix for
the UCF aerial action dataset, which has an average accuracy
of 90.60%. Table 4 shows the confusion matrix for the SVW
dataset, which has an average accuracy of 92.42%.

C. COMPARISON WITH OTHER STATE-OF-THE-ART
SYSTEMS
After this we compared our suggested approach with other
methods Yang et al [47]’s suggestion to create a bypass
connection to a deep network was motivated by the ResNet
remainder block’s architectural design. When all remnant
blocks have been changed with a sparsely linked residual
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TABLE 2. Confusion matrix of MPII dataset.

TABLE 3. Confusion matrix of UCF aerial action dataset.

TABLE 4. Confusion matrix of SVW dataset.

component, the required number of constraints has been
reduced dramatically, and the computational time has been
lowered, increasing the cable network divergence. Using a
methodology, Zhang et al. [48] explained how to estimate
human location. By using a spatially separated recurrent
neural networks search strategy, they lowered calculation
time with practically any performance loss while using
the MobileNetV2 internet backbone architecture for atti-
tude determination. Wang et al. [49] developed an additional
essentially lightweight bottleneck in UULPN with a large
variety of mappings and a wide range of them. Researchers

TABLE 5. Human and object interaction classification comparison of
recognition rate of the proposed method with other state-of-the-art
methods over MPII, UCF aerial action and SVW datasets.

provided both a multi and single-branch construction for
the bottleneck’s region. To increase prediction performance,
a cross-topology was implemented during the training
process. Sun et al. in [50] suggested a method for extracting
features in which they retrieve focused motion information in
addition to a CNN-based model for classifying and identify-
ing human events. Reza. F. et al. established a strategy in [51]
for dealing with episode identification and classification
using CNN and Connection in Network architecture (NNA),
which forms the foundation of contemporary CNN. The
minimalist Convolution layer, averaged, max, and product
characteristics are employed to recognize human interactions.
Researchers created a human locomotion approximation
algorithm in [52], where they used a video-based device to
enhance dense characteristics. Kinematic Regularization and
Matrix Rank Optimization (KRMARO) is a revolutionary
strategy proposed in [53] study to obtain high true-detection
percentages and drastically reduced falsified rate increases.
KRMARO describes the problem of identifying moving
objects by combining a novel kinematic regularization with
the exploratory factor chase. They take optical flow into
account for the multi - faceted material. To expedite model
inference during the build process, a separate design was
used. Li and Chan [54] use conventional neural networks
for determining human body posture. Chen and McGurr [55]
used morphology separation and systematic the thresholding
to determine the surface color. Rodriguez et al [56]. presented
an innovative technique for predicting future body motion.
Reasonable justifications and targeted failure procedures
were used to encourage reproductive systems to predict
specified future human motion. The assessment of human-
object interaction and classification with state-of-the-art
techniques is presented in Table 5.
Next step is to find precision, recall and F-1 score using

formula, In Tables 6, 7 and 8 we estimate the precision, recall
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TABLE 6. Measurements of evaluation metrics for the proposed system over the MPII dataset.

TABLE 7. Measurements of evaluation metrics of the proposed system over the UCF aerial dataset.

TABLE 8. Measurements of evaluation metrics for the proposed system over the SVW dataset.

and F-1 score or F-measure using Adabosst, ANN and RBM
classification algorithms.

Precision =
True Positive

True Positive+ False Positive
(22)

Recall =
True Positive

True Positive+ False Negative
(23)

F1− Score =
2(Precision× Recall)
(Precision+ Recall)

(24)

We compared their precision, their recall, and the F1 scores of
all classes used in the three benchmark datasets, MPII pose,
UCF aerial, and SVW dataset.

V. DISCUSSION
This paper is based on human-object interaction in the
human natural living environment. We can apply this
approach and framework in various public environments such
as entertainment, sports, technology, education, intelligent
surveillance system, and innovative emergency services.
We applied this technique in three publicly available datasets
and achieved an intelligent amount of accuracy with a low
error rate, a 7.21% error rate for the MPII pose dataset, a rate
of 9.40% for UCF, and a 7.38% of error rate for SVW dataset.
Due to the complex nature of these benchmark datasets,
this study has one drawback: occlusion and shadow effects.
This problem impacted human tracking and verification and
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FIGURE 17. Limitation example images of proposed method.

the feature engineering process. This is the main factor that
caused the mean recognition to drop. Fig. 17 shows the
limitation example of the proposed method.

VI. CONCLUSION AND FUTURE WORK
In this paper, we designed a framework for human and object
interaction in real-life examples such as sports and other
activities. As a result, we achieved a butter accuracy of human
body parts detection for the MPII dataset is 88.46%. For
the UCF_aerial Dataset, it is 82.00% and for sports video
in the wild Dataset, it is 88.30%. The classification accuracy
for the MPII dataset is 92.71%, 90.60% for the UCF_aerial
dataset, and 92.42% for the sports video in the wild Dataset.
In future work, we will integrate more composite tasks from
various contexts, including medical centers, workplaces, and
smart homes. We will also fuse more feature engineering
techniques from different domains to recognize complex
motion patterns in multiple contexts.
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