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ABSTRACT We propose a method for reconstructing a continuous light field of a target scene from a single
observed image. Our method takes the best of two worlds: joint aperture-exposure coding for compressive
light-field acquisition, and a neural radiance field (NeRF) for view synthesis. Joint aperture-exposure coding
implemented in a camera enables effective embedding of 3-D scene information into an observed image,
but in previous works, it was used only for reconstructing discretized light-field views. NeRF-based neural
rendering enables high quality view synthesis of a 3-D scene from continuous viewpoints, but when only a
single image is given as the input, it struggles to achieve satisfactory quality. Our method integrates these
two techniques into an efficient and end-to-end trainable pipeline. Trained on a wide variety of scenes, our
method can reconstruct continuous light fields accurately and efficiently without any test time optimization.
To our knowledge, this is the first work to bridge two worlds: camera design for efficiently acquiring 3-D
information and neural rendering.

INDEX TERMS Light field, compressed sensing, neural representation.

I. INTRODUCTION
A light field is usually represented as a set of dense multi-
view images. Thanks to the abundant information contained,
light fields have been used for various applications including
depth estimation [1], [2], object/material recognition [3], [4],
view synthesis [5], [6], [7], and 3-D display [8], [9], [10].
Acquisition of a light field is a long-standing issue [11],

[12], [13], [14]. Since light-field views are highly redundant
with each other, view by view sampling seems to be a
waste of resources. To achieve more efficient acquisition,
camera-side coding schemes have been developed [15], [16],
[17], [18], [19], [20], [21]. Combined with learning-based
reconstruction algorithms, the latest methods with joint
aperture-exposure coding [22], [23], [24], [25] drastically
reduce the number of images required for high-quality
reconstruction; even a single coded image alone is sufficient
to reconstruct a light field (with, e.g., 5 × 5 views) with
convincing quality. However, what is obtained from these
methods is only a set of discretized views. Since there is no
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physical ‘‘viewpoint grid’’ in the target scene, more desirable
is a continuous representation of a target 3-D scene that can
be observed from continuous viewpoints.

Our goal is to develop a method for reconstructing a
continuous light field for a target scene from a single observed
image, as depicted in Fig. 1. To this end, we take the
best of two worlds: joint aperture-exposure coding [22],
[23], [24], [25] for compressive light-field acquisition, and a
neural radiance field (NeRF) [26], [27], [28], [29] for view
synthesis. Joint aperture-exposure coding enables effective
embedding of 3-D scene information into an observed image.
A NeRF-based representation enables high quality rendering
of a target scene from continuous viewpoints. Our method
integrates these two techniques into an efficient and end-to-
end trainable pipeline. Trained on a wide variety of scenes,
our method can reconstruct continuous light fields accurately
and efficiently without any test time optimization.

To the best of our knowledge, there is no previous work
that can directly obtain a continuous light field from a
single coded image in the context of compressive light-field
acquisition. Moreover, we are the first to use not a normal
(uncoded) but a coded image as the input for NeRF-based
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FIGURE 1. Our goal is to reconstruct continuous light field from single
coded image alone. To this end, we integrate joint aperture-exposure
coding and NeRF-based rendering.

neural rendering.We show that the integration of camera-side
coding and NeRF-based representation enables accurate and
efficient rendering of a 3-D scene only from a single observed
image. We believe our contribution will open up a new field
embracing camera design and neural rendering.

The remainder of this paper is organized as follows.
Section II briefly gives some background on compressive
light-field acquisition and view synthesis to clarify the
position of our method. Section III describes our method
including the camera-side coding scheme and reconstruction
of a continuous light field. Section IV presents several
experimental validations including comparisons with the
state-of-the-art methods. Section V concludes the paper.

II. BACKGROUND
A. COMPRESSIVE LIGHT FIELD ACQUISITION
Traditionally, a light field was captured using an array of
cameras [11], [13], [14] and a lenslet-based camera [12],
[30]. More recently, coded aperture cameras [15], [16], [17],
[18], [19], [20], [21] have been developed to increase the
efficiency of light field acquisition. For example, two to four
images, taken with different aperture-coding patterns, are
sufficient to computationally reconstruct a light field with
5 × 5 or 8 × 8 views. However, the reconstruction quality
obtained with a single coded image is still unsatisfactory.
Joint aperture-exposure coding [22], [23], [24], [25] enables
more flexible coding patterns within a single exposure time.
It was demonstrated that with this advanced coding scheme,
only a single image is sufficient to achieve high-quality
reconstruction.

A fundamental limitation of these previous works is the
discontinuity of the viewpoints; what is obtained from these
methods is a set of images at discretized viewpoints. To break
this limitation, our method is designed to reconstruct a
continuous light field. More specifically, using a single image
captured with joint aperture-exposure coding as the input, our
method derives a neural representation, from which arbitrary

light rays at continuous coordinates can be rendered through
volume rendering.

B. VIEW SYNTHESIS
Given a set of posed images of a target scene, view
synthesis aims to generate arbitrary views at continuous
viewpoints. For this purpose, the traditional methods used
3-D meshes, voxels, point clouds, and depth maps as
the 3-D representation [31], [32], [33], [34], [35]. Recent
progress of neural networks has brought more implicit 3-D
representations, such as multiplane images [36] and neural
radiance fields (NeRF) [26]. A NeRF is a coordinate-based
representation of a target scene, from which high-quality
images can be synthesized at continuous viewpoints through
volume rendering. The original NeRF is scene-specific; the
network model is optimized for each target scene, and it
requires many images for training. The follow-up works
of the original NeRF aimed at faster rendering [37], [38],
[39], fewer input images [40], [41], [42], [43], [44], and
generalization to unseen scenes [40], [41], [42], [43], [45].

Single-view view synthesis [43], [46], [47], [48], [49],
[50], [51], [52] refers to the extreme case of view synthesis,
where only a single view is given as the input. Due to the
ill-posedness of the problem, even the latest state-of-the-art
methods struggle to achieve high quality rendering.

Constructed on the framework of NeRF [26], our method
can synthesize arbitrary views at continuous viewpoints. As a
notable difference from the previous works, our method uses
only a single image captured with joint aperture-exposure
coding applied on the camera. An image coded in this manner
can contain richer 3-D information of a target scene than a
normal (uncoded) image. Moreover, our method is designed
to be light-weight and generalized over a wide variety of
scenes.

III. PROPOSED METHOD
A. PROBLEM FORMULATION AND OVERVIEW
A light field is represented as a set of multi-view images
taken from dense 2-D grid-points. It is written as L(u, v, x, y),
where (u, v) and (x, y) denote the viewpoint index and pixel
positions, respectively. We also introduce a continuous light
field, denoted as L(ũ, ṽ, x̃, ỹ), where the coordinate (ũ, ṽ, x̃, ỹ)
can take arbitrary continuous values. In particular, we focus
on the continuity of the viewpoints (ũ, ṽ) because this is the
main focus of view synthesis. We assume that the light field
is grayscale, considering the availability of imaging hardware
as mentioned in III-B.
Our goal is to reconstruct a continuous light field of a target

scene from a single image alone. To fully obtain the 3-D
information of the target scene, we use an image captured
with joint aperture-exposure coding [22], [23], [24], [25]
as the input. From the coded image, we extract a feature
volume that spans the target 3-D volume using a deep
convolutional neural network (CNN) called FeatNet. We also
construct a multi-layer perceptron (MLP) called NeRFNet to
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FIGURE 2. Overview of our method. Joint aperture-exposure coding is utilized to obtain single image used as input. FeatNet is responsible for
extracting 3-D feature volume from single coded image. Using feature volume with NeRFNet, we perform volume rendering to synthesize views at
arbitrary continuous viewpoints.

represent the radiance field of the same 3-D volume, and it is
conditioned on the features extracted from the coded image.
To render a view from a desired viewpoint, we make queries
towards NeRFNet for the luminance and density values along
the light rays that constitute the target view. Since the queries
can be made at arbitrary continuous coordinates, we can
reconstruct a continuous light field. Moreover, FeatNet and
NeRFNet are jointly trained and can be generalized over
a wide variety of scenes. Our method can reconstruct new
scenes (which are unseen during training time) accurately and
efficiently without any test time optimization. An overview of
our method is illustrated in Fig. 2.

B. JOINT APERTURE-EXPOSURE CODING
We describe the image acquisition method for capturing
a coded image that is used as the input to our method.
As shown in Fig. 2, all the light rays coming into a camera are
considered to constitute a light field, where the intersections
of each light ray with the aperture plane and sensor plane
are denoted as (ũ, ṽ) and (x̃, ỹ), respectively. Similar to
the previous works, the imaging model is constructed in a
discretized domain, (u, v, x, y).

If the camera has no coding mechanism for incoming
light rays, all the light rays reaching a single pixel (x, y)
are summed together to produce a pixel value. The observed
image, I (x, y), is given as

I (x, y) =

∑
u,v

L(u, v, x, y). (1)

Note that variations along (u, v) dimensions are simply
blurred out in I (x, y), making them difficult to recover.

Coded aperture cameras [15], [16], [17], [18], [19], [21]
have been used to effectively encode (u, v) dimensions.
Specifically, a semi-transparent mask, a(u, v), is inserted at
the aperture plane to encode the incoming light rays. Each
pixel value is the weighted sum of light rays, described as

I (x, y) =

∑
u,v

a(u, v)L(u, v, x, y). (2)

However, it is difficult to accurately reconstruct the light
field from a single coded image. Therefore, two or more
images taken with different mask patterns are used for better
reconstruction quality.

To embed more abundant information into a single
observed image, joint aperture-exposure coding [22], [23],
[24], [25] has been investigated recently. Within a single
exposure time, both the aperture mask and pixel-wise
exposure mask are synchronously controlled to encode the
light rays. The image formation model is written as

I (x, y) =

∑
u,v

{∑
k<K

ak (u, v)pk (x, y)

}
L(u, v, x, y) (3)

where ak (u, v) and pk (x, y) are the k-th aperture and exposure
coding patterns, respectively, and K is the number of
coding patterns along time. Thanks to the complex coding
scheme, a single coded image alone is sufficient for accurate
reconstruction of the light field. We adopt Eq. (3) as the
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FIGURE 3. Network architectures for FeatNet (left) and NeRFNet (right); k and p mean kernel size and padding.

image acquisition model to take the input coded image for
our method.

Joint aperture-exposure coding is not easy to imple-
ment in real camera hardware. As far as we know, only
Mizuno et al. [24] demonstrated a hardware implementation
that can achieve Eq. (3), but there were some additional
restrictions; the image sensor was grayscale, and pk (x, y)
can take only limited patterns. Although their method
was originally designed for time-varying scenes, it is also
effective for static scenes. We strictly follow the design of
Mizuno et al.’s working prototype. We consider grayscale
light fields with 5 × 5 views, set K to 4, and adopt the same
coding patterns for ak (x, y) and pk (x, y) as Mizuno et al.’s.
The mask patterns we used are shown in Fig. 2. Accordingly,
our method is based on a real existing camera, rather than an
idealized hypothetical camera model.

Our goal is to obtain a continuous light field of the
target scene, L(ũ, ṽ, x̃, ỹ), from a single coded image, I (x, y).
This is different from Mizuno et al. [24] in which the light
field was reconstructed only in the discretized domain as
L(u, v, x, y). To achieve our goal, we integrate the idea of
neural radiance fields [26], which enables rendering from
continuous viewpoints, into the framework of compressive
light-field acquisition, as detailed in the next subsection.

C. RECONSTRUCTION OF CONTINUOUS LIGHT FIELD
As shown in Fig. 2, our method achieves continuous
light field reconstruction using two networks: FeatNet and
NeRFNet; refer to Fig. 3 for the detailed architectures.

We first mention a network for feature extraction, called
FeatNet. This is a deep CNN that takes a single coded image
I ∈ RH×W as the input and generates a feature volume F ∈

RH×W×D×C as the output.

F = FeatNet(I ) (4)

The network architecture for FeatNet is almost the same as
the one that Mizuno et al. [24] used for discretized light-field

reconstruction. In our method, F is interpreted as a 3-D
volume with D depth levels that spans the target scene, and
each voxel takes a C-channel feature vector. We set D =

13 and C = 8. The 3-D volume is re-parameterized at the
normalized device coordinate (NDC) with X ,Y ,Z ∈ [−1, 1]
and treated as being continuous.We use trilinear interpolation
to enable the querying for the feature vector f at a continuous
3-D coordinate (X ,Y ,Z ). We simply describe the query
operation as f = F(X ,Y ,Z ).

We define a neural radiance field (NeRF) for the same
(X ,Y ,Z ) volume. It is implemented as a multi-layer percep-
tron (MLP) that takes the 3-D position (X ,Y ,Z ), angle (θ, φ),
and feature vector f as the input and produces the luminance
(c) and density (σ ) as the output.

c, σ = NeRFNet(X ,Y ,Z , θ, φ, f) (5)

Different from the original NeRF [26], our NeRFNet takes as
input the feature vector f extracted from the observed image.
Since scene-specific information is given as the feature
vector, the network weights of NeRFNet no longer need to
be scene-specific but can be generalized over a wide variety
of scenes. Moreover, we use a more light-weight MLP than
the original NeRF. We found that, provided the feature vector
as the input, a small MLP is sufficient to achieve high quality
rendering.

Using the features from scene observation is not a new idea
in itself; similar ideas have been used for both generalized
and scene-specific NeRF-like representations [40], [42], [43],
[45], [53], [54]. However, our method is different from these
works in that the features are extracted from not multiple
images but a single image alone, and the image is acquired
with a camera-side coding process to fully capture the 3-D
scene information.

We finally mention how we can obtain a light field
from the feature volume F and NeRFNet. As shown in
Fig. 2, the continuous 3-D space (X ,Y ,Z ) is associated
with the continuous light field coordinate (ũ, ṽ, x̃, ỹ) via a

99390 VOLUME 11, 2023



Y. Ishikawa et al.: Reconstructing Continuous Light Field From Single Coded Image

plane+angle representation; (x̃, ỹ) denotes the position on
Z = 0, and (ũ, ṽ) is considered the angle (θ, φ). A light ray
parameterized with (ũ, ṽ, x̃, ỹ) is mapped to (X ,Y ,Z ) asX

Y
Z

 =Mt (ũ, ṽ, x̃, ỹ) =

 norm(x̃ + ũt)
norm(ỹ+ ṽt)

norm(t)

 (6)

where norm() denotes the normalization to the NDC, and
t ∈ [tmin, tmax] denotes a sampling position on the light
ray. Note that tmin and tmax correspond to the minimum and
maximum disparities allowable for the target scene. We set
tmin = −3 and tmax = 3.

Using the relation of Eq. (6), we can query ft , ct , and σt
for a sampling position t along a light ray parameterized with
(ũ, ṽ, x̃, ỹ).

ft = F(Mt (ũ, ṽ, x̃, ỹ)), (7)

ct , σt = NeRFNet(Mt (ũ, ṽ, x̃, ỹ), ũ, ṽ, ft ). (8)

For the values of t , we take 16 random stratified samples
for the training time and 32 uniform samples for the
test time. Given a set of samples along the ray, {ct , σt },
we perform volume rendering, which is also used in the
original NeRF [26], to obtain the luminance of the light ray.

L(ũ, ṽ, x̃, ỹ) = VolumeRendering({ct , σt }) (9)

Since the coordinate (ũ, ṽ, x̃, ỹ) is continuous, we can render
arbitrary light rays; thus, we can reconstruct the continuous
light field of a target scene.

D. TRAINING
We train FeatNet and NeRFNet in an end-to-end manner
so that the original light field captured by the camera can
be accurately reconstructed from the feature volume and
NeRFNet. As the training data, we use discretized light fields
with 5 × 5 views. Therefore, the training loss (we use MSE
loss) is computed only for the original 5 × 5 viewpoints.
However, thanks to the randomized sampling points along
the rays (i.e., t is drawn at random in the volume rendering
process), our method is optimized over the continuous 3-D
space rather than the discretized 3-D grid-points. Moreover,
our method is not scene-specific (not requiring per-scene
training) but trained over a wide variety of scenes to
obtain a generalization capability; once the training has been
completed, no test time optimization is necessary for new
scenes.

IV. EXPERIMENTS
We used the BasicLFSR dataset [55], which contains
167 light fields collected from five other datasets (EPFL,
HCI new, HCI old, INRIA, and Stanford gantry); 144 light
fields were assigned for training, and 23 light fields were
reserved for testing. As the training samples, we extracted
light field patches, each of which had 120 × 120 pixels and
5 × 5 views, from the 144 training light fields. We jointly
trained FeatNet and NeRFNet over 120 epochs using Adam

optimizer, which took 11.7 hours on an NVIDIA GeForce
RTX 3090. To validate the effectiveness of the camera-side
coding, we also trained two variants without the coding: ours
(no-coding), in which Eq. (1) was used as the camera model,
and ours (center-only), in which the central view of the light
field was used as the input to FeatNet.

We evaluated our method from two perspectives: com-
pressive light-field acquisition and continuous light field
reconstruction. Please refer to the supplementary video
because the visual quality and 3-D consistency of a light field
cannot be well presented on paper.

A. COMPRESSIVE LIGHT-FIELD ACQUISITION
We compared our method with several state-of-the-art
methods for compressive light-field acquisition [19], [21],
[24]. Inagaki et al.’s method [19] and Guo et al.’s method [21]
are based on coded aperture imaging (Eq. (2)). Thesemethods
were retrained on the BasicLFSR dataset until convergence
in the same configuration as ours: 5 × 5 views were
reconstructed from a single coded image. Mizuno et al.’s
method [24] adopted joint aperture-exposure coding (Eq. (3)).
Since Mizuno et al.’s method was originally designed for a
moving scene, it produced 5 × 5 views over 4 temporal sub-
frames. To acquire a light field for a static scene, we took
the average over the temporal domain to reduce them into
5 × 5 views. We used two models for this method; one was
the pre-trained model provided byMizuno et al. [24], and the
other was re-trained on the BasicLFSR dataset by ourselves.
Note that our method can reconstruct continuous viewpoints,
whereas the others [19], [21], [24] can reconstruct only
discretized 5× 5 views. In other words, these methods [19],
[21], [24] devoted all resources to reconstructing individual
5 × 5 views rather than a continuous 3-D representation of
the target scene.

Table 1 summarizes the quantitative scores (PSNR and
SSIM; greater is better) for the 23 light fields reserved for
testing. These 23 light fields were divided into 5 groups cor-
responding to the source datasets, and we report the average
scores for each group and all the groups. Note that the scores
were evaluated only for discrete 5 × 5 viewpoints, whereas
our method can reconstruct continuous viewpoints. As seen
from the table, the camera-side coding had a significant
impact on the reconstruction quality. Joint aperture-exposure
coding (Mizuno et al.’s [24]) significantly outperformed
aperture coding (Inagaki et al.’s [19] and Guo et al.’s [21]).
Using joint aperture-exposure coding for image acquisition,
our method achieved a reconstruction quality comparable
to Mizuno et al.’s [24] for the discretized 5 × 5 viewpoints.
The quantitative scores for Mizuno et al.’s [24] were slightly
better than those for ours; this is understandable, because
Mizuno et al.’s [24] devoted all the resources to the discrete
5 × 5 views without considering other viewpoints. Mean-
while, ours (no-coding) and ours (center-only) produced poor
results, showing the difficulty of light field reconstruction
from a single image without camera-side coding.
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TABLE 1. Quantitative evaluation for compressive light-field acquisition on BasicLFSR test dataset. Reported scores are PSNR/SSIM; greater is better for
both of them. Note that our method can reconstruct continuous light fields, whereas others [19], [21], [24] can obtain only discretized 5 × 5 views. Our
method achieved comparable quality to Mizuno et al.’s [24] for these discretized viewpoints.

FIGURE 4. Visual results of compressive light-field acquisition for Lego (top) and Bike (bottom) scenes. For each method, we present top-left
view, epipolar plane image (EPI) corresponding to green line, and difference from ground truth (×3 for better visualization).

B. CONTINUOUS LIGHT-FIELD RECONSTRUCTION
We evaluated the capability of our method to reconstruct
a continuous light field. For a quantitative evaluation,
we used a computer generated scene, Planets, provided by
Sakai et al. [20]. We used 5 × 5 views to compute a coded
image by using Eq. (3), from which we reconstructed a
light field with 13 × 13 views. As shown in Fig. 5, the
13 × 13 views include both the original 5 × 5 views and
interpolated/extrapolated views.

For comparison, we tested two other methods for continu-
ous light-field reconstruction. The first isMINE [51], a state-
of-the-art single-view view synthesis method without test
time training. It was reported in [51] that MINE was superior
to several other methods [47], [48], [56], [57]. As the input

to MINE, we used the central view of a light field without
camera-side coding. The other isMizuno+GeoNeRF, which
is a brute-force concatenation of two state-of-the-art methods;
first, by using Mizuno et al.’s method [24] (the re-trained
model), a light field with 5 × 5 views was reconstructed
from a single coded image; then, these reconstructed views
along with the corresponding camera parameters were fed
to GeoNeRF [45], a state-of-the-art NeRF-based rendering
method without test time training. For both MINE and
GeoNeRF, we used pre-trained network models1 provided
by the corresponding authors. Similar to the case with

1For MINE, we used a model trained on RealEstate10K because the ones
trained on Flowers and Kitti were overfitted to a specific category of scenes
and performed very poorly for other scenes.
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FIGURE 5. Continuous light field reconstruction for Planets scene. PSNR values for 13 × 13 views are presented as heat maps. PSNR values
for MINE cannot be computed, and thus, we present viewpoint configuration in column of MINE.

FIGURE 6. Rendered views (top) and pseudo depth maps (bottom) for Bicycle scene. Please refer to supplementary video for
better visualization with viewpoint movement and other results.

our method, grayscale images were used as input to these
methods.

It should be noted with MINE that single-view view
synthesis is scale ambiguous; since only a single view is given
as the input, the method cannot know the absolute scale of the
scene in principle. Accordingly, we cannot exactly align the
rendered viewpoints with those of the target light field.2 For
this reason, we did not evaluate the quantitative scores for
MINE. For visual comparison, we manually configured the
viewpoints for MINE to obtain a similarly-looking viewpoint
arrangement to the target light field.

The quantitative scores (PSNRs) for the 13 × 13 views
are visualized as heat maps (each grid corresponds to each

2We provided MINE with the ground truth camera parameters of the
Planets scene, but due to the scale difference, the rendered viewpoints were
significantly different from those of the target light field.

viewpoint) in Fig. 5. With ours (center-only), the recon-
struction quality degraded rapidly as the viewpoint diverged
from the central viewpoint, resulting in very poor quality
for the marginal viewpoints. This indicates that continuous
light-field reconstruction is difficult to achieve without
the camera-side coding. In contrast, our method could
maintain the quality of all the viewpoints; the reconstruction
quality degraded only gradually as the viewpoint diverged
from the central viewpoint. Moreover, the reconstruction
quality was consistent (not changing abruptly) among the
original and the other viewpoints, supporting our claim
that our method can reconstruct a light field at continuous
viewpoints. The reconstruction quality of our method was
almost the same as that of Mizuno+GeoNeRF, which can
be regarded as the best achievable quality with the current
state-of-the-art.
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TABLE 2. Comparison of computation times (in seconds) between our method and Mizuno+GeoNeRF measured on NVIDIA GeForce RTX 3090. Although
average PSNR scores are almost same, our method is significantly more efficient than Mizuro+GeoNeRF.

Besides the results for the Planets scene in Fig. 5,
we present visual results for the Knight scene in Fig. 6.
Along with the rendered views, we present pseudo depth
maps, which can be obtained during the process of volume
rendering. Although the depth values were not that accurate
in particular for textureless regions, they indicated how each
method understood the 3-D structure of the target scene.
The reconstruction quality of MINE was obviously poor.
The pseudo depth map indicates that MINE seriously failed
to reconstruct the 3-D shape of the target scene. As the
viewpoint moved, we observed that the object shapes were
distorted significantly. These observations indicate that light
field reconstruction from a normal (uncoded) image alone is
an ill-posed problem. For the same reason, ours (center-only)
also resulted in significantly poor visual quality. Meanwhile,
thanks to the camera-side coding, our method achieved
visually-convincing and 3-D-consistent reconstruction. The
reconstruction quality of our method was comparable to that
of Mizuno+GeoNeRF.

We finally mention the computational advantage of
our method over Mizuno+GeoNeRF. We measured the
computational times for these methods using the Planets
scene on an NVIDIA GeForce RTX 3090. As shown in
Table 2, our method was substantially more efficient than
Mizuno+GeoNeRF. Our method derived a feature volume
directly from the coded image with a small amount of compu-
tational time (0.14 sec), which was comparable to that for the
discretized light field reconstruction in Mizuno+GeoNeRF
(0.12 sec). Using the feature volume, our method can
perform rendering from continuous viewpoints. Meanwhile,
Mizuno+GeoNeRF required another 1.58 sec to compute
the geometry before the rendering process. Moreover, the
neural rendering process of our method was much more
light-weight than that for GeoNeRF; 0.40 sec/view with
our method against 79 sec/view with Mizuno+GeoNeRF.
Despite being very efficient, our method achieved a rendering
quality comparable to (slightly better than, for this scene)
Mizuno+GeoNeRF. This can be attributed to our unified
design of the feature extraction and neural rendering pro-
cesses, which enabled end-to-end optimization over the entire
pipeline.

V. CONCLUSION
We proposed a method for reconstructing a continuous
light field of a target scene from a single observed
image. To this end, we integrated two state-of-the-art
techniques into a unified and end-to-end trainable pipeline:
joint aperture-exposure coding for compressive light-field

acquisition, and a NeRF-based representation for high-
quality rendering from continuous viewpoints. Experimental
results showed that our method can reconstruct continuous
light fields accurately and efficiently without any test time
optimization. To our knowledge, this is the first work to
bridge two worlds: camera design for efficiently acquiring
3-D information and neural rendering for high-quality view
synthesis from continuous viewpoints.

Limitations and future work. Although joint aperture-
exposure coding is quite effective at obtaining the 3-D
information of a target scene, it requires an elaborate
hardware implementation. Considering the existence of
imaging hardware, we assumed that the target light fields
were grayscale. Extension to RGB colors remains as future
work, which should involve further hardware development.
Moreover, we kept our networks simple for computational
efficiency, which put an upper-bound on the reconstruction
quality. Using deeper networks would improve the recon-
struction quality at the cost of increased computational cost.
Finding the balance between quality and efficiency is also an
important future direction.
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