
Received 17 August 2023, accepted 3 September 2023, date of publication 11 September 2023,
date of current version 19 September 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3313943

A Multi-Objective Hyper-Heuristic Clustering
Algorithm for Formulas in Traditional Chinese
Medicine
WEN SHI 1, JINGYU ZHANG2, BIN YU1, YIBO LI1, AND SHIHUI CHENG1
1School of Information Engineering, Tianjin University of Commerce, Tianjin 300134, China
2Tianjin Nankai Hospital, Tianjin 300100, China

Corresponding author: Wen Shi (shiwen@tjcu.edu.cn)

This work was supported by the National Student Training Program for Innovation and Entrepreneurship of China under Grant
202210069016 and Grant 202310069063.

ABSTRACT Syndrome types are important for diagnosis and treatment in traditional Chinese medicine.
Syndrome types can be summarized by domain experts as formula clusters. In this paper, we propose seven
feature models for the formula clustering problem based on categories, subcategories, functional tendencies
and names of Chinese materia medica. A novel multi-objective clustering hyper-heuristic algorithm is
obtained. In our proposed algorithm, 12 low-level heuristics are used for clustering solution perturbation
by merging clusters, dividing clusters or moving points between clusters based on received solutions from
the high-level heuristic. The high-level heuristic evaluates the received solutions from low-level heuristics,
updates the solution pool, and selects initial solutions for the next iteration via roulette wheel selection on
the Pareto front. Experimental results demonstrate that the proposed algorithm outperforms other clustering
algorithms in most datasets. The initial number of clusters has less influence on the final clustering solutions
for our proposed algorithm than for other clustering algorithms. For most datasets, the roulette wheel
selection mechanism on the Pareto front shows higher convergence rates and accuracy than a random
selection mechanism. Accuracy was higher for feature models based on functional tendencies than for the
other feature models.

INDEX TERMS Clustering, data mining, hyper-heuristic, syndrome differentiation.

I. INTRODUCTION
Traditional Chinese medicine (TCM) has played a crucial
role in health care in China for 2000 years. In TCM, a syn-
drome type (Zheng) is an important concept and represents a
combination of signs and symptoms. It is the generalization
of the process of a disease at a certain stage. Since it involves
the location, cause and nature of the disease, and the rela-
tion between pathogenic factors and healthy Qi, a syndrome
type can comprehensively and accurately reveal the nature
of a disease. In the diagnosis stage, four methodological
aspects of diagnosis are applied for syndrome differentiation
(Bian Zheng) and are called the ‘‘Four pillar’’: observation
(inspection), auscultation, olfaction, and inquiry including
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pulse-taking, and palpation. Syndrome differentiation implies
that the clinical data of a patient are analyzed and generalized
to identify the pathological mechanism of the disease. In the
treatment stage, the doctor of TCM selects the corresponding
therapy, such as TCM formulas according to the syndrome
types.

Many approaches have been proposed to determine the
relationships between syndrome types and diagnostic infor-
mation [1], [2], metabonomics [3], [4], multi-omics [5] and
so on. However, few studies have focused on the relation-
ship between syndrome types and ancient formulas. There
are thousands of formulas recorded in the ancient medical
books of TCM. Regrettably, a significant portion of ancient
formulas have not made any mention of the correspond-
ing syndrome types. This hinders the clinical application
of these formulas. TCM experts have to manually infer
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the corresponding syndrome types according to the formula
information.

A formula contains various Chinese materia medica
(CMMs) with certain dosages that are used as the treatment
for a particular syndrome type. Typically, different formu-
las used as treatments for the same syndrome type contain
CMMs of the same category or with the same functional
tendencies. In this paper, we will cluster formulas according
to their CMMs, with each formula cluster expected to cor-
respond to a syndrome type. Note that the accuracy of some
clustering algorithms, such as k-means [6] and k-medoids [7],
strongly depend on the initial number of clusters. However,
for the formula clustering problem, it is very difficult to deter-
mine the number of syndrome types. Therefore, we would
like to develop a clustering algorithm that can adjust the
number of clusters during the process of this algorithm in
order to reduce the influence of the initial number of clusters
on the clustering results.

For the purpose of this work, we first propose seven
feature models for the formula clustering based on cate-
gories, subcategories, functional tendencies, and names of
CMMs. The reason is that, as unstructured texts, formulas
cannot be directly clustered. Based on the feature model,
formulas can be transformed into numerical features for
clustering. Clustering algorithms can evaluate the distance
between formulas based on the features. Since this is the
first study of the formula clustering problem for syndrome
types, we hope to find out which factors in the formula
are more effective for clustering. Hence, we select the cat-
egories, subcategories, functional tendencies, and names of
CMMs for feature extraction for formula clustering. Then
a novel clustering algorithm based on a multi-objective
hyper-heuristic (MOCHH) for formula clustering in TCM is
proposed. In MOCHH, one high-level heuristic (HLH) and
12 low-level heuristics (LLHs) are proposed. Unlike the other
hyper-heuristics reviewed in Section II, LLHs in MOCHH
are divided into three classes: merging clusters, dividing
clusters, and perturbing clusters, which dynamically adjust
the number of clusters. Firstly, MOCHH generates an initial
k-means clustering solution and inserts it into the solution
pool. Secondly, the HLH sends the initial clustering solutions
to all LLHs. The LLHs search for clustering solutions by
their own heuristic rules and send the new clustering solu-
tions back to the HLH. Thirdly, the HLH evaluates all the
received solutions according to a multi-objective optimiza-
tion and updates the solution pool in the HLH. Finally, the
HLH selects initial solutions for the next iteration by roulette
wheel selection on the Pareto front and sends them to all
LLHs. Experimental results demonstrate that (a) MOCHH
can obtain better clustering solutions than other clustering
algorithms such as k-means, k-medoids, DBSCAN, and GA;
(b) the final clustering solutions are less sensitive to the initial
number of clusters in MOCHH than in other clustering algo-
rithms; (c) the proposed selection mechanism in MOCHH
exhibits higher convergence rates and accuracy than a random
selection mechanism for most datasets; and (d) accuracy is

higher for feature models based on functional tendencies than
for the other feature models.

The contributions of this work are presented as follows:
First, to the best of our knowledge, this is the first study of
the formula clustering problem for syndrome types. Seven
feature models based on categories, subcategories, functional
tendencies, and names are proposed for the formula cluster-
ing problem. Formulas can be transformed into numerical
features for clustering based on the feature model. From our
experiments evaluating the performance of MOCHH, we find
that the functional tendencies of CMMs are more suitable
for summarizing syndrome types than the categories, sub-
categories, and names of CMMs. This discovery is of great
significance for future studies of formula clustering. Second,
a novel clustering algorithm based on amulti-objective hyper-
heuristic for formula clustering in TCM is proposed. The
MOCHH can adjust the number of clusters during the process
of this algorithm in order to reduce the influence of the
initial number of clusters on the clustering results. Hence,
MOCHH can generate high accuracy results regardless of
the initial number of clusters. TCM experts can summarize
the syndrome types conveniently based on the high accu-
racy automated clustering of TCM formulas by MOCHH
instead of manually inferring the corresponding syndrome
types according to the formula information.

The remainder of this paper is organized as follows.
Section II reviews the current research about the syndrome
types, clustering algorithms and hyper-heuristic. Section III
offers the definitions of feature models for formula clustering
in TCM. Section IV provides the details of the proposed
MOCHH algorithm. Section V reports the results from a sim-
ulation evaluating MOCHH formula clustering performance.
Section VI concludes the paper and presents recommenda-
tions for future work.

II. LITERATURE REVIEW
1) SYNDROME TYPES
In TCM, many approaches have been proposed to deter-
mine the relationships between common syndrome types and
diagnostic information for a given disease. Huang et al. [1]
constructed an algorithm model compatible for the mul-
tidimensional, highly sparse, and multiclassification task
of TCM syndrome differentiation. The model was based
on the classification of different symptoms and physical
signs according to the four diagnostic examinations in TCM
diagnosis. Wang et al. [2] identified the clusters of TCM syn-
drome types in type 2 diabetes mellitus patients and explored
the association between those TCM syndrome types clusters
and health-related behaviors, including smoking, alcohol use,
tea drinking, the intensity of physical activity, sleep quality,
and sleep duration. Zhou et al. [8] proposed the discovery
and assessment of potential biometabolic markers for various
syndrome types of coronary heart disease. Yang et al. [9]
explored the association rules of breast cancer and TCM
syndromes based on the clinical manifestations and body
parameters of breast cancer patients. Song et al. [10] studied
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the diagnoses of TCM syndromes for irritable bowel syn-
drome. Xia et al. [11] conducted factor analysis for syndrome
element extraction and k-means cluster analysis for syn-
drome type classification in the prevention and treatment of
metabolic syndrome. Wang et al. [12] explored the possible
correlations between soluble ST2, IL-33, IL-10, and IL-17
levels, and syndromes in patients with rheumatoid arthritis.

Metabonomics is very important for the studing on the dif-
ferentiation, material basis, metabolic pathways, and efficacy
on syndrome types. Lyu et al. [3] reviewed the application of
metabonomics in the study of TCM syndrome types. He et
al. [4] explored themechanism of Taohong SiwuDecoction in
the treatment of blood deficiency and blood stasis syndrome
by gutmicrobiota combinedwithmetabolomics. Liu et al. [5]
summarized relevant studies in genomics, transcriptomics,
proteomics, and metabolomics. Some studies found that gene
polymorphisms, differential lncRNAs, mRNAs, miRNAs,
proteins, and metabolites may be associated with TCM syn-
drome types of stroke.

2) CLUSTERING ALGORITHMS
Many approaches have been proposed for clustering. The
most well-known clustering algorithm is k-means. Refer-
ence [6] K-means allows the division of objects into k
partitions based on object attributes. In k-means, the centroid
point of each cluster is the average of all points in the cluster
but not necessarily an object point. In k-medoids [7], another
clustering algorithm, the main process is the same as for k-
means, but the final centroids in k-medoids are object points.
One of the disadvantages of k-means and k-medoids is the
requirement of a predefined number of clusters.

The density-based DBSCAN [13] algorithm is also com-
monly used for clustering. DBSCAN groups together points
that are close to each other based on a distance metric and a
minimum number of points per cluster. However, DBSCAN
cannot cluster data well when there are large heterogeneities
in density.

Swarm intelligence methods have also been adopted to
solve the data clustering problem. For example, a GA based
on a clustering coefficient [14] was proposed for detecting
communities in social and complex networks. An ant colony
optimization-based [15] clustering algorithm was proposed
for a bus-based vehicular ad hoc network. Artificial bee
colony [16] was also adopted as a clustering algorithm to
minimize the execution time and to optimize the cluster-
ing according to dataset size. Lin et al. [17] proposed a new
algorithm for the clustering problem, the fruit-fly optimiza-
tion k-means algorithm and designed a distribution centre
location problem and three clustering indicators to evaluate
the performance of the algorithm. Tawhid and Ibrahim [18]
developed a new hybrid swarm intelligence optimization
algorithm called monarch butterfly optimization algorithm
with cuckoo search algorithm for optimization problems.

3) HYPER-HEURISTIC
Hyper-heuristics [19] was introduced to describe the idea of
‘‘heuristics to choose heuristics’’. A hyper-heuristic selects

appropriate heuristics from among several candidate heuris-
tics or generates new heuristics automatically. A hyper-
heuristic usually contains one HLH and several LLHs. The
HLH is in charge ofmanaging LLHs by selecting from among
LLHs and updating solutions for the next search iteration.
LLHs operate directly on the search space of solutions.

The hyper-heuristic algorithm has already been used
to solve clustering problems. Costa et al. [20] proposed a
cluster-based hyper-heuristic for large-scale vehicle routing
problems. The proposed hyper-heuristic used 11 LLHs to
find the optimal routes. Tsai et al. [21] made use of four
heuristic algorithms, including tabu search, GA, ant colony
optimization, and particle swarm optimization, as LLHs for
a hyper-heuristic clustering algorithm for wireless sensor
networks. In another study, a simulated annealing algorithm
was used as the HLH to select and evaluate performance
for 19 LLHs for various clustering problems [22]. The cost
function was the summed distance between each instance
and the cluster center. Kumari and Srinivas [23] proposed a
hyper-heuristic algorithm for multi-objective software mod-
ule clustering. The proposed algorithm included 12 LLHs,
classified according to their selection, recombination, and
mutation mechanisms. Alshareef and Maashi [24] applied
a multi-objective hyper-heuristic method to solve the
multi-objective software module clustering problem with
three objectives: minimize coupling, maximize cohesion, and
ensure high modularization quality.

III. FEATURE MODELS FOR FORMULA CLUSTERING
Typically, a single traditional Chinese medical formula
contains several CMMs for the treatment of a particular syn-
drome type. For example, the classic formula Four Gentlemen
Decoction (Sijunzi decoction) is applied to treat the syndrome
type ofQi deficiency in the spleen by strengthening the spleen
and replenishing Qi. Sijunzi decoction has been used for the
treatment of diseases such as disorders of gastrointestinal
function [25], accompanied by poor appetite, reduced food
intake, and loose stools [26]. In modern pharmacological
studies, Sijunzi decoction has also been found to strengthen
the immune system [27]. There are four CMMs in the for-
mula Sijunzi decoction: the root of Panax ginseng C.A. Mey.
(renshen), the rhizome of Atractylodes macrocephala Koidz.
(baizhu), Poria cocos (Schw.) Wolf (fuling), and the root, and
rhizome of Glycyrrhiza uralensis Fisch. (gancao) [28].

The effectiveness of the formula is based on the main
functional tendencies of the CMMs in this formula. For
this example, the functional tendencies of the CMMs in
the formula Sijunzi decoction are shown in Table 1. The
functional tendency shared by all four CMMs strengthens
the spleen. Meanwhile, the shared functional tendency of
renshen, baizhu and gancao replenishes Qi. Since the main
effectiveness of Sijunzi decoction is in replenishing Qi and
strengthening the spleen, it is used for the syndrome type Qi
deficiency in the spleen.

Each CMM belongs to one medicinal category based on
its functional tendencies. In our example, renshen, baizhu,
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TABLE 1. Functional tendencies of Chinese materia medica in Sjunzi
decoction.

and fuling belong to the medicinal category of deficiency-
tonifying (Buxuyao). Baizhu belongs to the medicinal cat-
egory of dampness-draining diuretic (Lishuishenshiyao).
Some but not all medicinal categories can be divided fur-
ther into medicinal subcategories. For example, Buxuyao
includes 4 subcategories: Qi-tonifying (Buqiyao), yang-
tonifying (Buyangyao), blood-tonifying (Buxueyao), and
yin-tonifying (Buyinyao). Lishuishenshiyao includes 3 sub-
categories: water-draining and swelling-dispersing (lishuix-
iaozhongyao), strangury-relieving (Liniaotonglinyao), and
bile-draining anti-icteric (Lishituihuangyao). In our exam-
ple, renshen, baizhu, and fuling belong to the medicinal
subcategory of Buqiyao. Baizhu belongs to the medicinal
subcategory of Lishuixiaozhongyao. There are 21 medicinal
categories and 48 medicinal subcategories [29] shown in
Table 2. In our study, some medicinal categories cannot be
divided into subcategories. These medicinal categories are set
to include only one medicinal subcategories whose names are
the same as the medicinal categories.

Many formulas in ancient medical texts are very useful for
clinical treatment. However, these texts often did not record
the corresponding syndrome types. Clustering of formulas
bymedicinal category, medicinal subcategory, functional ten-
dency, or CMM name may allow the common characteristics
of each formula cluster to be summarized. The corresponding
syndrome types could then be extracted by TCM experts for
clinical treatment.

Therefore, in this paper, we propose seven formula feature
models for clustering. Some of the variables and parameters
in the models are defined in Table 3.

1) MC-B MODEL
In the MC-B model, the feature vector of the formula is
defined as

fMC−B = [BMC1 ,BMC2 , . . . ,BMC
|MC|

], (1)

where the Boolean variable BMCi equals 1 when the formula
includes at least one CMM that belongs to the medicinal
category mci.

2) MC-I MODEL
In the MC-I model, the feature vector of the formula is
defined as

fMC−I = [IMC1 , IMC2 , . . . , IMC
|MC|

], (2)

where the integer variable IMCi equals the total number of
CMMs included in the formula that belong to the medicinal
category mci.

3) MSC-B MODEL
In the MSC-B model, the feature vector of the formula is
defined as

fMSC−B = [BMSC1 ,BMSC2 , . . . ,BMSC
|MSC|

], (3)

where the Boolean variable BMSCi equals 1 when the formula
includes at least one CMM that belongs to the medicinal
subcategory msci.

4) MSC-I MODEL
In the MSC-I model, the feature vector of the formula is
defined as

fMSC−I = [IMSC1 , IMSC2 , . . . , IMSC
|MSC|

], (4)

where the integer variable IMSCi equals the total number of
CMMs included in the formula that belong to the medicinal
subcategory msci.

5) FT-B MODEL
In the FT-Bmodel, the feature vector of the formula is defined
as

fFT−B = [BFT1 ,BFT2 , . . . ,BFT
|FT |

], (5)

where the Boolean variable BFTi equals 1 when the formula
includes at least one CMM that involves the functional ten-
dency fti.

6) FT-I MODEL
In the FT-I model, the feature vector of the formula is defined
as

fFT−I = [IFT1 , IFT2 , . . . , IFT
|FT |

], (6)

where the integer variable IFTi equals the total number of
CMMs in the formula that involve the functional tendency
fti.

7) CMM-B MODEL
In the CMM-B model, the feature vector of the formula is
defined as

fCMM−B = [BCMM1 ,BCMM2 , . . . ,BCMM
|CMM |

], (7)

where the Boolean variable BCMMi equals 1 when mi (i.e., the
ith CMM inM) is included in the formula.

IV. MOCHH ALGORITHM
In this paper, a multi-objective hyper-heuristic algorithm
for clustering called MOCHH is proposed. The MOCHH
algorithm contains two parts: one HLH and 12 LLHs. LLHs
are used to receive the initial clustering solutions and perturb
them by merging clusters, dividing clusters, or moving points
between clusters. All LLHs then send the new clustering
solutions back to the HLH. The HLH evaluates the received
solutions and updates the solution pool. Finally, the HLH
selects initial solutions for the next iteration by roulette wheel
selection on the Pareto front and sends them to the LLHs.
A flowchart for MOCHH is shown in Fig. 1.
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TABLE 2. Medicinal categories and subcategories.

TABLE 3. Functional tendencies of chinese materia medica in Sjunzi
decoction.

A. HIGH-LEVEL HEURISTIC
1) SOLUTION STRUCTURE
In MOCHH, a solution s is a set that contains several formula
clusters. A MOCHH solution is described as

s = [c1, c2, . . . , cN ], (8)

where ci is the ith cluster in solution s and N is the number of
clusters. Note that, as a formula set, no cluster can be empty,
i.e.,

ck ̸= ∅. (9)

Moreover, no one formula belongs to two clusters in any
given solution. That is, the intersection between each pair of
clusters in a solution is empty, i.e.,

ci ∩ cj = ∅(i ̸= j). (10)

Finally, in our study, one formula is correspond to one syn-
drome type. No two clusters are correspond to the same
syndrome type. Hence, every formula must belong to one
cluster.

N⋃
i=1

ci = P. (11)
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FIGURE 1. Flowchart for the MOCHH algorithm.

2) INITIALIZATION METHOD
LLHs in MOCHH are perturbation heuristics. That is to say,
LLHs operate local searches based on a complete initial
solution on the solution space. Hence, at the beginning of the
process of MOCHH, an initialization method in the HLHwas
used to build an initial solution. In our proposed algorithm, k-
means was adopted as the initialization method.

3) EVALUATION METHOD
As a multi-objective algorithm, the HLH makes use of two
complementary objective functions to evaluate the new clus-
tering solutions. One objective is based on the compactness
of clusters, while the other objective is based on the connect-
edness of clusters.

We make use of the overall deviation of partitioning to
express cluster compactness. The overall deviation is the sum,
over all formulas, between the formula, and its cluster center.

Dev(s) =

∑
ck∈C

∑
p∈ck

δ(p, µk ). (12)

Here C is the set of all clusters, µk is the centroid of cluster
ck , and the function δ calculates the distance between the
formula p and the centroid µk . In our proposed algorithm,
the Euclidean distance function is used for δ.

δ(pi, pj) =

√√√√ r∑
q=1

|xiq − xjq|2. (13)

As an optimization of compactness, the overall deviation
Dev(s) should be minimized.

The other objective, connectivity, reflects the connected-
ness of clusters. The connectivity metric evaluates the degree
to which neighboring data points have been placed in the

same cluster.

Conn(C) =

N∑
i=1

 h∑
j=1

wi,nnij

 (14)

where

wa,b =

{
1
j , if ∄Ck : a ∈ Ck ∧ b ∈ Ck
0, otherwise

. (15)

Here nnij is the jth nearest neighbor of formula i, N is the
number of formulas to be clustered, and h is a parameter
quantifying the number of neighbors that contribute to the
connectivity measure. As an optimization of connectedness,
the connectivity objective metric Conn(s) should be maxi-
mized.

4) UPDATE METHOD
After the compactness and connectivity are calculated, the
solution pool is updated with new solutions based on Pareto
optimality. For two solutions s1 and s2, s1 dominates s2
(denoted as s1 ≺ s2) if and only if

Dev(s1) ⩽ Dev(s2) and Conn(s1) > Conn(s2) (16)

or

Dev(s1) < Dev(s2) and Conn(s1) ⩾ Conn(s2). (17)

In the update method, the size of the solution pool Sp is
Ns. All new solutions, and solutions in the solution pool Sp
are placed into a new solution set St . The solution pool Sp is
then cleared. In St , if solution s1 dominates solution s2, then
solution s2 is placed in a new empty solution set Sd . If no
solution in St dominates s1 then s1 is placed in the solution
pool Sp. When St is empty, if the size of Sp is larger than
Ns, then solutions are randomly selected for removal from Sp
until the size of Sp equals Ns. On the other hand, if the size of
Sp is smaller than Ns, then all solutions in Sd are placed in St .
The solution pool Sd is then cleared, and the full set of steps
above is repeated.

5) SELECTION MECHANISM
The HLH selects initial solutions and sends them to all LLHs.
In this paper, we propose a roulette selection from solutions
in the Pareto front (RouSPF). The set connsum is the sum of
the connectivities of the solutions in the Pareto front. The
devsum is the sum of the overall deviations of the solutions
in the Pareto front. Notably, merging of clusters by an LLH
tends to increase both the connectivity and the deviation. The
reason for this is that merging clusters reduces the number of
clusters, automatically increasing both the connectivity and
deviation. Accordingly, dividing clusters increases the num-
ber of clusters, automatically reducing both the connectivity,
and deviation. In MOCHH, we stipulated that if a cluster
contains only one formula, the formula cannot be moved
to another cluster. Therefore, moving one formula from one
cluster to another cluster never changes the number of clusters
and thus has no intrinsic effects on connectivity and deviation.

100360 VOLUME 11, 2023



W. Shi et al.: Multi-Objective Hyper-Heuristic Clustering Algorithm for Formulas in TCM

For these reasons, the probability pc of selection of solution
s by the HLH for sending to the LLHs that merge clusters, is

pc(s) = 1 −
1
2
(
Conn(s)
connsum

+
Dev(s)
devsum

). (18)

On the other hand, the probability pd of selection of solu-
tion s by the HLH for sending to the LLHs that divide clusters
is

pd (s) =
1
2
(
Conn(s)
connsum

+
Dev(s)
devsum

). (19)

LLHs that move formulas from one cluster to another, act
with less bias on the connectivity and the deviation than do
those LLHs that merge or divide clusters. The HLH selects
one solution at random from among the solutions in the Pareto
front and sends it to the LLHs that move formulas from one
cluster to another.

B. LOW-LEVEL HEURISTIC
As stated above, three kinds of LLHs were explored: those
that merge two clusters into one cluster, those that divide one
cluster into two clusters, and those that move formulas from
one cluster to another cluster. Four LLHs of each type were
explored. These 12 LLHs are described as follows:

• MG-R-R: Select two clusters at random and merge them
into a single cluster.

• MG-MINS-N: Merge the cluster with minimum size and
the cluster nearest to this cluster into a single cluster.

• MG-N-N: Merge the two nearest clusters into a single
cluster.

• MG-MIND-N: Merge the cluster with minimum devia-
tion and the cluster nearest to this cluster into a single
cluster.

• DV-R-R: Select a cluster at random and randomly select
a random number of formulas from this cluster and
create a new cluster containing only these formulas.

• DV-NF-R: Select a cluster at random and find the for-
mula farthest from the center of this cluster. Select a
random number of formulas within this cluster that are
nearest to this outlier and create a new cluster containing
only these formulas.

• DV-NF-MAXS: Select the cluster with the maximum size
and find the formula farthest from the centre of this
cluster. Select a random number of formulas that are
nearest to this outlier and create a new cluster containing
only these formulas.

• DV-FR-R: Select a cluster at random and select a for-
mula at random from within this cluster. Select all those
formulas farther from the center of this cluster than
the randomly selected formula and create a new cluster
containing only these formulas.

• MV-R-R-R: Select two clusters at random to serve as
a source and a destination. Move a random number
of formulas from the source cluster to the destination
cluster.

• MV-R-NF-N: Select a cluster at random and, within it,
find the formula farthest from the center of this cluster.

TABLE 4. UCI benchmark dataset.

TABLE 5. Feature datasets of ATOH formulas.

Select a random number of formulas that are nearest to
this outlier and move them to the nearest cluster.

• MV-MAXD-NF-N: Select the cluster of maximum devi-
ation and, within it, find the formula farthest from the
center of this cluster. Select a random number of formu-
las that are nearest to this outlier and move them to the
nearest cluster.

• MV-MAXS-NF-N: Select the cluster of maximum size
and, within it, find the formula farthest from the center
of this cluster. Select a random number of formulas that
are nearest to this outlier and move them to the nearest
cluster.

V. EXPERIMENTAL RESULTS
A. COMPUTATIONAL ENVIRONMENT
To evaluate the performance of the MOCHH algorithm,
a series of experiments were conducted. The comparison
algorithms included k-means and k-medoids as partitioning
methods, DBSCAN as a density-based method, and GA as
an evolutionary clustering algorithm.

All experiments were performed on an Intel Core i7-6500U
running Microsoft Windows 7 at 2.50 GHz with 8 GB RAM.

B. DATASET DESCRIPTION
1) BENCHMARK DATASETS
In the experiments, two kinds of datasets were used to evalu-
ate the performance of the MOCHH algorithm. The first was
a set of UCI (University of California, Irvine) benchmark
datasets: iris, glass, zoo, and machine. [30] The specific
features of the datasets are shown in Table 4.

2) TCM FORMULA DATASET
Wecollected 214 formulas related to ancient thoracic obstruc-
tion and heartache (ATOH) from the ‘‘Dictionary of Tradi-
tional Chinese Medicine Formula’’ [31] and the ‘‘Chinese
Medicine Encyclopedia.’’ [32] Seven datasets of ATOH for-
mulas were generated based on the feature models described
above. The ATOH formula datasets are shown in Table 5.

C. CLUSTERS VALIDATION INDICES
In this paper, the adjusted Rand index (ARI) was used as an
external validation to measure the clustering accuracy of each
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algorithm.

ARI =
RI − E[RI ]

max(RI ) − E[EI ]
. (20)

where RI is the Rand Index, E[RI ] is the Expected Rand
Index, and max[RI ] is the Maximum Rand Index.
Silhouette Coefficient (SC) was used as an internal valida-

tion indice. It takes a data point and checks how similar it is
to its cluster in comparison to the other clusters.

s(i) =
b(i) − a(i)

max(a(i), b(i))
. (21)

where a is the mean distance between a point and the points
in that cluster. The value of a reflects the compactness of the
cluster to witch i belongs. And b is the mean distance between
a point and the points in the next nearest cluster. The value
of b captures the degree to which i is separated from other
clusters.

D. PERFORMANCE EVALUATION ON UCI DATASET
We next evaluated the performance of the proposed MOCHH
algorithm by comparing it with that of other algorithms,
including k-means, k-medoids, DBSCAN, and GA on UCI
datasets. The best results of ARI and SC over 30 replications
of each algorithm for each of the four UCI datasets are shown
in Figs. 2 and 3, respectively.

In terms of ARI and SC, the performance of k-means was
better than k-medoids. DBSCAN achieved the lowest ARI
and SC values among the five algorithms on the zoo dataset.
The reason was that the zoo dataset has the highest dimen-
sions among the four UCI datasets. DBSCAN is suitable for
low-dimensional datasets, and the parameters of DBSCAN
need to be tuned based on the characteristics of the dataset.
As an evolutionary clustering algorithm, GA did not perform
as well as MOCHH on all UCI datasets. The reason was that
GA fell into the trap of a local optimal solution earlier than
MOCHH. MOCHH outperformed the other four algorithms
for all four of the UCI datasets. The SC values for MOCHH
ranged from 0.691 to 0.815. That implied that the clusters
generated by MOCHH are dense and well-separated. The
ARI values of MOCHH on the iris and zoo datasets were
close to each other at 0.729 and 0.721, respectively. However,
MOCHH had a lower ARI of 0.273 on the glass dataset.
We believe that the reason is that the range of values for
different attributes is quite different in the glass dataset. For
example, the value range of Fe is [0,0.51] and the value
range of Si is [69.81,75.41]. The Euclidean distance metric
of MOCHH does not represent the sample discrepancy well.

E. EVALUATION OF PERFORMANCE ON THE ATOH
DATASETS
The best SC and ARI values over 30 replications are shown
in Figs. 4 and 5, respectively, for various algorithms operat-
ing on the ATOH datasets, including MC-B, MC-I, MSC-B,
MSC-I, FT-B, FT-I, and CMM-B.

Similar to the UCI dataset, the performance of k-means
was better than k-medoids in terms of ARI and SC, and the

FIGURE 2. Best ARI values for various for the UCI datasets.

FIGURE 3. Best SC values for various for the UCI datasets.

values of ARI and SC were significantly lower on the ATOH
datasets than the UCI datasets. This is because the ATOH
datasets have a higher dimension than the four UCI datasets.
Due to the high dimension of the ATOH datasets, the results
generated by DBSCAN are worse than those generated by the
other algorithms. GA did not perform as well as MOCHH on
the ATOH datasets, except for the value of ARI on MC-B.

We note that MOCHH outperformed all other algorithms
in terms of ARI for all ATOH datasets except MC-B. For
the MC-B dataset, the ARI of 0.534 for MOCHH is very
close to the best ARI observed, namely that of GA (0.537).
The SCs of MOCHH are higher than those of the other four
algorithms. Fig. 4 shows that the clustering accuracy is higher
for the datasets generated based on the functional tendencies
of CMMs, such as FT-B and FT-I, than for the other datasets.
Our interpretation is that the functional tendencies of CMMs
are more suitable for summarizing syndrome types than the
categories, subcategories, and names of CMMs. Fig. 5 shows
that the SCs ofMOCHH on the ATOH datasets are lower than
those on the UCI datasets, due to the high dimension of the
ATOH datasets.

F. PERFORMANCE EVALUATION OVER DIFFERENT INITIAL
NUMBERS OF CLUSTERS
For many clustering algorithms, the number of clusters
strongly influences the output. However, LLHs in MOCHH
can merge and divide clusters, so the number of clusters
changes dynamically during the operation of the algorithm.
Fig. 6 represents the ARIs generated by the various algo-
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FIGURE 4. Best ARI values for various algorithms on the ATOH dataset.

FIGURE 5. Best SC values for various algorithms on the ATOH dataset.

FIGURE 6. Best ARI values for various algorithms over various numbers of clusters.

rithms for the initial cluster count ranging from 2 to 20. The
number of labels for the ATOH datasets is 13. It can be clearly
seen that ARIs generated by k-means, k-medoids, and GA
form curves. ‘‘Elbows’’ in the curve of MC-I and MSC-B

are near 8-9. ‘‘Elbows’’ in the curve of MC-B, MSC-I, FT-
B, FT-I, and CMM-B are near 12-13. ARI increases rapidly
when the number of clusters is smaller than the elbow. The
reason is that in this ‘‘under-fitting’’ region, more clusters are
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FIGURE 7. Best SC values for various algorithms over various numbers of clusters.

necessary. On the other hand, when the number of clusters
is larger than the elbow, the ARI increases slowly. Because
it is just subdividing the actual groups in the ‘‘over-fitting’’
region. We think the optimal number of clusters is near to the
‘‘elbow’’ in the curve.

The influence of the number of clusters on the results was
stronger under k-means, k-medoids, and GA than that under
MOCHH. Performance was less sensitive to the number of
clusters under DBSCAN than under k-means, k-medoids,
or GA. Nonetheless, the DBSCAN results were not as good
the MOCHH results. When in the ‘‘under-fitting’’ region,
ARIs generated by MOCHH are much higher than those
generated by the other four algorithms. The reason is that
even if the initial number of clusters is two, MOCHH can
divide the clusters and generate more clusters to optimize
the overall deviation and connectivity. Thus, the number of
clusters generated by MOCHH is greater than two when the
initial number of clusters is two.

Fig. 7 represents the SCs generated by all five algorithms
for the initial cluster count ranging from 2 to 20. As a density
based clustering algorithm, the performance of DBSCAN is
significantly less sensitive to the initial number of clusters.
It can be seen that the values of SC generated by all algorithms
except DBSCAN rise as the number of clusters increases. The
reason is that the fewer clusters in ATOH datasets, the more
formulas are included in one cluster. In Eq. 21, awill increase
and b will decrease, then s will decrease. On the other hand,
if the number of clusters increases, the value of SC increases.

When the number of clusters equals the number of formulas,
in other words, when each cluster includes only one formula,
then a equals 0 and s equals 1 in Eq. 21. The SC values
generated by MOCHH are higher than those generated by
the other algorithms and increase slowly. It also indicates that
MOCHH can merge and divide clusters, so that the number
of clusters changes dynamically, even if the initial number of
clusters is too small or too large.

G. RESULTS OF MULTI-OBJECTIVE CLUSTERING
Fig. 8 shows the ARIs for 30 runs based on two objec-
tives: connectivity and overall deviation. This visualization
makes clear that higher ARIs are associated with smaller
overall deviations and larger connectivity for all of the ATOH
datasets. The Pareto front can be seen in the plane defined by
connectivity and overall deviation.

Figs. 9 and 10 show the SCs for 30 runs based on the two
objectives: connectivity and overall deviation, respectively.
We use 2D scatter plots to represent the relationship between
SCs and connectivities and overall deviations, respectively,
but not 3D scatter plots as used for ARIs and the two objec-
tives. The reason is that the trends of SCs vary based on
the two objectives. Specifically, the SC increases rapidly
as the connectivity decreases below the elbow. When the
connectivity is above the elbow, the SC increases slowly as
the connectivity decreases. We think it is because when the
connectivity is high, for most formulas, the formula and its
n nearest neighbours are in the same cluster, so the number
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FIGURE 8. ARI values generated by multi-objective clustering.

VOLUME 11, 2023 100365



W. Shi et al.: Multi-Objective Hyper-Heuristic Clustering Algorithm for Formulas in TCM

FIGURE 9. SC values generated with different connectivities.
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FIGURE 10. SC values generated with different total deviations.
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FIGURE 11. Connectivity in each iteration for each selection mechanism.

FIGURE 12. Overall deviation in each iteration for each selection mechanism.
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of clusters is small. Then the less the number of clusters,
the smaller SC is. When the connectivity is above the elbow,
some formulas and their n nearest neighbours are not in the
same cluster, so a decrease of the connectivity will only affect
the other formulas. Therefore, the influence of the decrease
of the connectivity on the value of SC is less than before
the elbow. Fig. 10 shows that the SC increases linearly as in
the overall deviation. The smaller the overall deviation, the
higher the density clusters are, then the lower a in Eq.21 is,
the higher the SC is.

H. PERFORMANCE EVALUATION OF SELECTION
MECHANISMS
In this paper, we proposed a novel initial solution selection
mechanism called RouSPF. To evaluate the performance of
RouSPF, we compared RouSPF to a selection mechanism
that selects a solution at random from the solution pool.
In particular, we compared the best connectivity and overall
deviation values produced by RouSPF and by the random
selection mechanism during each iteration. Fig. 11 shows that
higher connectivity values were found by RouSPF for several
datasets, including MC-I, and FT-I. For the datasets MC-B,
MSC-B, FT-B, and CMM-B, the results of the two selection
mechanisms were very close. RouSPF exhibited a higher
convergence rates for most datasets. However, RouSPF likely
fell into local optima, since it selected solutions more likely
to be improved by LLHs. For this reason, the best connec-
tivity value found by RouSPF was worse than the best value
found by the random selection mechanism for dataset MSC-
I. Similarly, RouSPF showed higher convergence rates and
better overall deviation results than the random selection
mechanism for all datasets except MSC-I (Fig. 12).

VI. CONCLUSION
Syndrome differentiation is an important concept in TCM.
Syndrome types can be summarized from not only the signs
and symptoms of patients but also formula clusters as iden-
tified by TCM experts. In this paper, seven feature models
of TCM formulas and a multi-objective hyper-heuristic clus-
tering algorithm were proposed for the formula clustering
problem. Experimental results demonstrate that MOCHH
outperforms other clustering algorithms in most datasets.
The number of clusters has less influence on the results
for MOCHH than for other clustering algorithms. RouSPF
shows higher convergence rates and accuracy than a random
selection mechanism for most datasets. Accuracy was higher
for feature models based on functional tendencies than for the
other feature models. TCM experts can summarize syndrome
types conveniently based on high accuracy automated clus-
tering of TCM formulas.

In our study, the dosages of CMMs in formulas were not
considered. The dosage of each CMM is recorded in most
ancient formulas. Dosages can be seen as the weights of
CMMs in the formulas. However, the weights of the CMMs
are the same as in the case of neglecting dosages in our study.
Therefore, further development may focus on the dosages of

CMMs in formulas when calculating the distance between
two formulas to improve the clustering accuracy of MOCHH.
Furthermore, as shown in Figs. 11 and 12, the RouSPF of
MOCHH generates better results and exhibits higher con-
vergence rates than a random selection mechanism on most
datasets. However, RouSPF likely falls into local optima,
since it selects solutions more likely to be improved by LLHs.
A better selection mechanism for MOCHH is expected to be
developed in the future works.
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