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ABSTRACT Distribution three-phase four wire power systems are undergoing significant evolutions in
physical and technical features as a result of the large-scale integration of rooftop solar photovoltaics. For
such multi-converter power systems, the occurred oscillation issues usually involve a variety of components.
In addition, the intertwined relationship between dual frequency coupling effect and sequence components
coupling effect complicates the analysis processes and makes the existing analysis results not suitable.
To analyze the oscillation characteristics accurately of such system, this paper proposes a quantitative
analysis method of oscillationmode based on the admittance networkmodel, which considers dual frequency
coupling effect, sequence components coupling effect and their intertwined relationship. In addition,
a method to calculate the accurate characteristic roots effectively and flexibly based on a partitioned interval
ant colony algorithm is also proposed. Finally, the node oscillation participation factor and oscillation mode
sensitivity are defined to reveal the oscillation characteristics and laws of the three-phase four-wire grid-
connected systems. The time-domain simulations results implemented in MATLAB/Simulink validate the
analytical results.

INDEX TERMS Three-phase four wire system, dual frequency coupling effect, impedance, quantitative
analysis, oscillation mode.

I. INTRODUCTION
Distribution power systems are undergoing significant evo-
lutions in physical and technical features as a result of the
large-scale integration of rooftop solar photovoltaics [1], [2].
Driven by falling prices and improvements in technology,
the installation of rooftop solar photovoltaics on distribution
grids has increased dramatically in recent years. And the
configuration shown in Figure 1 become a common sce-
nario [3], [4], [5], [6], [7], [8] in which single-phase rooftop
photovoltaic inverters (SI) are divided into three phase group
and connected to the three-phase four-wire distribution grid
in star (Y) configuration. Concurrently, three-phase four-wire
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FIGURE 1. Configurations of SIs connected to three-phase four-wire weak
grid with TFESI connected.

energy storage inverters (TFESI) are integrated into the sys-
tem to provide energy support and enhance system damping.
The interactions between the weak grid and converters may
cause system oscillation [9], [10], [11], [12]. The oscillation
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issues in such multi-converter power systems usually involve
various components and affect a large area. To monitor and
control the oscillations effectively, the oscillatory current dis-
tribution and the contribution of each node to the oscillation
need to be known. Therefore, it is also important to obtain the
oscillation characteristics accurately and identify the origin
and weak point of oscillation effectively.

The stability of converters is influenced by several factors.
Research have demonstrated that the dynamics of both outer
and inner controllers of the converter, in addition to time
delay, can result in negative effect to the system stability [13].
Furthermore, for grid-connected converters, recent research
has indicated that phase-lock loop (PLL) can cause potential
stability issues under weak grid [14], [15], [16].
To the multi-harmonics couplings, [17] presents a

harmonic-domain single input single-output (SISO) equiv-
alent modeling technique for the impedance modeling and
stability analysis of a single-phase grid connected converter.
The proposed SISO modeling concept makes it intuitive to
identify the stability of the system. Reference [18] established
a 3∗3 impedance model to capture the coupling frequency
components with improved accuracy. Reference [19] showed
that the SOGI based PLL might cause the system instability
when the bandwidth of PLL is high or the strength of the
grid is weak. The paper also indicated that the frequency
feedback control could lead to the nonlinear coupling char-
acteristic between different frequency components. In [20],
an impedance considering the frequency coupling effect is
established, and the robust PLL by a grid current feedforward
is discussed to improve the system stability. Reference [21]
establishes an accurate model of the SOGI-PLL and studies
the influences of various PLL parameters on the performance
of SOGI-PLL based on a complicated graphical method.
References [22] and [23] established the impedance models
for three-phase four-wire inverters, and evaluated stability of
the system in basis on the impedances of the grid and inverter
by the generalized Nyquist criterion (GNC). these papers
indicate that the zero-sequence component may also lead to
system instability and the transmission power of the inverter
make a significant difference on the stability of the system.
It should be noted that, the stability issues of the system
withmultiple-inverters connected tomultiple-nodes would be
more complicated and severer due to the complex interactions
between the converters and intricate grid impedances [24].
Many researches have been conducted on the stability

analysis of multi-converter power systems, which have been
implemented using either state-space models [25], [26] or
impedance models [27], [28], [29], [30], [31], [32], [33].
However, when a large number of distributed generations
are connected to the system, the state-space model becomes
complex and stability assessment becomes time-consuming.
A comprehensive approach for investigating the harmonic
stability of small-scale inverter-based power systems was
presented in [27]. This approach involves identifying unstable
modes step by step applying the impedance-based stability
criterion. Nevertheless, repeatedly checking the stability of

each inverter step by step could not be efficient for large-
scale inverter-connected systems. Reference [28] proposed
an alternative modal formulation utilizing real symmetrical
nodal matrices, which is more simpler and more efficient
than the harmonic resonance mode analysis method. Ref-
erences [29] and [30] proposed a kind of stability criteria
to analyze the system analysis with many converters paral-
leled. However, the strategies may not suitable the system
that the converters disperse in complicated geographically
structure. To value the system stability in these conditions,
the impedance-base analysis method would be a much eas-
ier method to implement. Reference [31] values the system
stability based on the poles real parts of the multi-input mul-
tioutput (MIMO) impedance model. However, this method
cannot accurately determine the weak points of the system.
In the stability analysis of multi-node systems, it is crucial
to determine which nodes are primarily associated with the
instability. To achieve this purpose, the Bus participation
factor was proposed to obtain the converters which con-
tribute to the corresponding oscillation mode. But the paper
more suitable the double-bus system. In [32] an eigenvalue
decomposition method is proposed to obtain the observability
and controllability of oscillatory modes with the impedance
network model as the input. This achievement contributes
to obtaining oscillatory characteristics of system. Refer-
ence [33] established the nodal admittance matrix of the
system and the output admittance of the converters to formu-
late the return-ratio matrix and analyze the system stability.
And the location optimization method for multi converter
power systems are also proposed.

However, compared with the three-phase three-wire sys-
tem, an additional zero-sequence path exists in the three-
phase four-wire system. Tus, considering only the positive-
sequence (PS) and negative-sequence (NS) components does
not fully reflect the completely information of the system,
as the zero-sequence (ZS) component can also lead to system
instability [22]. This makes the existing stability analysis
results [25], [26], [27], [28], [29], [30] not fully applicable,
as the positive and negative components only considered.
Moreover, it should be noted that the incorporation of ZS
components in addition to PS and NS components in a three-
phase four-wire system renders the existing nodal admittance
matrix constructed in previous work inapplicable. And the
nodal admittance matrix (NAM) for the three-phase four-
wire system is not a simple matter of adding an additional
dimension to the existing matrix that considers only positive
and NS components. The multi-frequency coupling effect
of single-phase inverters and potential asymmetric operating
states further complicate the nodal admittance matrix for the
system. Specifically, the system may have positive, nega-
tive, and ZS components of multiple coupling frequencies
simultaneously, which makes the original two-dimensional
matrix inadequate in accurately describing the small signal
state of the system. Consequently, to accurately describe the
small signal loop in the system, it is necessary to estab-
lish a higher-dimensional nodal admittance matrix that takes
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into account the f±2f1 frequency-coupled component and
the asymmetric operating state, where f1 is the fundamental
frequency.

In addition, as previously mentioned, the evaluation of
system stability is reliant on the roots of the determinant
of the nodal admittance matrix [31], [32], [33]. And the
determinant is a polynomial of high-order. To solve the roots
of the determinant, a partitioned interval ant colony algorithm
is proposed by this paper. The proposed method is based on
the foraging principle of ant colonies. The minimal value of
the determinant of the nodal admittance matrix is set as an
objective function in the interval, and the zeros of the deter-
minant can be easily and accurately obtained. The method
has the advantages of high computational accuracy, good
convergence, and ease of implementation, making it suitable
for calculating the zeros of NAM determinant.

In summary, the stability analysis of three-phase four-
wire system integrated with large scare single-phase inverters
considering the intertwined relationship between dual fre-
quency coupling effect and sequence components coupling
characteristic has not received much attention and sufficient
investigation. And the reason why this paper didn’t consider
the control in the system [34], [35], [36], [37] is that the
paper aims to reveal the mechanism of small-signal insta-
bility in three-phase four-wire systems from an impedance
perspective and analyze the influence of different parameters
on system stability. The harmonic issues discussed in [36]
and [37] are different from the harmonic studied in this paper.
Because the harmonics studied in [36] and [37] are caused by
loads or grid-connected devices, while the harmonics investi-
gated in this paper are the harmonic components that arise
from insufficient system damping leading to system diver-
gence after being subjected by small disturbances. In order
to address this issue, the paper establishes the node admit-
tance matrix considering ZS impedance and dual frequency
coupling effect (DFCE), and a method for calculating the
characteristic roots based on a partitioned interval ant colony
algorithm is proposed. The stability of the system is analyzed
based on the proposed method. The contributions and main
work and of the paper can be summarized as follows.

(1) A 9n-dimensional NAM of the system, which takes
into account the dual frequency coupling effect and sequence
components coupling effect is constructed to include full
information of the system topology and all oscillation modes.
This allows for accurate assessment of oscillation stability.

(2) To solve the roots of the determinant of the nodal
admittance matrix efficiently, and avoiding the complicated
inversion operations of the high dimensional matrix, a parti-
tioned interval ant colony algorithm is proposed to achieve
the accurate characteristic roots of the system.

(3) The participation factor of the oscillation mode has
been defined to quantify the contribution of each node to the
oscillation mode and to locate the weaknesses of the system.
Based on the NAM, the relationships between the oscillation
and dominant factors are also revealed through the oscillation

mode sensitivity, which describes the oscillation behavior of
the system.

And the rest of the paper is organized as follows.
Impedance modeling of the single-phase rooftop solar pho-
tovoltaics and three-phase four wire energy storage inverter
are established in Section II. Then, the quantitative stability
analysis method based on partitioned interval ant colony
algorithm of oscillation mode is proposed in Section III.
Section IV analyzes the oscillation characteristic and mech-
anism of the system. The time-domain simulations are also
implemented for verification in Section IV. Finally, SectionV
shows a summary of the conclusions.

II. IMPEDANCE MODELLINGS OF THE SINGLE-PHASE
ROOFTOP SOLAR PHOTOVOLTAICS AND THREE-PHASE
FOUR WIRE ENERGY STORAGE INVERTER
This section shows the topology structure of the investigated
system and establishes the impedance models of the SI,
TFESI transmission line and ac grid, considering the inter-
twined relationship between dual frequency coupling effect
and sequence components coupling effect.

A. SYSTEM TOPOLOGY STRUCTURE
The main objective of this research is to investigate the
stability and oscillation mode in multi-node systems within
three-phase four-wire distribution networks, and to examine
the effects of critical parameters on overall system stability.
In order to ensure a comprehensive analysis, the topology
presented in Figure 2 has been employed, which includes SIs,
TFESIs, transmission line, AC grid.

This is a common scenario in distribution networks
of the townships connected with large scale distribution
source [8], wherein numerous single-phase photovoltaic sys-
tems are connected to the three-phase four-wire distribution
grid. The system consists of a total of n nodes, with m∗

k3
single-phase photovoltaic inverters connected at each node.
Thesem∗

k3 single-phase photovoltaic inverters are distributed
across the three phases. In relation to node k, three-phase
four-wire energy storage inverters are also connected to
bolster the system’s energy support. To ensure the appli-
cability of the research, the placement of energy storage
systems can be determined based on the importance and
requirements of the users. The Lk−1,k and RLk−1,k are the
inductance and resistance of transmission lines between node
k-1 and node k.

During the development of the node admittance matrix,
it is insufficient to simply add an extra dimension based
on the conventional node admittance matrix. Instead,
it is crucial to consider the interactions among PS, NS,
and ZS, in addition to the simultaneous presence of
multi-frequency harmonic components. Such an approach
may result in suboptimal analytical precision when employ-
ing the node admittance matrix directly from the referenced
literature [31], [32], [33].
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FIGURE 2. Schematic diagram of the invested system.

FIGURE 3. Schematic and control strategy of the SI. (a) Schematic of the
SI connected to the weak grid. (b) Control block of the current controller.
(c) Control block of the PLL.

FIGURE 4. Voltage and current small signal path diagram of SI.

B. IMPEDANCE MODELING OF SI
Figure 3 shows the schematic and control strategy of the SI.
The classical current control strategy of the inverter depicted
as Figure 3(b) is applied in this paper. In Figure 3(b), Gf

is the PCC voltage feedforward gain, which is selected as
0.6 [41], [42] to improve the robustness of the system. kc
is the capacitor current feedforward gain. Gd is the control
delay, where Gd = e−1.5Ts. Ts is the control period. And Gc
is the proportional-resonant (PR) regulator.

The impedance model of SI is presented as shown
in equation (1). Figure 4 shows the voltage and current
small-signal path figures of the SI, from which it can be seen
that in addition to the current and voltage components with a
perturbation frequency ω there are also voltage and current
components with frequency ω±2jω1 in the system due to

the DFCE. Theω1 = 2π f1, f1 = 50Hz, it is the rated frequency
of the grid. In Figure 4, s represents the Laplace operator.
s− represents negative coupled frequency s−2jω1. And s+

represent the positive coupled frequency s + 2jω1. igx(s−)
igx(s)
igx(s+)

 = (Yxref (s) + Yxinvo (s))

 uxpcc(s−)
uxpcc(s)
uxpcc(s+)

 (1)

where, Yxinvo(s) = [Yxio(s−), 0,0;0 Yxio(s), 0; 0, 0 Yxio(s+)]
and Yxref(s) can be obtained as (2).

From Figure 4, the grid current ig at frequencies ω-2jω1,
ω, and ω + 2jω1 can be seen as (1).

Yxref (s) =

 Yxref 0
(
s−

)
Yxref+

(
s−

)
0

Yxref− (s) Yxref 0 (s) Yxref+ (s)
0 Yxref−

(
s+

)
Yxref 0

(
s+

)

(2)

Yxref−(s), Yxref 0(s), and Yxref+(s) represent the transfer
relationship from voltage upcc at frequency ω + 2jω1, ω and
ω-2jω1 to current ig at frequency ω respectively. And the
definitions of responding mathematical expressions can be
expressed as (A1)-(A9) in section Appendix.

Subscript ‘‘x’’ denotes the variables in phase-a, phase-b or
phase-c. φvx in (A1)-(A9) denotes the initial phase of the grid.
The GOSGα and GOSGβ denotes the transfer function from
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uPCC to uα and uβ respectively.Without loss of the generality,
the time delay based PLL [12], [43] is also applied in the
paper, which can be expressed as (3). T0 = 0.02 s, it is the
period of the grid voltage.{

uα (s) = Gosgα (s) upcc (s) = upcc (s)
uβ (s) = Gosgβ (s) upcc (s) = upcc (s) e−T0s/4

(3)

Due to the proximity to each other, the inverters in different
groups of the same phase can be considered to be in parallel
with each other. Assuming that node i has 3∗mi single-phase
inverters, the admittance expression of the inverters in group
j of the i-th node can be shown in (4). In equation (4), x =

a,b,c denotes phase-a, phase-b and phase-c. igijx(s−)
igijx(s)
igijx(s+)

 =
(
Yrefijx (s) + Yinvoijx (s)

)  upccijx(s−)
upccijx(s)
upccijx(s+)


(4)

From Figure 1, the currents igiTx(s+), igiTx(s) and igiTx(s−)
of i-th node produced by SIs can be expressed as, igiTa(s−)
igiTa(s)
igiTa(s+)

 =

mi∑
j=1

(
Yrefija (s) + Yinvoija (s)

)  upccia(s−)
upccia(s)
upccia(s+)


(5) igiTb(s−)

igiTb(s)
igiTb(s+)

 =

mi∑
j=1

(
Yrefijb (s) + Yinvoijb (s)

)  upccib(s−)
upccib(s)
upccib(s+)


(6) igiTc(s−)

igiTc(s)
igiTc(s+)

 =

mi∑
j=1

(
Yrefijc (s) + Yinvoijc (s)

)  upccic(s−)
upccic(s)
upccic(s+)


(7)

By extracting and reintegrating the terms of (5)-(7) for the
same frequencies individually, the relationship between the
current response and the disturbance voltage at frequencies
s−, s, and s+ can be obtained as shown in (A10), (A13) and
(A17).

By operating the phase-domain to sequence-domain trans-
formation to (A10), (A13) and (A17), the relationship
between the current response and the disturbance voltage
at frequencies s−, s, and s+ can be obtained as shown in
equations (A21), (A22) and (A23).

Then combining(A21), (A22) and (A23), the impedance
model of node-i SIs considering DFCE can be obtained as
a 9 × 9 admittance, which can be expressed as (8). And the
detailed derivation process is shown in Appendix A.

ISIi =

Y012
re0i

(
s−

)
Y012
re+i

(
s−

)
0

Y012
re−i (s) Y012

re0i (s) Y012
re+i (s)

0 Y012
re−i

(
s+

)
Y012
re0i

(
s+

)
Upcci (8)

In (8), define ISTi = [igT0(s−), igT1(s−), igT2(s−),
igT0(s), igT1(s), igT2(s) igT0(s+), igT0(s+), igT0(s+)], Upcci =

FIGURE 5. Schematic and control strategy of the TFESI. (a) Schematic of
the TFESI connected to the grid. (b) Control block of the TFESI.

[upcci0(s−), upcci1 (s−), upcci2 (s−), upcci0(s), upcci1 (s), upcci2
(s), upcci0(s+), upcci1 (s+), upcci2 (s+)].
The (8) establishes a mathematical model for describing

the correlation between the response of disturbance voltage
and current in a single-phase photovoltaic inverter system.
The incomplete uniformity in output power among different
photovoltaic inverters causes the system to exhibit simultane-
ous positive, negative, and ZS components with frequencies
of s−, s, and s+, correspondingly.
And the above expression can be denoted as,

ISIi = YSITUpcci (9)

C. IMPEDANCE MODELING OF TFESI
Figure 5 shows the schematic and control strategy of the
TFESI. The TFESI are integrated into the system to provide
energy support and enhance system damping. The control
block diagram of the system includes the PLL, and the control
delay, the current PI controller and 3D-SVM modulation
module [44].

And the impedance of the TFGI can be expressed as [22],

Yi0pn=TZY0dqT
−1
Z =

[
Yi0 0
0 Yipn

]
=

Y00 0 0
0 Y11 Y12
0 Y21 Y22


(10)

In (10), the Y00 is the ZS admittance, Y11 is the PS admit-
tance, Y22 is the NS admittance. And the Y12 and Y21 are
the coupling admittances between PS admittance and NS
admittance. It should be noted that the elements in third
column or third row in matrix Yipn0 except the third ele-
ment in the third column elements are zero, which means
the relationship between positive-sequence admittance and
zero-sequence admittance is decoupled, and the relationship
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between negative -sequence admittance and zero-sequence
admittance is also decoupled.

The coexistence of positive, negative, and ZS voltage dis-
turbance components with frequencies of s−, s, and s+ in the
power system poses a significant challenge to power system
stability analysis. According to (10), it can be seen that a PS
voltage at frequency s generates a NS current at frequency s−,
so a NS voltage at frequency swill also generates a PS current
of frequency s+ by the recursive operation. This makes (10)
impossible to accurately describe the relationship between
the disturbance voltage and the disturbance current response.

To address this issue, it is essential to expand the admit-
tance matrix, shown as (10), that considers only the NS
component with a frequency of s− and the PS as well as ZS
components with a frequency of s. This expansion enables
the recursive operation on frequency, which establishes the
relationship between the voltage disturbance and current
response components with PS, NS, and ZS with frequencies
of s−, s, and s+. The expanded admittance matrix can be
represented by (11), as shown at the bottom of the next page.
And the (11) can be denoted as,

ITFGIi = YTFGIUpcci (12)

D. IMPEDANCE MODELE OF TRANSMISSION LINE AND
GRID
Transmission lines can be represented by either T-model or
π -model equivalent circuits [45]. As the capacitance effect of
the transmission line possesses negligible effect on the system
dynamics [46], the admittance model of the transmission line
between node i and node j can be expressed as (13), shown at
the bottom of the next page.

In (13),Y0Lij = 1/(sLij+Rij+3(sLnij+Rnij)),Y1Lij = Y2Lij =
1/(sLij+ Rij). Lij, Lnij, Rij and Rnij are the line inductance and
line resistance between node i and node j. And s− represents
negative coupled frequency s−2jω1. And s+ represent the
positive coupled frequency s + 2jω1.
Similarly, the impedance of the AC grid can be obtained

as (14), shown at the bottom of the next page. In equation
(14), the Y0g = 1/(sLg + Rg+3(sLgn + Rgn)), Y1g = Y2g =

1/(sLg + Rg), Lg, Lgn, Rg, Rgn are the equivalent grid induc-
tance and equivalent grid resistance of the transformers and
transmission lines.

III. QUANTITATIVE ANALYSIS METHOD OF THE
OSCILLATION MODE
As shown in Figure 1, the oscillation characteristics of the
system are influenced by the interactions among all SIs,
TFESIs, transmission lines and AC grid.

Reference [22] points out that the presence of ZS path
in the three-phase four-wire system necessitates the con-
sideration of ZS components when assessing system stabil-
ity. Furthermore, the frequency coupling characteristics of
single-phase inverters differ from conventional three-phase
three-wire inverters, as they exhibit two frequency cou-
pling components with frequencies of s-2jω1 and s + 2jω1,

respectively. Existing oscillation analysis methods have not
incorporated the multi-frequency coupling and ZS compo-
nents of single-phase inverters. As a result of this limitation,
the accurate analysis of the oscillation characteristics and
laws of the system is impeded.

Therefore, this section proposes a quantitative analysis
method of oscillation mode which considers the intertwined
relationship between dual frequency coupling effect and
sequence components coupling effect based on the NAM.

A. OSCILLATION MODE OF THE SYSTEM
The system depicted in Figure 1 comprises of n nodes. The
current-voltage relationship of the system, accounting for ZS
components and frequency coupling characteristics, can be
represented by the nodal admittance matrix, as depicted in
equation (15), as shown at the bottom of the next page. The
NAM is denoted as YSN(s), which is a 9n × 9n matrix.
n is the number of nodes. The node current vector matrix
I(s) and node voltage vector matrix U(s) are expressed as
Ii = [Ipi(s−), Ini(s−), Izi(s−), Ipi(s), Ini(s), Izi(s), Ipi(s+),
Ini (s

+), Izi(s+)]T, Ui =[Upi(s−), Uni(s−), Uzi(s−), Upi(s),
Uni(s), Uzi(s), Upi(s+), Uni(s+), Uzi(s+)]T, i = 1,. . . ,n.
According to (15), the transfer function of the system can

be obtained as (16). And the system oscillation modes can be
identified by finding the zeros of det[YSN(s)] shown as (17).

U (s) = YSN (s)−1 I (s) =
YSN (s)∗

det[YSN (s)]
I (s) (16)

det[YSN(sk)] = 0 (17)

The oscillation modes occur in group of three frequency
components due to the DFCE of single-phase inverters and
ZS components being accounted for. The k-th oscillation
modes, denoted as sk, which can be defined as sk,1 = −σk +

j2π fk,1, sk,2 = −σk+j2π fk,2 and sk,3 = −σk+j2π fk,3. In this
context, σk denotes the damping of the oscillationmodes. The
oscillation frequencies of the same group oscillation modes
are represented by fk,1, fk,2 and fk,3, and they satisfy the
relationship fk,2 = 2f1+fk,1, fk,3 = 2f1+fk,2. It can be seen that
the three parts have the same damping and the frequencies
differ from 2f1. When the real parts of all oscillation modes
are negative, the system can maintain stale.

B. PARTICIPATION FACTOR
The node oscillation participation factor is then derived from
the oscillation modes. The complex constant matrix YSN(sk)
is obtained by substituting the oscillation mode sk into (15).
Based on the eigenvalue decomposition theory [47], YSN(sk)
is diagonalized as shown in (18).

YSN (sk) = R3 × 3 × LT
3 (18)

In (18), the matrix of eigenvalues can be obtained as 3 =

diag (λ1, λ2,. . . , λ9n); the right and left eigenvector matrices
are R3 = [R31, R32,. . . , R39n] and L3 = [LT 31, LT
32,. . . , LT 39n], respectively; the R3 and L3 satisfy R-1
3 = LT 3.
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A zero eigenvalue (denoted as λsk) for YSN(sk) exists
because its determinant is zero. Equation (19) can be obtained
by substituting (18) into (15).

LT
3U (sk) = 3−1LT

3I (sk) (19)

From (19), themode voltageV(s) and themode current J(s)
are defined asV(s)=LT3U(s) and J(s)=LT3I(s), respec-
tively. The mode voltage and the mode current corresponding
to λsk have the relationship given by (20).

Vsk = λ−1
sk Jsk (20)

Because of λsk = 0, the mode current Jsk induces a large
mode voltage Vsk at this point, and this mode voltage dom-
inates the voltage at each node of the system. Equation (21)
shows the algebraic function of the node voltage and node
current.

U (sk) = R3V (sk) ≈ R3skVsk = R3skλ
−1
sk Jsk

= λ−1
sk R3skL3skI (sk) = λ−1

sk P3skI (sk) (21)

In (21),L3sk andR3sk are the left and right eigenvectors of
λsk; the diagonal elements of P3sk indicate the participation
degree and influence of each node in and by the oscillation
mode sk, respectively.
And the participation factor of node i can be obtained as

(22).

Pi =

8∑
h=0

|Psk(9i−h)(9i−h)|

9n∑
h=1

|Pskhh|

(22)

where Pskjj is the j-th row and j-th column element of P3sk.

FIGURE 6. Ant colony probable moving path diagram.

C. A METHOD FOR COMPUTING DETERMINANT ZEROS
BASED ON INTERVAL-BASED ANT COLONY ALGORITHM
As previously mentioned, the evaluation of system stability is
reliant on the roots of the determinant of the nodal admittance
matrix, which correspond to the solution of equation (9).
Moreover, (9) is a polynomial of high-order. The existing
calculation methods rely on the inversion of large matrices
and the performance of multiple mathematical operations.
When there is a significant number of nodes or when the
admittance matrix dimensions of devices connected to the
nodes are high (such as the 9-dimensional matrix used in this
study), the size of the nodal admittance matrix for the entire
system becomes unwieldy, resulting in challenges in solving
the zeros of the determinant or the problem of dimensionality
disaster. To address these challenges, this paper proposes an
interval-based ant colony algorithm to compute the zeros of
equation (17).

The computation of the zeros of equation (17) can be
reformulated as an optimization problem of determining the
minimal value of the function described by equation (17)



igiT0(s−)
igiT1(s−)
igiT2(s−)
igiT0(s)
igiT1(s)
igiT2(s)
igiT0(s+)
igiT1(s+)
igiT2(s+)


=



Y00
(
s−

)
0 0 0 0 0 0 0 0

0 Y11
(
s−

)
0 0 0 0 0 0 0

0 0 Y22 (s) 0 Y21 (s) 0 0 0 0
0 0 0 Y00 (s) 0 0 0 0 0
0 0 Y12 (s) 0 Y11 (s) 0 0 0 0
0 0 0 0 0 Y22

(
s+

)
0 Y21

(
s+

)
0

0 0 0 0 0 0 Y00
(
s+

)
0 0

0 0 0 0 0 Y12
(
s+

)
0 Y11

(
s+

)
0

0 0 0 0 0 0 0 0 Y22
(
s2+

)





upcci0(s−)
upcci1(s−)
upcci2(s−)
upcci0(s)
upcci1(s)
upcci2(s)
upcci0(s+)
upcci1(s+)
upcci2(s+)


(11)

YLij = diag
(
Y0Lij

(
s−

)
,Y1Lij

(
s−

)
,Y2Lij

(
s−

)
,Y0Lij (s) ,Y1Lij (s) ,Y2Lij (s) ,Y0Lij

(
s+

)
,Y1Lij

(
s+

)
,Y2Lij

(
s+

))
(13)

Ygij = diag
(
Y0g

(
s−

)
,Y1g

(
s−

)
,Y2g

(
s−

)
,Y0g (s) ,Y1g (s) ,Y2g (s) ,Y0g

(
s+

)
,Y1g

(
s+

)
,Y2g

(
s+

))
(14)



I1
I2
.
.
.

In−1
In

 =



YSIT1 + YTFGI1 + Yg1e + Yg12 −Yg12 · · · 0 0
−Yg12 YSIT2 + YTFGI2 + Yg12 + Yg23 · · · 0 0

0 −Yg23

.

.

. −Yg(n−2,n−1) 0
0 0 · · · YSIT (n−1) + YTFGI (n−1) + Yg(n−2,n−1) + Yg(n−1,n) −Yg(n−1,n)
0 0 · · · −Ygn−1n YSITn + YTFGIn + Yg(n−1,n)





U1
U2
.
.
.

Un−1
Un


(15)
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under the constraint that it is equal to zero.

f = |det[YSN(s)]| (23)

The function f is the absolute value of the determinant of
the nodal admittance matrix as a function of s. Here, s is a
complex number with real part a and imaginary part b, where
a ∈[x1, x2] and b∈[y1, y2].
For convenience, the interval [x1, x2] can be divided into

hc equal-length subintervals and the interval [y1, y2] can be
divided into hr equal-length subintervals. Consequently, the
entire interval is divided into hc ∗ hr subintervals. These
subintervals are denoted as Tr,c, where Tr,c represents the
subinterval in the r-th row and c-th column. The midpoint
of the interval Tr,c is denoted as arc+jbrc. The minimal zero
points of function f are located within these subintervals.
As illustrated in Figure 6, four adjacent intervals surround

interval Tr,c. Assuming an ant is present in interval Tr,c,
its movement path is determined by comparing the function
values f (Tr,c) of interval Tr,c and function values of its neigh-
boring intervals. If the function value of the ant’s current
interval is smaller than that of the surrounding intervals, the
ant remains stationary, indicating a potential minimum value
point in the interval. If the function value of the ant’s current
interval is larger than the neighboring intervals, the ant must
move to an adjacent interval. When multiple neighboring
intervals have function values smaller than the current inter-
val, the probability of moving to the corresponding interval is
proportional to the difference in function values, with a larger
difference resulting in a higher probability. Additionally, the
probability of moving to the corresponding interval is also
influenced by the pheromone level in the destination interval.
If the interval presents more pheromones, there will also be
higher probability moving to this interval.

The probability of moving to the corresponding interval
can be defined as

pj =


τ (j)ηij∑
τ (h)ηih

0, h /∈ Ak

, h ∈ Ak (24)

where, Ak denotes the set of subintervals that the ant can
move from interval Tr,c to the surrounding intervals. Def-
inition ηj = |f (arc, brc)-f (arcdj, brcdj)|, which denotes the
difference in function values fbetween interval Tr,c and its
surround interval Trdj,cdj. τ (j) represents the pheromones
of the surround interval Trdj,cdj. The pheromones indicate
the frequency at which ants pass through the interval. For
instance, after an ant moves from interval Tr,c to interval
Trd2,cd2, the pheromone level in interval Trd2,cd2 increases.
If ant ap has moved from interval Tr,c to interval Trdj,cdj

based on probability, then ant ak leaves pheromones in inter-
val Trdj,cdj. The amount of pheromones left is denoted by
1τ (j), Then the 1τ (j) can be expressed as,

1τp(j) = C(f (Tr,c) − f (Trdj,cdj) (25)

In (25), the C is the pheromone increment coefficient,
which is set to 1 in this paper.

All ants that move to the interval Trdj,cdj will leave the
corresponding pheromone. Suppose that q ants move to the
interval Trdj,cdj. And the total sum of their pheromones left in
the interval Trdj,cdj can be expressed as,

τ (j) =

q∑
p=1

1τp(j) (26)

After numerous moving, some intervals contain a large
number of ants, while others have none or few. The intervals
with ants are precisely those containing the extreme points,
while the intervals without ants are unlikely to contain such
points.

Extract the intervals containing ants and refine them fur-
ther. Repeat the search process until the refined intervals
meet the expected accuracy requirements. In the end, all ants
will be situated near the extreme points, and the midpoint of
the intervals where the ants reside is considered the location
of these extreme points. Since oscillation modes appear in
groups of three parts, among the identified extreme points,
those with an imaginary part differing by 100Hz are consid-
ered the system’s oscillation modes.

The specific implementation steps of the algorithm defined
in this paper are as follows:

Step1: Initialization. The interval [x1, x2] can be divided
into hc equal-length subintervals and the interval [y1, y2] can
be divided into hr equal-length subintervals. And the zone
decided by [x1, x2] and [y1, y2] can be divided into hc × hr
equal-area interval. The initial number of ants in the each
rectangular interval Tr,c is 1. And the iteration threshold can
be defined as ε, which determines the end of the algorithm run
process. When the length of the interval is less than the iter-
ation threshold, the system stops the optimization search and
outputs the result. Initialize the total number of pheromones
τr,c and pheromone increments 1τr,c, which are set to zero.
Step2: While(δ > ε )
{
Step2.1: All ants move between neighborhoods according

to equation (24).
Step2.2: Update the pheromone according to equations

(25) and (26).
Step2.3: Update the search range of the colony when all

ants no longer perform neighborhood moves, i.e. refine only
the intervals where the colony finally gathers (let the number
of refinement intervals be hcr × hrr). Calculate the length of
the refined interval and assign it to δ.
}
Step3:Output the results. The final interval where the ants

gather is referred to as the possible interval containing the
zeros of equation (17). Additionally, the intervals that possess
same real parts and imaginary parts differing by 100Hz are
regarded as the intervals that possesses system’s oscillation
modes. The midpoint of these intervals can be identified as
the location of zeros of equation (17).

Based on the aforementioned analysis, it can be deduced
that the system will exhibit multiple local minima. Among
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TABLE 1. Oscillation modes in Case1.

TABLE 2. Oscillation modes in Case2.

TABLE 3. Oscillation modes in Case3.

these minima, only those with identical real parts and a
difference of 100Hz in their imaginary parts, arranged in
sets of three, correspond to the characteristic roots of the
system. This distinctive characteristic of oscillatory modes
contributes to the precision of the computed system charac-
teristic roots. It is highly unlikely to erroneously compute the
real and imaginary parts of the three components comprising
the same oscillatory mode. The computational accuracy can
be further guaranteed by narrowing interval and calculating
multiple times. And the advantages of the proposed method
can be seen as follow: (1) Only the objective function value at
the midpoint of the interval is required, avoiding the complex
matrix inversion operation and obtaining the well conver-
gence of the calculation; (2) Based on the foraging principle
of the ant colony, it can quickly compare the magnitudes
of the objective function values in different intervals and
determine the minimum value of the objective function, and
then combine the characteristics of the system oscillation
mode with the three frequency components to calculate and
obtain the system oscillation mode, which makes the pro-
posed method have well speed; (3) The main computational
effort of this method lies in the calculation of the target func-
tion value and the comparison operation between different
interval function values. The speed of solving the oscillation
pattern can be further improved by reasonably narrowing and

FIGURE 7. Time domain simulation waveform of system.

FIGURE 8. FFT analysis of ia during 3.5s to 5.5s.

dividing the foraging interval of the ant colony, which enables
the method high flexibility.

IV. STUDY OF THE OSCILLATION CHARACTERISTICS AND
LAWS
In this section, the analytical method proposed in this paper
is applied to the system shown in Figure 1 to investigate its
oscillation characteristics and mechanisms. Without loss of
generality, to facilitate analysis, the node number is chosen
to n = 5. And the energy storage is located at node 4, 5. Each
node is connected to 9 single-phase inverters, with 3 single-
phase inverters connected to phase A, phase B, and phase C,
respectively.

A. OSCILLATION CHARACTERISTICS
System parameters are listed in Appendix B. Parameter of
three phase four wire energy storage inverter can be seen in
Table 6. and the single-phase rooftop photovoltaic inverters
are listed in Table 7. The parameters and length of the trans-
mission line can be seen in Table 8 and Table 9.

1) SYSTEM OSCILLATION MODE
From (15) and (16), all the system oscillation modes within
0∼200Hz are obtained, which can be seen in Table 1, Table 2
and Table 3. The Table 1 lists the oscillation modes in case1
when the TFESI4 and TFESI5 are connected into the sys-
tem with the three phase SIs all generating the rated power.
The Table 2 shows the oscillation modes in case2 when the
TFESI4 is switched out with the three phase SIs all generating
the rated power. The Table 3 shows the oscillation modes
system in case3 when the TFESI4 is switched out with the
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TABLE 4. Oscillation Participation factors in Case 2.

FIGURE 9. Parameter sensitivity (Y-units: −1/s).

SIs of Phase A connected to node 5 generating rated power,
SIs of phase B generating half rated power and SIs of phase
C generating 1/4 rated power.

From TABLE 1 and TABLE 3, the system will maintain
stable in case1 and case3. From TABLE 2, in case 2, The sys-
tem contains three groups of oscillation modes. Oscillation
mode 1 has a positive real part and is therefore an unstable
oscillation mode, indicating system instability. And oscilla-
tion mode 1 reveals that there will be oscillation components
at 29.6 Hz, 70.4 Hz and 170.4Hz.

To verify the above analysis results, the model shown
in Figure 1 has been established in MATLAB/Simulink.
Figure 7 shows the total grid-connected currents iga, igb, igc.
The system can maintain stable from 1 s to 1.5 s, while the
system gradually diverges as the TFESI4 connected to node-
4 removed from the system at 1.5 s. Figure 8 shows the FFT
analysis of iga during divergent state of the system. From
Figure 8, there are oscillation components of 29.6Hz, 70.4Hz,
and 170.4Hz. The simulation results align with the oscillation
modes shown in Table 2.
The system oscillation gradually converges when the gen-

erated power of SIs connected to phase B decrease to half
rated power and the generated power of SIs connected to
phase C decrease to 1/4 rated power, which is consistent
with the oscillation modes shown in Table 3. The results
that the proposed oscillation mode quantization method can
accurately calculate the characteristic roots of the system
and evaluate the stability under symmetric and asymmetric
conditions. And the verification case of asymmetric system
can be seen in section Appendix C.

2) PARTICIPATION FACTOR OF OSCILLATION MODE
The participation factors of 5 nodes for the three oscil-
lation modes, in case 2, are obtained by combining (18),
(21), and (22), and the calculating results can be seen
in Table 4.

FIGURE 10. Trajectories diagram of system oscillation mode as kpp_SI
changes.

FIGURE 11. Trajectories diagram of system oscillation mode as kpi_SI
changes.

As can be seen from the Table 4, nodes 1 to 5 have a
similar distribution of node oscillation participation factor
for oscillation modes s1, s2 and s3. Node 1 corresponds to
the smallest influence factor and node 5 corresponds to the
largest participation factor. This is because node 1 to node
5 are distributed according to a linear structure, where the
short-circuit ratio of the inverter connected to node 5 is the
smallest for the same transmission power. This results in node
5 contributing the most to the system oscillations.

B. STABILITY ANALYSIS OF CONTROL PARAMETERS
According to the analysis above, node 5 has the largest node
oscillation participation factor, so it is important to study the
influence of the control parameters of equipments connected
to node 5 on the stability of the system.

The general form of sensitivity is defined as follows:

S(x) =
∂sk
∂p

|p=p0 (27)

where, p0 is the initial value of parameter p.
The oscillation mode sensitivities of PLL parameters

(kpp_SI, kpi_SI) and current controller parameters (kip_SI,
kir_SI) of SIs connected to node-5 are calculated according
to (27) and the calculating results can be seen in Figure 9.
From Figure 9, the PLL parameters kpp_SI and kpi_SI make
a significant difference on oscillation modes 1 and no differ-
ence on mode 2 and mode 3. the current controller parameters
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TABLE 5. Oscillation mode in Case4.

FIGURE 12. Time domain simulation waveform of system as the kpp
changes.

FIGURE 13. FFT analysis of ia during 2.5s to 4.5s.

(kip_SI, kir_SI) make a significant difference on modes 1,
slight difference on mode 2, and almost no difference on
mode 3.

In Figure 9, it also can be observed that for oscillation
mode 1, the sensitivity magnitude for kpp_SI surpasses that
of the other three control parameters. This suggests that
variations in kpp_SI have the most significant impact on this
particular oscillation mode. Furthermore, it can be observed
that the sensitivity magnitudes for both kpp_SI and kpi_SI are
negative. This implies that an increase in these parameters
will result in a decrease in the real part of oscillation mode 1,
leading to an increase in both damping of oscillation mode
1 and the system stability margin. Conversely, the sensitivity
magnitudes for kip_SI and kir_SI are positive, indicating that a
reduction in these parameters will also cause a decrease in the
real part of oscillation mode 1, and consequently an increase
in both damping of oscillationmode 1 and the system stability
margin.

To validate the results of the aforementioned analysis,
kpp_SI, kpi_SI were selected as various control parameters.
As each parameter was incrementally increased from 0.5 p.u.

to 1.5 p.u., the resulting changes in the trajectories of oscilla-
tion mode were depicted in Figures 10 and 11.

Figure 10 illustrates that as kip_SI increases, oscillation
mode 1 is significantly impacted while oscillation modes
2 and 3 remain largely unaffected. Oscillation mode 1 gradu-
ally shifts to the left, resulting in an increase in both damping
and stability, which aligns with the findings of the sensitiv-
ity analysis. When kip_SI reaches 0.9 p.u., oscillation mode
1 enters the left half-plane and the system regains stability.

Figure 11 demonstrates that as kii_SI increases, oscillation
mode 1 is significantly impacted while oscillation modes
2 and 3 remain largely unaffected. Oscillation mode 1 ini-
tially moves to the right and then to the left, causing system
damping and stability to first decrease and then increase.
When kii_SI reaches 0.95 p.u., oscillation mode 1 exhibits
its smallest damping at -0.42, indicating that the system can
maintain stability as kii_SI varies from 0.5 p.u. to 1.5 p.u..

Table 5 shows the system oscillation mode in Case 4 when
the TFESI4 and TFESI5 are connected into the system with
the three phase SIs all generating the rated power and kpp_SI5
= 0.5 p.u.
Figure 12 shows the total grid-connected currents iga, igb,

igc. The system can maintain stable from 1 s to 2 s, while the
system gradually diverges as the kpp (proportional parameter
of the SRF-PLL) of SIs connected to node-5 step from 1 p.u.
to 0.8 p.u. at 2s. Figure 13 shows the FFT analysis of iga
during divergent state of the system. it can be seen that there
are oscillation components at 29.8Hz, 70.2Hz and 170.2Hz,
which aligns with the oscillationmode 1 shown in the Table 5.

V. CONCLUSION
This paper comes up with a quantitative analysis method
of oscillation mode for the multi-node three-phase four-wire
system, considering the intertwined characteristic between
dual frequency coupling effect and the coupling effect of
sequence components. The paper can be concluded as,

(1) The 9n-dimensional NAM of the three-phase four-wire
system considering DFCE and coupling effect of sequence
components is constructed to encompasses the complete
topology structure and all oscillation modes. Due to the
consideration of DFCE and ZS components, the oscillation
modes occur in group of three frequency component, with
the oscillation frequencies of each component differing from
each other by 2f1.

(2) To solve the roots of the determinant of the nodal
admittance matrix efficiently, and avoiding the compli-
cated inversion operations of the high dimensional matrix,
an improved interval-based ant colony algorithm is proposed
to achieve the accurate characteristic roots of the system.

(3) The node oscillation participation factor of the oscil-
lation mode is defined to quantify the contribution of each
node to the oscillation mode and locate the weaknesses of the
system, which indicates that the node-5 is the weakest node in
this system structure. Sensitivity can be used to investigate the
degree of influence of different parameters on the oscillation
mode. In case1, increasing kpi or kpp helps to improve the
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damping of mode1 and system stability, while increasing
kip or kir weakens the system stability. Additionally, the
establishment of a node admittance matrix framework that
considers the complete frequency coupling components and
reasonable matrix reduction methods for the system are cru-
cial aspects that will be addressed in the authors’ future work.

APPENDIX
A. INFLUENCE OF THE INITIAL VOLTAGE PHASE
The related expressions of the SI can be seen as follow.

Yxref 0 (s) = Ixref 0 (s)Gplant (s) (A1)

Yxref+
(
s+

)
= Ixref+

(
s+

)
Gplant

(
s+

)
(A2)

Yxref−
(
s−

)
= Ixref−

(
s−

)
Gplant

(
s−

)
(A3)

Ixref 0 (s) = 0.25Iref
[
ũα (s) + jũβ (s)

]
Gxpll (s− jω1)

+ 0.25Iref
[
ũα (s) − jũβ (s)

]
Gxpll (s+ jω)

(A4)

Ixref+ (s) =−0.25e−j2φvx Iref ũα (s+ 2jω1)Gxpll (s+ jω1)

− 0.25je−j2φvx Iref ũβ (s+ 2jω1)Gxpll (s+ jω1)

(A5)

Ixref− (s) = −0.25ej2φvx Iref ũα (s− 2jω1)Gxpll (s− jω1)

+ j0.25ej2φvx Iref ũβ (s− 2jω1)Gxpll (s− jω1)

(A6)

Gxplant =
GcGd

s3L1L2C+GcGd s2L2C+GdGc+sL1+sL2
(A7)

Yxio (s) =
1+s2L1C+sCkcGd− GfGd

s3L1L2C+kcGd s2L2C+GdGc+sL1+sL2
(A8)

Gxpll (s) =
GxPI (s)

s+UmGxPI (s)
=

kxpp+kxii/s

s+Um
(
kxpp + kxii/s

)
(A9) igiTa(s−)

igiTb(s−)
igiTc(s−)

 = Yre0ij
(
s−

)  upccia(s−)
upccib(s−)
upccic(s−)


+ Yre+ij

(
s−

)  upccia(s)
upccib(s)
upccic(s)

 (A10)

Yre0ij
(
s−

)
= diag

 mi∑
j=1

(
Yre0ija

(
s−

))
,

mi∑
j=1

(
Yre0ijb

(
s−

))
,

×

mi∑
j=1

(
Yre0ijb

(
s−

)) (A11)

Yre+ij
(
s−

)
= diag

 mi∑
j=1

(
Yre+ija

(
s−

))
,

mi∑
j=1

(
Yre+ijb

(
s−

))
,

×

mi∑
j=1

(
Yre+ijc

(
s−

)) (A12)

 igiTa(s)
igiTb(s)
igiTc(s)

 = Yre−ij (s)

 upccia(s−)
upccib(s−)
upccic(s−)


+ Yre0ij (s)

 upccia(s)
upccib(s)
upccic(s)


+ Yre+ij (s)

 upccia(s+)
upccib(s+)
upccic(s+)

 (A13)

Yre−ij (s) = diag

 mi∑
j=1

(
Yre−ija (s)

)
,

mi∑
j=1

(
Yre−ijb (s)

)
,

×

mi∑
j=1

(
Yre−ijc (s)

) (A14)

Yre0ij (s) = diag

 mi∑
j=1

(
Yre0ija (s)

)
,

mi∑
j=1

(
Yre0ijb (s)

)
,

×

mi∑
j=1

(
Yre0ijc (s)

) (A15)

Yre+ij (s) = diag

 mi∑
j=1

(
Yre+ija (s)

)
,

mi∑
j=1

(
Yre+ijb (s)

)
,

×

mi∑
j=1

(
Yre+ijc (s)

) (A16)

 igiTa(s+)
igiTb(s+)
igiTc(s+)

 = Yre−ij
(
s+

)  upccia(s)
upccib(s)
upccic(s)


+ Yre0ij

(
s+

)  upccia(s+)
upccib(s+)
upccic(s+)

 (A17)

Yre−ij
(
s+

)
= diag

 m1∑
j=1

(
Yre−ija

(
s+

))
,

m1∑
j=1

(
Yre−ijb

(
s+

))
,

×

m1∑
j=1

(
Yre−ijb

(
s+

)) (A18)

Yre0ij
(
s+

)
= diag

 m1∑
j=1

(
Yre0ija

(
s+

))
,

m1∑
j=1

(
Yre0ijb

(
s+

))
,

×

m1∑
j=1

(
Yre0ijc

(
s+

)) (A19)

The relationship between the current response at
frequency s and the disturbance voltage at frequen-
cies s−, s, and s+ can be obtained as shown in
equations (A13).
The relationship between the current response at frequency

s+ and the disturbance voltage at frequencies s and s+ can be
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obtained as shown in equations (A17).

Defining,S =
1
3

 1 1 1
1 α α2

1 α2 α

 , S−1
=

 1 1 1
1 α2 α

1 α α2


(A20) igiT0(s−)

igiT1(s−)
igiT2(s−)

 = Y012
re0i

(
s−

)  upcci0(s−)
upcci1(s−)
upcci2(s−)


+ Y012

re+i
(
s−

)  upcci0(s)
upcci1(s)
upcci2(s)

 (A21)

In equation (22), define Y012
re0i

(
s−

)
= SY re0ij

(
s−

)
S−1 and

Y012
re+i

(
s−

)
= SY re+ij

(
s−

)
S−1. igiT0(s)

igiT0(s)
igiT0(s)


= Y012

re−i (s)

 upcci0(s−)
upcci1(s−)
upcci2(s−)

 + Y012
re0i (s)

 upcci0(s)
upcci1(s)
upcci2(s)


+ Y012

re+i (s)

 upcci0(s+)
upcci1(s+)
upcci2(s+)

 (A22)

In equation (22), define the Y012
re−i (s) = SY re−ij (s)S−1,

Y012
re0i (s) = SY re0ij (s)S−1 and Y012

re+i (s) = SY re+ij (s)S−1. igiT0(s+)
igiT1(s+)
igiT2(s+)

 = Y012
re−i

(
s+

)  upcci0(s)
upcci1(s)
upcci2(s)


+ Y012

re0i
(
s+

)  upcci0(s+)
upcci1(s+)
upcci2(s+)

 (A23)

Inequation (23), define the Y012
re−i

(
s+

)
= SY re−ij

(
s+

)
S−1

and Y012
re0i

(
s+

)
= SY re0ij

(
s+

)
S−1.

B. PARAMETERS OF THE INVESTIGATED SYSTEM
See Tables 6–9.

C. VERIFICATION CASE OF ASYMMETRIC SYSTEM
The node of the verification case of studied asymmetrical
system is also five. And the energy storage inverters are
located at node 4, 5. Node 1 and node 3 are each connected to
three single-phase inverters for phases A, B, and C. Node 5 is
connected to six inverters for phases A, B, and C. Node 2 is
only connected to three single-phase inverters for phase C,
while node 4 is only connected to three single-phase inverters
for phase B.
The Table 10 lists the oscillation modes in case5 when

the three phase SIs all generating the rated power and kpp =

1 p.u.. The Table 11 shows the oscillation modes in case6
when the three phase SIs all generating the rated power and
kpp = 0.55 p.u.. The Table 12 shows the oscillation modes in
case7when the SIs of Phase A connected to node 5 generating

TABLE 6. Parameter of TFESIs.

TABLE 7. Parameter of SIs.

TABLE 8. Parameter of transmission line.

rated power, SIs of phase C generating half rated power and
SIs of phase B generating 1/4 rated power.
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TABLE 9. Length of transmission line.

TABLE 10. Oscillation modes in Case5.

TABLE 11. Oscillation modes in Case6.

TABLE 12. Oscillation modes in Case7.

FIGURE 14. Time domain simulation waveform of the asymmetric system.

Figure 14 shows the total grid-connected currents iga, igb,
igc. The system canmaintain stable from 1 s to 1.5 s, while the
system gradually diverges as the kpp (proportional parameter

FIGURE 15. FFT analysis of ia during 1.5s to 3.5s.

of the SRF-PLL) of SIs connected to node-5 step from 1 p.u.
to 0.55 p.u. at 1.5s. Figure 15 shows the FFT analysis of iga
during divergent state of the system. There are oscillation
components at 30.5Hz, 69.5Hz and 169.5Hz, which aligns
with the oscillation mode 1 shown in the Table 11.

The system oscillation gradually converges when the gen-
erated power of SIs connected to phase C decrease to half
rated power and the generated power of SIs connected to
phase B decrease to 1/4 rated power, which is consistent with
the oscillation modes shown in TABLE 12.
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