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ABSTRACT The dung beetle optimization (DBO) algorithm is one of newly excellent swarm intelligent
algorithm while its exploration capability is still insufficient. For this, a multi-strategy DBO algorithm
(GODBO) by utilizing the optimal value in the current population directed shift and the opposition-based
learning (OBL) is proposed. In GODBO, the OBL is used to increase the likelihood of finding a better
solution in the early stage of the algorithm so that the algorithm can find the optimal solution faster.
Meanwhile, the current optimal value (Gbest) is used to guide the solution to search a new solution later in the
algorithm, and the improved algorithm will be searched near a better solution at the later stage to get a better
solution. Therefore, both are used to enhance exploration capabilities. 29 famous mathematical benchmark
functions as test objects are applied to evaluate the abilities of the GODBO algorithm, and the experimental
results demonstrate that GODBOperforms better in the light of convergence speed and convergence accuracy
in comparison with other competitors. Furthermore, two constrained engineering optimization problems are
employed in GODBO to validate the effectiveness to solve practice problems, and the experiment results
show that it can make tools to tackling them.

INDEX TERMS Dung beetle optimization algorithm, opposition-based learning, Gbest, engineering opti-
mization, CEC2017.

I. INTRODUCTION
All the time, optimization issues have always been the
central point and difficulty of research, but complex optimiza-
tion issues are hard to be used on top of some traditional
mathematical problems. Therefore, in recent times, swarm
intelligence (SI) algorithms have been extensive used due to
their easy implementation and simple framework. The design
of swarm intelligence algorithms is a study of the biologi-
cal swarm behavior phenomena in nature. For instance, the
particle swarm algorithm (PSO) with group collaboration as
inspiration [1], the harris hawk algorithm(HHO) that imitates
harris hawk predation [2], the dragonfly algorithm(DA) based
on the daily activities of dragonflies [3], and the dung beetle
optimization algorithm(DBO) based on the ball rolling, egg
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laying, foraging and stealing behavior of dung beetles [4] and
so on.

Unfortunately, SI algorithms also have their drawbacks.
Most SI algorithms have a series of demerits such as slower
convergence speed and lower convergence accuracy at the
early stage, which makes it difficult to be well applied in
other fields. Based on these problems, scholars have pro-
posed targeted improvements to the SI algorithm to propose a
number of optimization algorithms [5], [6] so that algorithm
performance can be effectively enhanced.

Nowadays, after a long period of research on SI algorithms,
the capability of a large number of SI algorithms has been
greatly improved, thus making the algorithms of SI play an
important role in practical problems. The PSO and artificial
bee swarm algorithms (ABC), in turn, have been proposed
as earlier algorithms, and scholars have applied them to
address a large number of practical problems such as hybrid
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multi-objective algorithm for blocking pipeline scheduling
problem [7], software workload estimation problem on the
basis of PSO [8], application of PSO in water-cooled unit
control [9] and so on.

The dung beetle algorithm in this paper, however, as a
newly proposed algorithm, suffers from the problems that
all SI algorithms have in the early stages of establishment,
and its convergence speed and accuracy still have a possi-
bility for improvement. In view of some problems existing
in dung beetle algorithm, some scholars have made some
improvements to it and applied it in the following aspects,
such as dung beetle optimization algorithm based on adap-
tive t-distribution [10], air-quality prediction based on the
arima-cnn-lstm combination model optimized by dung beetle
optimizer [11] and so on. However, compared with other
algorithms, the dung beetle algorithm still has some short-
comings. For this, inspired by the GBest in current population
enhancing the performance of ABC algorithm [12] and the
PSO algorithm based on opposition-based learning [13],
a multi-strategy DBO (GODBO) algorithm is proposed.
These two strategies are used in the early and later stages of
the DBO algorithm, respectively to enhance the convergence
accuracy and accelerate the convergence speed.

The organized structure is listed as follows. Section II of
the paper first introduces the original dung beetle algorithm
with a detailed explanation of the process and some algorithm
will be used at the later stage. Then in Section III the
principle of optimal value guided and opposition-based learn-
ing and how to combine these strategies with the dung
beetle algorithm are explained. Section IV is an experi-
mental comparison of the improved dung beetle algorithm
with other algorithms in various aspects, so as to explore
the strengths and weakness of the improved dung beetle
algorithm. Section V is an engineering application of the
improved dung beetle algorithm, clearly demonstrating that
the dung beetle algorithm can also work well in practical
applications. Finally, the article gives a discussion and anal-
ysis in Section VI and conclusion in Section VII.

II. RELATED WORK
A. DUNG BEETLE OPTIMIZATION ALGORITHM
In nature, dung beetles roll dung into balls and then roll them
up so that they move as fast as possible as a way to prevent
competition from other dung beetles. This paper calls such
dung beetles rolling balls. The dung beetle will navigate the
direction of movement by the light in the environment, mak-
ing the dung ball move in as straight a line as possible. The
updated description of the dung beetle’s position is defined
when pushing the dung ball as the following Eq.(1).

Xn+1
i

= Xni + a · b · Xn−1
i + B · 1x

1x = |Xni − Xw| (1)

where Xn
i represents the position information of the i-th

generation of dung beetles after the n-th iteration, and b is
a random number of [0, 0.2] which represents the defect

coefficient. B represents a constant taking values from [1, 0],
and the value of a is assigned −1 or 1 which represents the
various effects in nature. It is used to simulate the intensity
variation of light, and Xw is the global worst position.

Furthermore, dung beetles are unable to discern the direc-
tion of their movement when there is no light in the
surrounding environment or when the road is rough, in which
case they will climb up the dung ball and dance, which is
used to determine the direction of their next movement. The
formula for the dung beetle’s dance to update its position is
presented as the following Eq.(2).

Xn+1
i = Xni + tanβ|Xni − Xn−1

i |

0 ≤ β ≤ π (2)

where |Xni -X
n−1
i | is the distance between the i-th generation at

the n-th iteration position and the (n-1)-th iteration position.
In nature, dung beetles roll their dung balls to a safe place to

hide them as a place to reproduce their offspring. Meanwhile,
it is crucial for dung beetles to select a suitable location in
a pile of dung balls for oviposition. Therefore, the formula
for determining the boundaries of spawning is defined as the
following Eq.(3).

LB1 = max(X r · (1 − T ),LB)

UB1 = min(X r · (1 + T ),UB) (3)

where X r is the current local optimal site, and LB1 and UB1
are used to determine the size of the spawning area, where LB
and UB are the upper and lower bounds of the optimization
issues. And T=1-n/Nmax where Nmax is the maximum quan-
tity of iterations.

After the boundaries of the dung beetle spawning area are
determined, females will only lay eggs in the area determined
by the above formula, and only one egg will be laid per
generation. When the spawning area changes, the female
dung beetle can clearly sense the change in the boundary
and therefore dynamically adjust her spawning location. The
formula for the selection of egg-laying locations in dung
beetles is as the following Eq.(4).

Xn+1
i = X r + B1 · (Xni − LB1) + B2 · (Xni − UB1) (4)

where Xni represents the site of the i-th generation after the
n-th iteration, B1 and B2 are two random matrices of 1•Dim,
and the Dim is the dimensional size of the algorithm.
Dung beetles crawl out of the soil as adults in search

of food, and are referred as newborn dung beetles. We set
up foraging zones to guide dung beetles in their foraging,
simulating dung beetles foraging in their natural environment.
The foraging boundaries are determined by the following
Eq.(5)

LB2 = max(X−
· (1 − T ),LB)

UB2 = min(X−
· (1 + T ),UB) (5)

where X− is the global optimal position, and LB2 andUB2 are
used to determine the upper and lower boundaries of the dung
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beetle’s search area for food. T has the same meaning as the
boundary selection strategy of dung beetles when laying eggs.

After the dung beetle’s foraging area is determined, the
dung beetle will determine its foraging location based on the
boundaries of the foraging area and thus the location update
formula is listed as the following Eq.(6).

Xn+1
i = Xni + K1 · (Xni − LB2) + K2 · (Xni − UB2) (6)

where Xni is the position of the i-th generation of small
dung beetles at the n-th iteration, and K1 is a number obey-
ing gaussian distribution, and K2 represent a set belonging
to [0, 1].

In addition, there are thieves in dung beetle colonies that
steal the dung balls of other dung beetles, which are called
thieving dung beetles. From the previous equation, it is clear
that Xs is the best place to get food. Therefore, it is assumed
that X s is the most suitable place to contend. Therefore, the
updated description of the location of the thieves is deter-
mined as the following Eq.(7).

Xn+1
i = X s + P · f · (|Xni − X r | + |Xni − X−

|) (7)

where Xni is the position of the i-th burglar at the t-th iteration,
and f is a stochastic set obeying a normal distribution with
size 1•Dim, and P is denoted as a constant value

B. HARRIS HAWK OPTIMIZATION
Harris hawk optimization (HHO) [2] is one of swarm intel-
ligence optimization algorithms proposed by Ali Asghar
Heidari and his colleagues in 2019 based on harris hawk’s
hunting processes. The algorithm divided its hunting pro-
cesses into two parts: global search and local development.
The global search was defined as follow.

X(t+1) =


Xrand (t) − r1|Xrand (t) − 2r2X (t)|q ≥ 0.5
(Xrabbit (t) − Xm(t)) − r3(LB+ r4(UB− LB))
q<0.5

(8)

where X(t + 1)is the position vector of hawks in the next
iteration t , Xrabbit (t) is the position of rabbit, X (t) is the
current position vector of hawks, r1, r2, r3, r4, and q are
random numbers inside (0,1), which are updated in each
iteration, LB and UB show the upper and lower bounds of
variables, Xrand (t)is a randomly selected hawk from the
current population, and Xm is the average position of the
current population of hawks.
The local development was divided into four parts, soft

besiege, hard besiege, soft besiege with progressive rapid
dives and hard besiege with progressive rapid dives. When
the escaping energy |E| < 1, the local development was
performed. The four-part formulas for local development are
presented as follows.
(1) Soft besiege

X (t + 1) = 1X (t) − E|JXrabbit (t) − X (t)|
1X (t) = Xrabbit (t) − X (t) (9)

where j is a random number of [1] and [2].

(2) Hard besiege

X (t + 1) = Xrabbit (t) − E|1X (t)| (10)

(3) Soft besiege with progressive rapid dives

Y = Xrabbit (t) − E|JXrabbit (t) − X (t)| (11)

(4) Hard besiege with progressive rapid dives

Y = Xrabbit (t) − E|JXrabbit (t) − Xm(t)|

Xm(t) =
1
N

N∑
i=1

Xi(t) (12)

where Xi(t) indicates the location of each hawk in iteration t
and N denotes the total number of hawks

C. WHALE OPTIMIZATION ALGORITHM
Whale optimization Algorithm(WOA) [14] is a humpback
whale special hunting method model algorithm, it abstracts
the three behaviors of encircling prey, bubble-net attacking,
and search for prey in the hunting process. The algorithm
obtains the global optimal solution by updating the position of
the whale. WOA is widely used in many fields because of its
simple mechanism, few parameters and strong optimization
abilities [15], [16]. The three-part formula as are described as
follows.

(1) Encircling prey

D = |C · X∗(t) − X (t)|

X (t + 1) = X∗(t) − A · D

A = 2a · r − a

C = 2r (13)

where t indicates the current iteration, A and C are coeffi-
cient vectors, X∗ is the position vector of the best solution
obtained so far,X is the position vector, a is linearly decreased
from 2 to 0 over the course of iterations, and r is a random
vector in [1, 0].

(2) Bubble-net attacking

X (t + 1) = D′
· ebl · cos(2π l) + X∗(t)

D′
= |X∗(t) − X (t)| (14)

where b is a constant for defining the shape of the logarithmic
spiral, and l is a random number in [−1,1].

(3) Search for prey

D
′′

= |C · Xrand − X |

X (t + 1) = Xrand − A · D (15)

where Xrand is a random position vector chosen from the
current population.

D. BUTTERFLY OPTIMIZATION ALGORITHM
Butterfly Optimization Algorithm(BOA) [17] is an algorithm
that simulates the foraging and mating behavior of butterflies
and solves the global optimization problem. It is mainly
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divided into global search and local search, and its location
update formula is presented as follows.

(1) Global search

x t+1
i = x ti + (r2 • g∗

− x ti ) • fi (16)

where x ti is the solution vector xi for i-th butterfly in iteration
number t . Here, g∗ represents the current best solution found
among all the solutions in current iteration. Fragrance of i-th
butterfly is represented by fi and r is a random number in [0,
1].

(2) Local search

x t+1
i = x ti + (r2 • x tj − x tk ) • fi (17)

where x tj and x
t
k are j-th and k-th butterflies from the solution

space

E. SEAGULL OPTIMIZATION ALGORITHM
Seagulls are social animals that migrate with the seasons.
During themigration, theywill change their direction towards
the best position that makes them likely to collide dur-
ing migration and sometimes the gulls will attack prey by
spiraling. Seagull optimization algorithm (SOA) [18] is an
algorithm inspired by the migration and attacks of seagulls.
The migration (exploration) and attacking (exploitation) for-
mula are described as follows. (1) Migration

Cs = A · Ps(x)

A = fc − (x · (fc/Maxiteration))

Ms = B · (Pbs(x) − Ps(x))

B = 2A2 · rd

Ds = |Cs +Ms| (18)

where Cs represents the position of search agent which does
not collide with other search agent, Ps represents the current
position, x is the current iteration, fc which goes from 2 to 0
is to control changes in A, Maxiteration is the max number
of iterations, Ms is the best position, Pbs is the current best
position, Ps is the current position, r is a random of [1, 0] and
Ds is the new position.
(2) Attacking

x ′
= r · cos(k)

y′ = r · sin(k)

z′ = r · k

r = u · ekv

Ps(x) = (Ds · x ′
· y′ · z′) + Pbs(x) (19)

where r is the radius of each turn of the spiral, k is a random
number in range [0 ≤ k ≤ 2π ]. u and v are constants to define
the spiral shape, Ps(x)save the best solution and updates the
position of others search agent.

III. THE IMPROVED DUNG BEETLE ALGORITHM
A. OPPOSITION-BASED LEARNING DESIGN IN GODBO
As well known that exploration is an important part in any
algorithm, it is a major indicator of the performance of the

DBO algorithm. Therefore, in order to improve the perfor-
mance of the DBO algorithm, opposition-based learning is
introduced into the algorithm. The opposition-based learning
has been used in some algorithm [19] and its opposite solution
is defined as follows.

x t = m+ n− x (20)

where x is a random value in [m, n], and xt is the opposite
number. In the high dimensional problems, the above formula
can be extended as follows.

x tj = lb+ ub− xj (21)

where xj is the number of n-dimensional vector, and
lband ubare the boundaries of DBO algorithm, and x tj is the
number of opposite vector.

In the Eq (1) and Eq (2), the algorithm update position
by previous position, that find the time to get the better
solution will be longer. The opposition-based learning is used
to obtain the opposite vector, then renew the position as the
following Eq.(22).

xn+1
i =

{
xn+1
i x tj ≥ xn+1

i

x tj x
t
j < xn+1

i
(22)

B. THE ROLE OF OPTIMAL VALUE IN GODBO
Meanwhile, in the Eq. (6), the generation of candidate solu-
tions is affected by two random numbers (K1 and K2), which
makes the probability of producing better and worse can-
didate solutions equal. In the particle swarm optimization
algorithm, each particle changes its speed and position as
it moves according to the optimal value it finds and the
nowadays global best value of the swarm, and inspired by the
motion of the PSO, its idea that each particle is influenced
by the optimal value during its motion is applied to the ABC,
resulting in an improved artificial bee swarm algorithm with
improved performance.

Inspired by the improved artificial bee colony algorithm,
this paper introduces the current optimal value to guide the
production of candidate solutions. The newly formulate is
presented as the following Eq.(23).

Xn+1
i = Xni + K1 • (Xni − LB1) + K2 • (Xni − UB2)

+ λ(X r − Xni ) (23)

where λ is a random value in [0, M ], and M is a number
greater than zero. X r is the current optimal value and Xni
represents the place information of the i-th generation of dung
beetles after the n-th iteration. Their difference represents the
direction of the current position and the optimal position,
while λ is used to control the amount of influence received by
the optimal value so that the probability of producing better
will be larger. As the value of M increases from 0, the new
position is influenced by the current optimal position and
thus the mining ability is enhanced, but if the value of C
is too large, the new solution is influenced by the optimal
solution toomuch and thus themining ability of the algorithm
is reduced.

98808 VOLUME 11, 2023



W. Zilong, S. Peng: GODBO Algorithm for Optimizing Constrained Engineering Problems

C. GODBO ALGORITHM DESCRIPTION
The performing process of the GODBO algorithm is
described as the following Algorithm 1.

Algorithm 1 GODBO algorithm
Input parameters:maximum quantity of iterations Nmax ,

population size Pop;
Result: theoptimal site X r and its adaptation value fb;

1. Set the population, max iteration and so on;
2. while the current frequency of iterations is less

than Nmax do
3. for from the first population to pop do
4. if Rolling dung beetle then
5. Define the random quantity δ;
6. if random value δ is less than 0.9 then
7. Generate α for Eq. (1)
8. Updating the dung beetle position using

Eq. (1).
9. else
10. Updating the dung beetle position by using

Eq. (2).
11. end if
12. Acquire the opposite dung beetle position.
13. Update the dung beetle position by using

Eq. (22).
14. end if
15. if female dung beetle then
16. Updating the dung beetle position by using

Eq. (4).
17. end if
18. if newborn dung beetle then
19. Updating the dung beetle position by using

Eq. (23).
20. end if
21. if thief dung beetle then
22. Updating the dung beetle position by using

Eq. (7).
23. end if
24. end for
25. if the new location is better then
26. Updating.
27. end if
28. the number of iterations plus one.
29. end while
30. return theoptimal site X r and its adaptation

value fb

IV. EXPERIMENT
A. RELATED PARAMETER AND TEST FUNCTION
CEC2017 functions are employed in the original dung beetle
algorithm and a large number of other optimization algo-
rithms are utilized to test how good the algorithm is, hence
they are also used to be as test the algorithms in this paper.
Since the second function of CEC2017 has been removed,
this paper uses the remaining 29 functions for testing. The

dimension (Dim) of the experiments is set to 10, the initial
population size (Pop) is 30, the peak value of iterations is set
to 500 and 30 runs are performed on each test function.

B. EXPERIMENTAL METHODS
1) COMPARISON OF PARAMETER VALUES
Optimal movement is where the dung beetle is influenced
by the current optimal value during its movement, updating
the position of the dung beetle, which λ is used to deter-
mine the magnitude of the influence of the optimal position
during the movement of the dung beetle. To determine the
effect of λ on the algorithm, function 1 (Shifted and Rotated
Bent Cigar Function) from cec2017 [20] is used for compar-
ison in this paper. This paper compares the Minimum(Min),
Maximum(Max), Average(Avg) and Variance(Var) to evalu-
ation the algorithm advantages and disadvantages. The Dim
is set as 10 and the initial Pop is set as 30 to determine the
effect of λ on the GODBO, and the experimental results are
recorded in Table 1.

TABLE 1. Comparison of parameters.

From the Table 1, it is clear that the performance of
GODBO is better when the value of λ is taken as 1.25, hence
this paper sets its value as 1.25 for subsequent experiments.

2) COMPARISON OF DIFFERENT DIMENSIONS
To test another initialization parameter (Dim) of the
algorithm, this paper uses some test functions of cec2017 for
testing. The Pop was set to 30, and the Dimensions are 10,
30, 50 and 100. The detailed results are shown in Table 2.
Through the table 2, it is well known that GODBO can also

be applied to higher dimensional problems.

3) ACCURACY TESTING
In this section, the algorithm is evaluated by maximum
value, minimum value, mean value and variance. To test
the accuracy of algorithm, many algorithms are used which
contains DBO algorithm, HHO algorithm, WOA algorithm,
SOA algorithm and BOA algorithm. The analysis results of
various algorithms on test function are shown in Table 3.

From the above data, the GODBO algorithm is a bit better
than all the algorithms tested in all respects of some functions.
However, the GODBO algorithm does not perform so well on
some functions, indicating that GODBO is still inadequate in
some aspects and needs further improvement.

In the comparison between GODBO algorithm and DBO
algorithm, from the mean value, 24 GODBO algorithms are
slightly better than the original algorithm, 2 are equal to
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TABLE 2. Dimension analysis.

the original algorithm, and 3 are a bit worse than the DBO.
And in variance, there are 21 slightly better than the original
algorithm and 8 a bit worse than the DBO.

4) CONVERGENT ANALYSIS
Fig. 1 displays the results of the above six algorithms on the
test functions of 29 of CEC2017 benchmark functions.

From the above images, the GODBO algorithm has a faster
convergence than the others in some cases, which means that
it can find the same optimal value with the least number of
iterations. Unfortunately, GODBO is worse than DBO at f17
and f25, indicating that GODBO has a slow convergence and
will be attracted to the local optimal solution, thus not finding
the optimal solution quickly.

5) FRIEDMAN TEST
To reflect differences between multiple samples, the Fried-
man [21] test is used. The average ranking is an indicator

TABLE 3. Accuracy test.
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TABLE 3. (Continued.) Accuracy test. TABLE 3. (Continued.) Accuracy test.

TABLE 4. Average ranking.

to access the differences in the samples. The smaller the
average ranking is, the larger the differences between the
examples are. For algorithms, the less the mean differ-
ence, the more significantly different the designed algorithm
is from the algorithm involved. That means the designed
algorithm is better. The following algorithms with compar-
ison are tested by the Friedman and their rankings are listed
in Table 4.

From Table 4 we can see that it shows that the GODBO
algorithm has the smallest average ranking in compari-
son with other competitors, which is an indication that the
GODBO algorithm is completely different from others.

V. ENGINEERING APPLICATIONS
A. PRESSURE VESSL DESIGN ISSUES
Pressure vessels are designed to reduce the cost of ves-
sel fabrication, which is controlled by four parameters
(s1,s2,s3,s4) and four constraints (g1,g2,g3,g4) during the
calculation of the cost and it can be presented as the
following Eq.(24).

min f (s) = 0.6224s1s3s4 + 1.7781s2s33 + 3.1661s21s4
+ 19.84s21s3

s.t. g1 = −s1 + 0.0193s3 ≤ 0,

g2 = −s2 + 0.00954s3 ≤ 0,

g3 = −πs23s4 −
4
3
πs33 + 1296000 ≤ 0,

g4 = s4 − 240 ≤ 0

VOLUME 11, 2023 98811
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FIGURE 1. Convergence analysis.
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FIGURE 1. (Continued.) Convergence analysis.
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FIGURE 1. (Continued.) Convergence analysis.
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FIGURE 1. (Continued.) Convergence analysis.

0 ≤ s1, s2 ≤ 99,

0 ≤ s3, s4 ≤ 200. (24)

The GODBO algorithm was compared with DBO and
other optimization algorithms, such as HHO, WOA, DA [3].
Through the data in Table 5, the GODBO has smaller
manufacturing cost and is more suitable compared to other
algorithms. Therefore, GODBO can be optimal cost when it
addresses such problems.

B. WELDED BEAM DESIGN ISSUES
The welded beam design problem is to reduce the cost in
the welding beam design process. The welded beam prob-
lem has four parameters (s1,s2,s3,s4) and seven constraints
condition(y1,y2,y3,y4,y5,y6,y7).The formula for constraint
and manufacturing costs is as the following Eq.(25).

cos tf (s) = 1.1047s21s2 + 0.04811s3s4(14.0 + s2)

s.t. y1(s) = τ (s) − 13600 ≤ 0,

y2(s) = σ (s) − 30000 ≤ 0,

y3(s) = δ(s) − 0.25 ≤ 0,

y4 = s1 − s4 ≤ 0,

y5 = p− pc ≤ 0,

y6 = 0.125 − s1 ≤ 0,

y7 = 1.10471s21 + 0.04811s3s4(14.0 + s2) − 5.0 ≤ 0,

0.1 ≤ s1, s4 ≤ 2.0,

0.1 ≤ s2, s3 ≤ 10.0 (25)

Among them

τ =

√
τ1 + 2τ1τ2(

s2
2r

) + τ 22 , τ1 =
pd

s1s2
√
2
,

m = pd (i+
s2
2
), j = 2{

√
2 s1s2[

s22
12

+

(
s1 + s3

2

)2

]},

r =

√
s22
4

+

(
s1 + s3

2

)2

, σ =
6pd i

s4s23
, δ =

6pd i3

ns23s4
,

pc =
4.013n

√
s23s

6
4

36

i2
(1 −

s3
2i

√
n
4m

),

m = 12 × 106, n = 30 × 106,

pd = 6000 lb, i = 14 in, τ2 =
mr
j

.

Nowadays, many scholars have applied the algorithms to the
welded volume problem. The detailed results of the experi-
ment are recorded in Table 6. It can be seen form Table 6 that
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TABLE 5. Pressure vessel design issues.

TABLE 6. Welded beam problem.

GODBO has achieved better result than other algorithms, and
hence it can be better applied.

VI. DISCUSSION AND ANALYSIS
Through the above experiments, this paper explores differ-
ent GBest impact factors and finds the most suitable GBest
impact factor. In addition, this paper also compares GODBO
with other algorithms in different dimensions to explore
the performance of GODBO algorithm at higher latitude.
In this paper, we use 29 test functions of cec2017 to com-
pare GODBO with other algorithms and thus explore the
exploitation and exploration capabilities of GODBO. Finally,
Friedman tests are used to compare GODBOwith other algo-
rithms, and GODBO is applied to some simple engineering
problems.

From the above experimental results, it can be seen that
GODBO still achieves better results compared to DBO as
the dimensionality becomes larger, and surface GODBO can
also achieve better results when facing problems of higher
dimensionality. In addition, it is clear that the exploration
capability of GODBO was significantly enhanced in certain
test functions. The GODBO introduces the Gbest guided and
opposite-based Learning to enhance the exploration power
of GODBO by making it stronger in certain subpopulations.
In this paper, Friedman tests are performed, showing that
GODBO has significant differences with other compared
algorithms. Finally, in simple physical problems, GODBO
can achieve better results compared to other algorithms, indi-
cating that GODBO has better practical value.

However, from the images of GODBO we clearly see that
in the early stage of the algorithm, the convergence speed of
GODBO in some test functions is not significantly improved
compared to the DBO algorithm, which indicates that the
exploitation ability of GODBO is still insufficient, making
the algorithm cannot converge quickly. In addition, in some
cases, the stability of GODBO is not so ideal, making the
algorithm may achieve poor results with a smaller number
of experiments. Therefore, how to improve the exploitation

capacity and stability of the algorithm and apply it to practical
problems will be the next goal.

VII. CONCLUSION
Based on Opposite-Based Learning and the current optimal
value(GBest) guided dung beetle algorithm, an enhanced
DBO algorithm called GODBO is proposed. In GODBO,
the Opposite-Based Learning and the current optimal value
is employed to enhance exploration as soon as possible.
The 29 test functions of CEC2017 are employed and the
results indicate that GODBO has improved in convergence
accuracy and convergence speed. Meanwhile, the design of
the GODBO is better than other algorithms as illustrated
by the Friedman test. In addition, the GODBO algorithm is
successfully applied to two constrained engineering design
problems, which verifies the practicality of the GODBO
algorithm. However, there are still some shortcomings in the
GODBO algorithm, how to make the algorithm be better will
be the future work.
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