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ABSTRACT Millimeter-wave (mmWave) massive multiple-input-multiple-output (mMIMO) is reported
as a key enabler in fifth-generation communication and beyond. It is customary to use a lens antenna
array to transform a mmWave mMIMO channel into a beamspace where the channel exhibits sparsity. This
beamspace transformation is equivalent to performing a Fourier transformation of the channel. Still, a Fourier
transformation is not necessarily optimal for many reasons. For example, it can cause a power leakage
problem. Accordingly, this paper proposes using a learned sparsifying dictionary as the transformation
operator leading to another beamspace for channel representation. Since a dictionary is obtained by training
over actual channel measurements in an end-to-end manner, this transformation is shown to yield two
immediate advantages. First is enhancing channel sparsity, thereby leading to more efficient pilot reduction.
Second is improving the channel representation quality, thus reducing the underlying power leakage
phenomenon. Consequently, this allows for improved channel estimation and facilitates beam selection
in mmWave mMIMO. In addition, a learned dictionary is used as the channel estimation operator for the
same reasons. Extensive simulations under various operating scenarios and environments validate the added
benefits of using learned dictionaries in improving the channel estimation quality and beam selectivity, thus
improving spectral efficiency.

INDEX TERMS Beamspace channel, channel estimation, channel representation, dictionary learning, lens
antenna array, massive MIMO, millimeter-wave.

I. INTRODUCTION
Massive multiple-input-multiple-output (mMIMO) is widely
considered a key enabler for wireless communication in the
era of the fifth generation and beyond. This is because of its
ability to improve the system data rate [1]. Especially, when
it operates at millimeter-wave (mmWave) frequencies, it has
crucial importance. This allows for increased data rates due
to the higher spectral efficiency [2] and wider bandwidth [3].

The associate editor coordinating the review of this manuscript and

approving it for publication was Mauro Fadda .

However, the main challenge with mmWave mMIMO is the
hardware and power requirements.

Beamforming techniques are used to reduce power con-
sumption and cost by suppressing the co-channel interference
and improving the signal-to-noise ratio (SNR) at the receiver
end [4]. These techniques can be divided into three cate-
gories; analog, digital, and hybrid. Analog beamforming is
cost and power-effective but only supports one data stream at
a time [5]. On the other hand, digital precoding uses a radio
frequency (RF) chain per antenna element and thus requires
high power consumption, complexity, and cost. Therefore,
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a hybrid precoding technique has been introduced as a com-
promise to both settings [6].

Hybrid precoding connects hundreds of antennas to a small
number of RF chains through analog phase shifters [7].
However, the design of precoding matrices is usually based
on channel state information (CSI) [7], and it is difficult
to obtain CSI in mmWave mMIMO due to large num-
bers of antennas [8] and RF chains [9]. Thus, developing
low-complexity channel estimation techniques is crucial for
the mmWave mMIMO system operation. On the other hand,
mMIMO channels show strongly directional propagation
with low dimensionality properties at mmWave frequencies.
This motivates a beamspace representation [10] where chan-
nel sparsity can be exposed. The channel sparsity can be
exploitedwith the advent of compressive sensing (CS), allow-
ing for reduced channel training and feedback overheads.

A. RELATED WORKS AND MOTIVATION
CS-based channel estimation algorithms exploit angle
domain sparsity of mmWave mMIMO channels [11], [12],
[13]. CS allows for sub-Nyquist sampling by enabling sparse
signal recovery at a sampling rate below the Nyquist rate.
However, these algorithms are designed with high-resolution
phase shifters for hybrid precoding systems. Still, a phase
shifter network can be replaced by a lens antenna array
(LAA) [14] to further reduce the hardware cost and power
consumption. Hence, an LAA is widely used to expose a
beamspace channel representation in mmWave mMIMO.
Therefore, the dimension of a mmWave mMIMO channel
can be reduced by beam selection over the sparse beamspace
channel [15], [16].

A promising channel estimation technique for the case of
using an LAA is sparsity mask detection [17]. In this setting,
the beams of large power are determined initially. Then, the
dimension of the beamspace channel is reduced, and it is
estimated in this reduced dimension. However, scanning over
all the beams is a time-consuming process. Another algorithm
to reduce the number of antennas is the support detection
(SD) algorithm for sparse coding. This algorithm divides the
channel estimation problem into a series of subproblems,
each of which only considers one channel path compo-
nent [18]. To this end, this multitude of beamspace channel
estimation algorithms models the impact of the LAA by a
discrete Fourier transform (DFT) matrix. DFT discretizes the
continuous angular channel parameter space into a finite set
of predefined spatial angles. This set covers the whole angular
beam range and emphasizes sparsity. Thus, the performance
of these algorithms largely depends on how accurately this
discretization can model the true sparsity of the channel, i.e.,
it depends on the representation power of this sparsifying
basis/transform.

Despite achieving state-of-the-art performance inmmWave
mMIMO channel estimation, a DFT sparsifying basis is
known to have several inherent shortcomings. Specifi-
cally, the actual angles of departure (AoDs) of paths are

FIGURE 1. The concept of power leakage in LAAs.

continuously distributed since the spatial sampling points of
the LAA are not finite and fixed in practice. Therefore, the
AoD of a path will not necessarily match the spatial sample
points of the LAA [19] modeled by DFT, as illustrated in
Fig. 1. Consequently, the power of a beam will leak onto
multiple beams in the beamspace (off-grid problem) [14].
This power leakage effect is serious even for the simplest
cases and incurs obvious SNR losses [16]. References [20],
[21], [22], [23], [24], [25], and [26] estimate a beamspace
channel using a machine learning framework to improve
estimation quality. However, these works do not address the
sparsity of the representation. Therefore, their performance
improvement is limited.

The problem of obtaining an efficient sparsifying trans-
form is studied in the context of signal representation. It has
been shown that one can use a redundant (over-complete)
DFT basis aiming at a finer discretization of the channel
signal space. A redundant dictionary is tailored for LAA to
mitigate the power leakage caused by the continuous angles
of multipath components in [27]. Nonetheless, there are cer-
tain limits to the redundancy of this basis, as it substantially
increases the computational cost. Besides, high redundancy
creates the side effect of more similarity between the columns
of the basismatrix, thereby degrading the representation qual-
ity. Therefore, recent research necessities a limited degree of
redundancy on the sparsifying basis, while trying to tackle the
off-grid effects. Although [17], [28], [29], and [30] use mod-
erate degrees of redundancy, their computational complexity
is still prohibitively large.

Rather than expanding the quantity of discretized points,
recent literature calls for developing new beamspace transfor-
mation operators to combat off-grid effects. Such operators
are not restricted to having the DFT character. For exam-
ple, the Fourier domain is shown to overlook the Dirichlet
structure inherent in mmWave channels [31]. Thus, the
authors proposed using a set of Dirichlet kernels to serve
as a sparsifying dictionary. Besides, the DFT is shown to
be sub-optimal as a sparsifying transform [32]. Thus, the
authors proposed using a Karhunen-Loève transform (a.k.a.
principal component analysis) as a data-dependent optimal
basis. Alternatively, enhanced and more general dictionaries
are anticipated to offer a better alternative to DFT bases [10].
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A dictionary that is generated by a finer-grained point further
improves the approximation of the continuous points and also
the estimation quality [33]. In this context, dictionary learning
offers dictionaries with enhanced sparsity and representation
quality leading to lowering the severity of power leakage,
more efficient pilot reduction, and improved channel estima-
tion quality.

B. CONTRIBUTIONS
In view of the above discussion, a preliminary version of
this work [34] showing the advantage of using a learned
dictionary for channel estimation in mmWave mMIMO is
extended. This paper proposes algorithms for beamspace
channel representation and estimation based on sparse coding
over a learned dictionary. This paper presents the following
contributions.

• As opposed to standard beamspace channel sparsifica-
tion, such as using the DFT to represent LAA operation,
a learned dictionary enhances the channel sparsity. This
leads to a further reduction in hardware, cost, and power
consumption. Besides, this allows for easier beam selec-
tion at the receiver end. Along with this line, using a
learned dictionary obtained by training over previous
channel observations is proposed as the channel sparsi-
fying transform operator.

• The success of channel estimation not only depends on
the sparsity of the channel, but also depends on how this
sparsity can be exposed and utilized. Along with this
line, the usage of a different learned dictionary is also
proposed as the channel estimation operator. Such a dic-
tionary is obtained by training over example precoding
matrix realizations.

Extensive simulations in various operating scenarios and
environments validate that using learned dictionaries for
beamspace channel sparsification and estimation improves
the channel estimation quality and enhances the beam selec-
tivity by improving the spectral efficiency. Therefore, the
paper introduces the concept of learned dictionaries for chan-
nel representation and estimation, offering valuable insights
into the field of mmWave mMIMO. By demonstrating their
benefits through simulations, it presents novel contributions
that advance this area. These ideas contribute to enhancing
sparsity, resulting in reduced power leakage and improved
spectral efficiency.

C. ORGANIZATION AND NOTATION
This paper is organized as follows. Section II revises the
preliminaries and presents the system model. The proposed
algorithms for channel representation and estimation are
detailed in Section III. Section IV presents experiments con-
ducted to evaluate the performance of the proposed algorithm,
and challenges and future work are discussed in Section V.
Finally, the paper is concluded in Section VI.
Plain-faced letters demonstrate scalars. Bold-faced lower-

case and bold-faced upper-case letters represent vectors and

FIGURE 2. Antenna array configuration in mMIMO; (a) conventional and
(b) with an LAA controlled by sparse coding beam selection [18].

matrices, respectively. In a matrix X , the symbol X i repre-
sents its ith column. Similarly, xi is the ith element in a vector
x. The conjugate transpose symbol is denoted by †. IK is the
K ×K identity matrix. The ∥.∥2, ∥.∥0, and tr symbols signify
the 2-norm, the number of nonzero elements in a vector, and
the trace operation, respectively.

II. PRELIMINARIES AND SYSTEM MODEL
A. SYSTEM MODEL
This paper considers a mmWave mMIMO system running in
time division duplexing (TDD). The base station (BS) uses N
antennas with NRF RF chains to serve K single-antenna users
(UEs) [35], [36], [37]. In this subsection, the downlink (DL)
model is considered to explain the main rationality of the
mmWave m-MIMO, while, Section III considers the uplink
(UL) model for channel estimation, which is a transposition
of the DL model according to the TDD channel reciprocity.

1) TRADITIONAL mmWave mMIMO
Figure 2 (a) shows a conventional mmWave mMIMO setting.
The K × 1 received signal vector yDL of all K UEs in the DL
for the conventional MIMO systems in the spatial domain can
be presented as

yDL = H†Ps+ n, (1)

where the DL channel matrix is denoted by H†
∈ CK×N ,

H = [h1,h2, · · · ,hK ] is the UL channel matrix according to
the channel reciprocity [12], hk of size N × 1 is the channel
between the kth UE and the BS, s of size K × 1 is the data
signal vector for all K UE with normalized power E(ss†) =

IK , P ∼ N ×K is the precoding matrix. This matrix satisfies
the total transmit power constraint ρ as tr(PP†) ≤ ρ. Finally,
n ∼ CN (0, σ 2

DLIK ) is theK×1 additive white Gaussian noise
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vector, where σ 2
DL is the DL noise power. Figure 2 (a) shows

that the number of RF chains needed in conventional MIMO
systems is equal to the number of antennas. i.e., NRF = N ,
which is mostly large for mmWave mMIMO systems, e.g.,
NRF = N = 256 [8].

Two channel models are used in this paper; the Saleh-
Valenzuela (SV) and the geometry-based stochastic channel
model (GSCM). Despite their similarity, the SV model is
primitive and widely used in mmWave channel modeling,
whereas the GSCM better reflects the operation of antenna
arrays and can form the benchmark for mMIMO channel
modeling, as a more advanced model [38]. Therefore, we opt
to use both channel models to represent mmWave mMIMO.

2) THE SALEH-VALENZUELA CHANNEL MODEL
The SV channel model is customarily used to model
mmWave channels as it accounts for their low-rank nature.
According to this model, the channel is expressed as fol-
lows [7], [39]

hk =

√
N

L + 1

L∑
i=0

β
(i)
k a

(
ψ

(i)
k

)
=

√
N

L + 1

L∑
i=0

ci, (2)

where the line-of-sight (LoS) component of the kth UE is
c0 = β

(0)
k a(ψ (0)

k ). Also, β(0)k represents the complex gain
and ψ (0)

k denotes the spatial direction. The non-LoS (NLoS)
component of the kth UE is ci = β

(i)
k a(ψ

(i)
k ) for 1 ≤ i ≤ L

and the total number of NLoS components, denoted by L,
is usually obtained by channel measurement [40]. Besides,
a(ψ) is the N × 1 array steering vector. For a typical linear
array with N antennas, the steering vector can be represented
as follows [41].

a(θ ) =
1

√
N
[1, e−j2πψi(θ ), . . . , e−j2πψi(θ )(N − 1)]†, (3)

where the direction of physical propagation is denoted by θ
and the spatial direction is defined as ψi ≜ di

λ
sin(θ) [39],

λ denotes the wavelength, and di represents the antenna spac-
ing in the ith column and it is usually λ/2 for a linear antenna
array.

3) GEOMETRY-BASED STOCHASTIC CHANNEL MODEL
TheGSCM is also used as it is a more realistic channel model.
For this model, the DL channel vector is considered from the
BS to the kth UE. This can be represented as [42]

hk =

Nc∑
i=1

Ns∑
l=1

β
(i,l)
k a(θk (i,l)), (4)

where the complex gain of the lth scattering cluster is denoted
by β i,l , the number of scattering clusters is denoted by Nc,
and the number of sub-paths per scattering cluster is denoted
by Ns. The symbol θ i,l denotes the angle-of-arrival/ angle-of-
departure (AoA/AoD) of the lth subpath in the ith scattering
cluster. The steering vector a(θ (i,l)) represents the normalized
array response at the UE.

FIGURE 3. The GSCM concept [43]. In this configuration, local scatterers
are centered around the UE and far scatterers are far away from both UE
and BS.

For scattering, the principles of GSCM are adopted as
in Fig. 3. In this figure, far scatterers represent mountains,
high-rise buildings, etc. Also, they determine the locations
of the dominant scattering clusters for a specific cell and are
common to all UEs irrespective of UEs’ position. We assume
that these are far away from the BS. Thus, the subpaths
associated with a specific scattering cluster will be concen-
trated in a small range, i.e., having a small angular spread.
While modeling the scattering effects that are UE-location
dependent (e.g., the ground reflection close to the UE or
some moving physical scatterers near the UE), we assume
the UE is far from the BS. Thus, subpaths associated with the
UE-location-dependent scattering cluster also have a small
angular spread. Since the BS is far away and is commonly
assumed to be mounted at a height, the number of scattering
clusters contributing to the channel responses is limited, i.e.,
Nc is small.

4) MmWave mMIMO CHANNELS IN THE BEAMSPACE
Transforming the conventional channel [9] to a beamspace
representation can be done conveniently using an LAA [39],
as demonstrated in Fig. 2 (b). Particularly, a well-designed
LAA plays the role of a spatial DFT matrix U that comprises
the array steering vectors of N orthogonal directions (beams)
covering the entire angle space. This matrix can be repre-
sented as [39]

U = [a(ψ̄1), a(ψ̄2), · · · , a(ψ̄N )]†, (5)

where ψ̄n =
1
N (n−

N+1
2 ) for n = 1, 2, . . . ,N are previously

defined spatial directions by LAA. Then, the system model
of mmWave mMIMO with an LAA can be represented by

ỹDL = H†U†BPrs+ n = H̃
†
BPrs+ n, (6)

where the received DL signal in the beamspace is ỹDL, H̃
†

=

H†U†
= (UH)† represents the DL beamspace channel

matrix, in which N columns being N orthogonal beams, B
of size N ×K form the selecting matrix whose entries belong
to {0, 1}. As an example, when the nth beam is selected by
the kth UE, the element of B at the nth row and the kth
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column would be one. After that, Pr of size K × K is the
dimension-reduced digital precoding matrix.

It should be noted that under the limited number of dom-
inant scatters in the mmWave prorogation environments [8],
a beamspace channel H̃

†
(or evenly H̃) has a sparse struc-

ture [35], [39]. Consequently, it is obvious from Fig. 2 (b) that
a small number of beams can be selected to decrease the effec-
tive channel dimension, without causing an evident wastage
in the performance. Moreover, a small number of RF chains
is needed since a small-size digital precoder Pr is needed.
However, in practice, obtaining a beamspace channel in a
large size with a limited number of RF chains is challenging.
Specifically, the channel dimension is large while the number
of RF chains is limited, and the signals on all antennas cannot
be sampled simultaneously. Therefore, it can be advantageous
to obtain sparser representation of a signal for both channel
representation and estimation.

B. DICTIONARY LEARNING FOR SPARSE RECOVERY
A signal r ∈ CN is said to have a sparse representation in
9 if it can be approximated as r ≈ 9w, where 9 ∈ CN×K

and w ∈ CK denote a sparsifying transform operator and a
sparse coding coefficient vector composed mainly of zeros,
respectively. For a given r and 9, w can be obtained through
the following sparse recovery process.

argmin
w

∥w∥0 s.t. ∥r− 9w∥
2
2 < ϵ, (7)

where ϵ is an error tolerance.
It is noted that the problem in (7) is NP-hard as one has

to solve for the positions and magnitudes of the nonzero
elements in w. Still, there are two main approaches to
approximately solve this problem [44]. The first approach
is the family of greedy pursuit algorithms that offer efficient
approximate solutions by iteratively minimizing the number
of nonzeros in w. This is known as the matching pursuit
(MP) algorithm. Second is the ℓ1-relaxation approach that
relax ℓ0 to the ℓ1 norm. This relaxation offers a loose bound
on sparsity but achieves a significant reduction in compu-
tational cost. These are known as basis pursuit algorithms.
The orthogonal MP (OMP) [45] is a widely used benchmark
sparse representation technique of the MP algorithms.

A sparsifying dictionary represents the transformation
matrix to a domain in which the signal of interest is sparse.
To this end, there are two main families of dictionaries.
First is mathematically-defined basis functions, such as the
DFT and discrete-cosine transform matrix. These are easy to
prepare. However, they may not necessarily transform into
the domain that exhibits signal sparsity. Second is learned
dictionaries. A learned dictionary, especially if redundant,
promotes sparsity, enhances the representation quality, and
is locally adaptive to the signals of interest. In essence, this
dictionary is composed of prototype signals as its columns.
These signals are rich in structure as compared to fixed basis
vectors.

In a learned dictionary, one learns a dictionary by training
over a set of example training signals R ∈ CN×M through a
machine learning procedure referred to as dictionary learn-
ing, described as follows.

argmin
W,D

∥W i∥0 s.t. ∥Ri − DW i∥
2
2 < ϵ ∀ i, (8)

where D ∈ CN×K denotes a learned dictionary.
The K-singular value decomposition (K-SVD) algorithm

[46] is one of the widely used algorithms for a dictionary
learning process. In this algorithm, first, the parameter 3i
of nonzero elements of the ith row of W is determined for
each dictionary atom Di. Then, a partial residual matrix is
calculated, and its columns are restricted to the active set of
signals that use the ith atom for their sparse approximation.
Finally, the atom Di and the coefficients W i

3i
are updated

using the solution of the best rank-one approximation of
the matrix, which can be calculated using its singular value
decomposition. More explanation can be found in [44].

III. LEARNED DICTIONARIES FOR BEAMSPACE CHANNEL
REPRESENTATION AND ESTIMATION
A. THE PROPOSED DICTIONARY LEARNING ALGORITHM
FOR BEAMSPACE CHANNEL REPRESENTATION
The AoDs in an mMIMO system are distributed continuously
in the angular domain. However, modeling the lens operator
with a DFT basis limits the angular spread to include specific
sample points. Thus, an AoD of a specific propagation path
should not necessarily bematched by the given sample points.
This causes the power of a path to leak onto multiple beams in
the beamspace channel [39], as known as power leakage [16].
For a single-UE single-path scenario, when a uniform linear
array (ULA) is used, the worst power leakage is [16]

ηULA = 1 −
1

2
∑N/2

i=1
sin2(π/2N )

sin2((2i−1)π/2N )

. (9)

With the system models considered in this paper, the worst
power leakage is around 0.60, according to (9), which is quite
high.

Power leakage can be viewed as an imperfection in the
sparse representation obtained with a given sparsifying basis.
Thus, we compare the quality of a sparse representation over
a DFT basis F ∈ CN×N to that over a learned dictionary D ∈

CN×K , where K > N . In this setting, the signal of interest
is a (mmWave mMIMO) beamspace channel h ∈ CN . Here,
we compare these representations with a sparsity level s.
First, an exact representation of h over F can be obtained

using the whole N basis functions (columns) in F, as follows.

h = F1a1 + F2a2 + · · · + FNaN , (10)

where a1 through aN signify the representation coefficients
of h with respect to F. Note that these are obtained by per-
forming an inner product between h and F. Then, an s-sparse
representation of h over F can be obtained by selecting the
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most dominant s coefficients. Let us assume that they happen
to be the first s coefficients, as follows.

ĥF = F1a1 + F2a2 + · · · + Fsas. (11)

Second, with respect to D, an s-sparse representation of h
is

ĥD = D1b1 + D2b2 + · · · + Dsbs. (12)

Let us assume that the first s atoms (columns) of D are
selected, with the corresponding coefficients b1 through bs.
Each dictionary atom is a prototype signal that is

rich in structure, as shown in the motivating example of
Section III-B. Thus, one can assume that it can be expanded
spanning many DFT basis functions. Therefore, it can be
written as:

D1 = F1c1 + F2c2 + · · · + FK cK . (13)

where K is the number of DFT columns required to represent
the dictionary atomD1 with coefficients c1 through cK . Also,
the atomsD2 throughDs can be expanded usingK+1 through
K + s− 1 columns from F .
Now, (12) can be rewritten as follows.

ĥD = (F1c1 + · · · + FK cK )b1 + . . .

+ (F1d1 + · · · + FKdK )bs. (14)

(14) is evident that using the same sparsity level, the sparse
representation of h over D is s-sparse, in terms of sparsity.
On the other hand, it is richer in terms of the structure as
it is equivalent to using many columns from F [47]. Said
conversely, one can obtain a sparser representation over D
with almost the same representation quality.

In view of the above-mentioned motivation, this paper
proposes a learned dictionary-based algorithm for channel
representation. This algorithm consists of training and testing
stages. In the training stage, a set of UL channel realizations
is obtained to learn a dictionary. Here note that a set of
channel realizations can be obtained by classical channel esti-
mation algorithms in the literature [48]. In these techniques,
a training signal is sent from the receiver, and its response is
observed at the transmitter end.1 It is noted that this process
will be done periodically (for example, every night) by the BS
to learn any far scatterer changes2 in the environment. After a
set of channel realizations is obtained, a dictionary is trained
over this set, and the learned dictionary (DH ) is obtained.

The dictionary learning (training stage) for the channel
representation algorithm begins by using a set of channel

1Based on the channel reciprocity, training signal also can be sent by
the transmitter and observed at the receiver, but in that case, the channel
information should be shared with the transmitter as well since the dictionary
learning will be done at the transmitter.

2Channel measurements of the signals reflected from the same far scat-
terers contain signals with similar incident angles [49], [50]. In fact, local
scattering changes do not affect the representation of the dictionary. This is
because machine learning algorithms (e.g., a dictionary learning algorithm)
are powerful for denoising [51] and so they reduce the effect of local
scatterers.

FIGURE 4. The diagram of the proposed dictionary learning-based
algorithm to convert the channel to beamspace channel.

information as a dictionary initialization. Then, a training set
is further tuned to the dictionary. Here note that this part
is a sparse coding process where one calculates the sparse
coding coefficient vectors of the given training data based on
the current dictionary estimate. In other words, the algorithm
implicitly approximates the solution to the ℓ0-constrained
least-squares problem. The main principle behind this iter-
ative algorithm is to use the residual error from the previous
iteration to successfully approximate the position of nonzero
entries and estimate their values. More details of this part can
be found in [52] and [53].

In the testing stage, a CS algorithm is applied with the
learned dictionary (DH ) and UL channel (HUL)3 to generate a
beamspace channel (H). Here note that the UL channel only
represents the environment (without the effect of the LAA
and dictionary learning). This environment can be learned
with classical channel estimation algorithms [55]. Then,
a beamspace channel can be created based on the learned
environment and a CS algorithm. The block diagrams of the
training and testing stages are represented in Fig. 4. However,
implementing sparse coding over a dictionary requires a par-
ticular type of LAA that synthesizes the sparse coding over
the dictionary atoms. For this purpose, one can employ a set
of classical LAAs. In this setting, the aggregate effect of the
composite LAAs can translate to the intended sparse coding
over the dictionary. This setting is motivated by the idea
that a dictionary atom can be expanded in terms of several
DFT basis vectors. Therefore, the dictionary, as a whole, can
be cast as a composition of multiple DFT transformations
of different orientations. Thus, dictionary learning can be
configured with the traditional function of beam selection.

Analogous to the way a dictionary selectively chooses spe-
cific basis vectors (called atoms) to represent such a signal,
one can use a phase shifter network to selectively choose
certain phase shifters to create a specific beam. In other
words, beam selection attained by controlling the switches
in this network mimics atom selection in a given dictio-
nary based on the atom’s similarity to the signal of interest.
Several phase shifter networks can be combined to realize
dictionary learning. In these networks, some phase shifters
are turned off to realize ‘‘unselect’’ [56] and set some phase
shifters to shift the phase 0 degree to realize ‘‘select’’ in beam
selection. Besides that, the adaptive selecting network [18]

3The channel between the receiver and transmitter can be measured at the
UL training mode in mmWave mMIMO TDD systems [54].
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FIGURE 5. Realizing dictionary learning-based beamforming: (a) selecting a certain atom in a learned dictionary of a specific direction can be
achieved by (b) selecting multiple basis functions each belonging to a certain DFT basis of a specific general directionality. Correspondingly, (c)
achieving certain narrow beamforming can be realized in practice by (d) aggregating the multiple LAAs.

can be directly utilized to design an analog precoder for
data transmission, which can further improve performance.
One possible way is to extend the simple conjugate analog
precoder [57] to scenarios where only one-bit phase shifters
are used.

The realization of the proposed algorithm with a phase
shifter network for channel representation is illustrated in
Fig. 5. In this figure, a phase shifter network is obtained
with one-bit phase shifters as in [18] and a certain atom in a
learned dictionary of a specific direction is selected thanks to
the selection of multiple basis functions, each belonging to a
certain DFT basis of a specific general directionality. There-
fore, certain narrow beamforming with a learned dictionary
can be realized in practice by aggregating the multiple LAAs.
Thus, the proposed algorithm necessitates the aggregation of
multiple LAAs to achieve specific narrow beamforming using
a learned dictionary. This indicates that for the application
of the proposed algorithm, there should be the presence and
coordination of multiple LAAs.

B. THE PROPOSED DICTIONARY LEARNING ALGORITHM
FOR BEAMSPACE CHANNEL ESTIMATION
For the channel estimation, the pilot transmission strategy
used in [18], [58], and [59] is applied. All of the UEs trans-
mit pilot sequences to the BS over Q instants to estimate
the beamspace channel in the UL of TDD systems. Besides
that, the beamspace channel remains unchanged within such
channel coherence time as in [60], Q instants are divided into
M blocks, and each block consists ofK instants such asMK 2.
For the mth block, � pilot matrix with a size of K × K is
used.

For the mth block, we define �m of size K × K as the
pilot matrix, which contains K mutually orthogonal pilot
sequences transmitted by K UEs over K instants [60], [61].
To normalize the UL pilot power to unit, we apply �m�H

m =

IK and �H
m�m = IK . Afterward, based on the channel

reciprocity in TDD systems [12], the received UL signal
matrix can be represented as

Ỹ
UL
m =UH�m+Nm=H̃�m+Nm, (15)

where m = 1, 2, . . . ,M and Nm is the N ×K noise matrix in
the mth block, whose entries are independent and identically
distributed (i.i.d.) complex Gaussian random variables with
zero mean and σ 2

UL variance, which is also the UL noise
power. Since the UL pilot power is normalized to 1, UL SNR
is 1/σ 2

UL .
During the pilot transmission, the BS employs a combiner

Wm of size K ×N to combine the received UL signal matrix
YUL
m (15). Afterward, Sm of size K × K is obtained in the

baseband sampled by NRF = K RF chains as follows.

Sm = WmỸ
UL
m = WmH̃�m +WmNm. (16)

Then, by multiplying the known pilot matrix �H
m on the

right side of (16) the K × K measurement matrix Zm of the
beamspace channel H̃ is obtained by

Zm = Sm�H
m = WmH̃ + Neff

m , (17)

whereNeff
m is the effective noise matrix. Afterward, we obtain

an Q× 1 measurement vector z̃k for h̃k4 as follows.

z̄k =


z1,k
z2,k
...

zM ,k

 =


W1
W2
...

WM

 h̃k +


neff1,k
neff2,k
...

neffM ,k

 1
= W̄ h̃k + n̄k ,

(18)

where zm,k , h̃k , and neff1,k are the kth column ofZm, H̃ , andNeff
m

in (17), respectively. z̄k , W̄ , and n̄k are of size Q× 1, Q×N ,
and Q × 1, respectively. The target is to reliably reconstruct
h̃k based on zk with the number of pilot symbols Q as low as
possible. On the other hand, if we directly utilize the selecting
network technique [36], [58] to design W̄ (or equivalently
Wm for m = 1, 2, . . . ,M ), each row of W̄ will have one
and only one nonzero element. Therefore, to guarantee that
the measurement vector z̄k contains the complete information
of the beamspace channel h̃k , the number of pilot symbols
Q must be larger than N , which is still high in mmWave

4Here, we focus on estimating the beamspace channel h̃k of the kth UE
without loss of generality, and a similar method can be directly applied to
other UEs to obtain the complete beamspace channel H̃k .
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mMIMO systems. Therefore, we used the adaptive selecting
network [18] for mmWave mMIMO systems with LAA,
where the selecting network with switches is replaced by
one-bit phase shifters. During the data transmission, the adap-
tive selecting network is configured to realize the traditional
function of beam selection. Moreover, during the beamspace
channel estimation, this adaptive selecting network is adap-
tively used as an analog combiner Wm to combine the UL
signals. Here note that h̃k is a sparse vector, as the number
of dominant scatterers in the mmWave prorogation environ-
ments is limited [35]. Thus, by utilizing the adaptive selecting
network, z̄k (18) has the complete information of h̃k even if
Q < N . Afterward, (18) can be formulated as a typical sparse
signal recovery problem [62]. Our next goal is to design the
analog combiner W̄ . In CS, to achieve satisfying recovery
accuracy, W̄ is designed to make the mutual coherence

µ
1
= max

i̸=j

∣∣∣w̄Hi w̄j∣∣∣ (19)

as small as possible, where w̄i is the ith column of W̄ . There
are already somematrices that enjoy smallµ, such as the i.i.d.
Gaussian random matrix and Bernoulli random matrix [62].
In this paper, we select the Bernoulli random matrix as the
combiner w̄, i.e., each element of w̄ is randomly selected
from 1

√
Q

{−1,+1} with equal probability. This is because all
elements of w̄ share the same normalized amplitude, which
phase shifters can realize and the resolution of phase shifter
can be only 1 bit since we only need to shift the phase by
0 or π . After w̄ designed by the adaptive selecting network,
(18) can be solved by the classical CS algorithms, such as
OMP and SD, using the DFT basis. However, a DFT basis
is essentially a mathematically defined basis function where
its basis vectors are defined to quantize the directions in the
vector space uniformly. Thus, it is a generic basis, and the
success of its representation directly depends on the extent to
which a given signal is aligned to the (fixed) basis functions
that span the directionality in the vector space. Conversely,
a learned dictionary has learned vectors as its columns. These
vectors are trainable parameters over a comprehensive set of
example signals in a machine learning operation referred to
as the dictionary learning/training process. Therefore, each
dictionary vector forms a prototype signal, and it is thus com-
monly referred to as an atom. Hence, dictionary atoms are
obtained by learning over training data rather than uniformly
sampling the space based on a certain criterion. This learning
enjoys the generalization properties of machine learning, i.e.,
a learned dictionary is expected to work well with new and
unforeseen data points. Therefore, this inherent data-fitting
property empowers dictionaries to better represent signals of
the same class of its training set more sparsely and compactly,
as opposed to generic bases like the DFT. In essence, signals
of any type may belong to a specific subspace and may
not necessarily be spread all over the vector space. There-
fore, a custom-made basis like the dictionary is tailored to
best-fit data of a certain type, for example, images, channel

FIGURE 6. The diagram of the proposed dictionary learning-based
algorithm for channel estimation.

responses, or beams. Accordingly, a dictionary learning-
based algorithm is proposed for channel estimation.

A block diagram of the proposed channel estimation
through a learned dictionary is represented in Fig. 6. This
algorithm has training and testing stages as in the previous
algorithm. In the training stage, a training set of DFT-based
precoding matrices is generated. Afterward, a dictionary is
trained over this set, and a learned dictionary is created for
channel estimation.

C. COMPRESSIVE SENSING FOR BEAMSPACE CHANNEL
ESTIMATION AND REPRESENTATION
Let r ∈ Cn denote a vector signal. The notion of CS con-
siders obtaining a compressed measurement rc = 8r where
8 ∈ Cm×n is a measurement/sensing matrix, with m < n,
rather than measuring every element in s. Clearly, an n-to-m
dimensionality reduction is made possible by this undersam-
pling operation. It is noted that CS is only applicable to
compressible signals, those being sparse explicitly or have a
sparse representation in a certain domain [63]. Since s is not
necessarily sparse in its own shape, its sparse representation
is typically obtained using a sparsifying transform/basis (9);
either a fixed basis or a redundant (overcomplete) learned
dictionary (D). In this context, for the case of a learned
dictionary, the signal can be approximated as r = Dw, where
w is a sparse coding coefficient vector having only s ≪ n
nonzero elements. Obtaining w from yc can be formulated as
follows.

argmin
w

∥w∥0 s.t. sc = 8r = 8Dw. (20)

The inverse problem in (20) is inherently ill-posed. Still,
the sparsity of the solution lends itself as an efficient regu-
larizer to this problem under mild conditions. In this regard,
the restricted isometry property (RIP) [64] of 8 assures a
unique solution with high probability. In addition, a num-
ber of compressed measurements m being at least equal to
(cs log n/m) for some small constant c > 0 assures exact
recovery according to the robust uncertainty principle [64].
Technically, a variety of sparse recovery techniques can be
applied to obtain w given rc, 8, and D. To this end, the fun-
damental intuition behind CS is measuring only the nonzero
elements in w. Hence, it resembles a compressed measure-
ment of the original signal. Finally, the original signal can be
reconstructed as r̂ = Dw.
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Algorithm 1 Beamspace Channel Representation and Esti-
mation
Input: UL channel HUL , channel sparsity sc, precoding

sparsity sp, a learned dictionary DH for channel repre-
sentation and DU for channel estimation.

Output: A channel impulse response estimate ĤU .
1: Solve: we = argmin

w
∥HUL − DHw∥

2
2 s.t. ∥w∥0 < sc

2: Obtain a beamspace channel:
H = DHwe

3: Send the signal through the H .
4: Obtain Y in the receiver.
5: Solve: wu = argmin

w
∥Y − DUw∥

2
2 s.t. ∥w∥0 < sp

6: Obtain a channel estimate:
Ĥ = DUwu

The CS algorithm represents the testing stage (run-time
operation) for both the proposed channel representation and
estimation algorithms. Along with this line, the CS algorithm
is applied with the learned dictionary (DH ) and UL channel
(HUL) for the case of channel representation and with the
learned dictionary (DU ) and received signal (y) for the case
of channel estimation. The overall testing steps for both
channel representation and estimation are given in Algorithm
1. In this stage, a sparse coding vector is obtained according
to the UL channel and the learned dictionary of channel
representation (Step 1 of Algorithm 1). Then, the beamspace
channel is obtained according to this sparse coding vec-
tor and the learned dictionary of the channel representation
(Step 2 of Algorithm 1). Afterward, the signal is sent through
this beamspace channel, and the signal is received by the
receiver (Steps 3 and 4 of Algorithm 1). Finally, the channel
is estimated according to the learned dictionary of channel
estimation and received signal (Steps 5 and 6 of Algorithm 1).
Also, the antenna array configuration in mMIMO when
the proposed dictionary learning algorithm is used for only
channel representation, only channel estimation, and both
channel representation and estimation are represented in
Figs. 7 (a), (b), and (c), respectively.

D. DISCUSSION ON COMPUTATIONAL COMPLEXITY
The computational complexity of the proposed algorithms
mainly depends on sparse coding and dictionary learning.
Let us consider the naive OMP algorithm as an example of
sparse coding, where it is working on sparse coding of a
signal x ∈ CN over a given dictionary D ∈ CN×K . Its
computational complexity at the kth iteration isO(NK+Ks+
Ks2 + s3) [65]. With sparsity s, the overall complexity of the
OMP algorithm isO(NKs+Ns2+Ns3+s4). Note that sparse
coding is used both during the training and testing stages. The
K-SVD [46] algorithm can be considered an example of the
dictionary learning process. The total complexity of K-SVD
working on a training set X ∈ CN×L , with sparsity s and
Num iterations is O(Num(s2 + N )KL) [66]. Therefore, the
complexity of the OMP algorithm for sparse coding and the

FIGURE 7. Antenna array configuration in mMIMO when (a) a channel
representation is made by a learned dictionary, (b) a sparse coding beam
selection controlled by a learned dictionary, and (c) a channel
representation and a sparse coding beam selection made by learned
dictionaries.

K-SVD algorithm for dictionary learning depends on factors
such as signal dimensionality, dictionary size, sparsity level,
and the number of iterations. On the other hand, for the case
of computational complexity, the dictionary learning process
is performed only during the training stage and not during
the testing stage. Therefore, the computational complexity
associated with dictionary learning is not a concern during
the run-time operation of the proposed algorithm.

IV. SIMULATIONS AND RESULTS
A. PARAMETER SETTING
This paper considers a mmWave mMIMO system with N =

256 antennas and NRF = 16 RF chains. This system simul-
taneously serves 16 UEs at the receiver end. Two different
channel models are used, and the proposed algorithm is tested
in both models. These channel models are SV and GSCM.
Here note that all the channel samples used for training and
testing datasets are generated uniquely using SV and GSCM
channel models with the following parameters, as in [67].

With the SV channel model, similar to the experimental
setup in [67], the kth UE spatial channel is obtained as a
composition of one LoS component and two NLoS compo-
nents. These are set to have β(0)k ∼ CN (0, 1) and β(i)k ∼

CN (0, 10−0.5) for i = 1, 2; 3. ψ (0)
k and ψ (i)

k follow the i.i.d.
uniform distribution within ψ ∈ [−0.5, 0.5].
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FIGURE 8. Beamspace sampling: a dictionary beam corresponds to a
composite of DFT-modeled beams.

For simulating the GSCM, the experimental setup used
in [42] is used. This setup considers a system made up of
a single urban cell with a radius of 1200 meters, with the
BS at its center. The DL channel is generated according to
the GSCM principles [43] with coefficients provided by the
spatial channel model [68]. Also, the azimuth angle θ ranges
between −π/2 and π/2. As for the scattering environment,
the cell has seven fixed-location scattering clusters. The dis-
tance between each cluster and the BS is selected randomly
in ranges between 300meters and 800meters. Four scattering
clusters are used for each channel modeling; one is at the UE
location, and the remaining three clusters are the closest to
the UE from the previously mentioned seven scattering clus-
ters. The UE location is spanned consistently to be between
500 meters and 1200 meters. Under the GSCM guidelines,
each scattering cluster has 20 effective propagation subpaths
with a 4-degree angular spread.

For dictionary learning, we use a training set of
10000 training vectors using the K-SVD algorithm [46] with
50 iterations, and a sparsity level of 16. Also, the OMP
algorithm [45] is used as a sparse approximation algorithm.
All the experiments are made with 5000 trials. Also, it is
assumed that the true values of the channel realizations are
known by the transmitter in the dictionary learning stage for
the sake of simplicity.

B. PERFORMANCE EVALUATION
Due to the power leakage and the many nonzero elements,
a beamspace channel is not ideally sparse [69]. Therefore,
using a better sparsifying transformation allows for revealing
the sparsity of the channel in a better fashion. We propose
the use of a learned dictionary as a better alternative. Such
a learned dictionary is trained in a data-driven manner over
example channel realizations and is thus better able to expose
intrinsic sparsity patterns of channel responses. This suggests
that sparse representation with a learned dictionary is sparser

FIGURE 9. Magnitudes of beamspace channel coefficients obtained with
(a) the DFT and (b) a learned dictionary for a multiple-UEs multiple-paths
scenario.

than that with a DFT basis. As an empirical investigation of
this proposition, Fig. 8 quantifies howmanyDFT columns are
required to represent each atom in a given learned dictionary.
It is seen that on many occasions, a single dictionary atom
would require a large number of DFT columns to be repre-
sented. This shows that such an atom in a prototype signal
with a rich structure as many DFT columns are required in
its representation. This result hints at the added benefit of
dictionary atoms in achieving high-quality yet much sparser
transformation. This is further illustrated in Fig. 9. This figure
shows the magnitudes of beamspace channel coefficients
obtained by the DFT resembling the space defined by using
an LAA and a learned dictionary for multiple-UEs multiple-
path scenarios. In both cases, the dictionary is obtained by
training it over a set of channel realizations. Any standard
dictionary learning algorithm can be used for this purpose,
such as the K-SVD algorithm used in this paper. Besides,
the dictionary size is 96 × 256. Also, the SV channel model
is used where it has four multiple-path components and is
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FIGURE 10. Magnitudes of beamspace channel coefficients obtained with
(a) the DFT and (b) a learned dictionary for a single-UE multiple-path
scenario.

generated according to the specification presented in
Section IV. It can be seen from Fig. 9 that DFT magnitudes
exhibit side lobes around the nonzero elements, which are the
smaller shapes just next to the main shapes. Besides them,
even far elements from the main lobes are nonzero. On the
other, far elements from the main lobes are zero, and there
are no side lobes in the dictionary learning-based algorithm.
These are evident beamspace sparsity is enhanced in the
space defined by the dictionary. On the contrary, one that was
created with dictionary learning does not have such a thing.
This is further illustrated in Fig. 10, where analyses are made
for a single UE. The figure clearly shows that the DFT-based
channel has side lobes, and the dictionary learning-based
channel is more sparse. The improved sparsification obtained
with the learned dictionary is expected to improve the channel
estimation quality.

The channel estimation performance is evaluated in terms
of the normalized mean-square error (NMSE) quality metric.
Then, the sum-rate performance is considered a secondary

FIGURE 11. ULA NMSE performance comparison versus SNR with the SV
channel model.

quality metric. In this text, we compare the following algo-
rithms.

• OMP with DFT : OMP channel estimation when DFT
bases are used for channel representation and estimation

• SD with DFT : SD algorithm ( [18], [67] where
OMP-based estimation is followed by a least-squares
update exploiting the structure of mmWave mMIMO
channels in beamspace) when DFT bases are used for
channel representation and estimation

• Scenario 1: OMP channel estimation when a DFT basis
and a learned dictionary are used for channel represen-
tation and estimation, respectively

• DL with SD: SD algorithm when a DFT basis and a
learned dictionary are used for channel representation
and estimation, respectively

• Scenario 2: OMP channel estimation when a learned
dictionary and DFT basis are used for channel represen-
tation and estimation, respectively

• Scenario 3: OMP channel estimation when learned
dictionaries are used for channel representation and esti-
mation

1) THE QUALITY OF CHANNEL ESTIMATION IN TERMS OF
NMSE
The NMSE performance of the aforementioned channel
representation and estimation settings versus SNR is investi-
gated. This experiment is first performed with the SV channel
model and then with the GSCM. A ULA is considered for
both models. The results of these settings are shown in
Figs. 11 and 12, respectively. For SD-based channel esti-
mation, we keep the strongest V = 9 elements for each
channel component and assume that the sparsity level of the
beamspace channel for the OMP-based channel estimation is
equal to V (L + 1) = 16. We also assume that all channel
estimation algorithms use Q = 96, training pilots.
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FIGURE 12. ULA NMSE performance comparison versus SNR values with
the GSCM.

FIGURE 13. ULA NMSE performance comparison against the total number
of instants Q for pilot transmission in SV channel model.

In view of Figs. 11 and 12, it is evident that using
a learned dictionary in the channel estimation improves
the channel estimation quality. This is the case for both
OMP-based reconstruction and the SD algorithm. Also,
using a learned dictionary channel representation fur-
ther improves the performance, especially for high SNR
values.

Next, the previous experiment is repeated with the differ-
ence that SNR is fixed at 10 dB and the number of training
pilots (Q) is varied. The results are depicted in Figs. 13
and 14 for the SV channel model and GSCM, respectively.
In view of these figures, it is shown that for the sameQ, using
learned dictionaries for channel representation and estimation
improves the NMSE performance. Said equivalently, using a
learned dictionary allows for reducing the training overhead
for having the same NMSE performance attained with a DFT
basis.

FIGURE 14. ULA NMSE performance comparison against the total number
of instants Q for pilot transmission in GSCM.

2) THE QUALITY OF CHANNEL ESTIMATION IN TERMS OF
BEAMS SELECTION
The quality of channel estimation is measured in terms of
beam selection. The following scenarios are compared for
this purpose.

• FD: Fully digital zero-forcing (ZF) precoders, included
as a benchmark when a DFT basis (FD with H -beam1)
and a learned dictionary (FD with H -beam2) are used
for channel representations

• IA: Interference-aware (IA) beam selection algorithm
[37] which assumes perfect beamspace channel knowl-
edge when a DFT basis (IA with H -beam1) and a
learned dictionary (IA with H -beam2) are used for
channel representations

• IA with SD: IA fed with a beamspace channel estimate
obtained with SD when DFTs are used for channel rep-
resentation and estimation

• IA with Scenario 1: IA fed with a beamspace channel
estimate obtained with SD when a DFT basis and a
learned dictionary are used for channel representation
and estimation, respectively

• IA with Scenario 3: IA fed with a beamspace channel
estimate obtained with OMP when learned dictionaries
are used for channel representation and estimation

Here, the previously mentioned parameter setting is used.
The results are shown in Fig. 15.
As clearly seen in Fig. 15, fully digital ZF algo-

rithms achieve the best sum-rate. Next, are the IA algo-
rithms with perfect beamspace channel knowledge. In both
cases, dictionary learning-based algorithms are superior to
DFT-based algorithms. This verifies the improvement of
the channel representation quality when a learned dic-
tionary is used. Also, the performance of the proposed
IA with Scenario 3 algorithm is very close to the perfect IAs.
Besides, the IA algorithm fed with the beamspace channel
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FIGURE 15. ULA sum-rate comparison for DFT and dictionary
learning-based algorithms.

FIGURE 16. NULA NMSE performance comparison against different SNR
values for SV channel model.

estimate obtained with a learned dictionary is consistently
better than the case of the SD algorithm.

3) THE QUALITY OF CHANNEL ESTIMATION IN NON-ULA
CASE
All the simulations are also done with a non-ULA (NULA).5

Here, we provide only simulationswith the SV channelmodel
to avoid repetition. For the GSCM, similar behavior in the
graphs is observed. Figures 16, 17, and 18 show that the
behaviors are similar to the case of using a ULA. However,
the advantages of using learned dictionaries aremore strongly
pronounced in the NULA case. This is especially the case
with high SNR values. However, in the low SNR regime, the
improvement is not significant.

5NULA case defines the manufacturing error and evaluates the irregular
array geometries is made by assuming that the antenna spacing is uniformly
distributed within 0.45λ and 0.55λ, where λ is the carrier wavelength.

FIGURE 17. NULA NMSE performance comparison against the total
number of instants Q for pilot transmission for SV channel model.

FIGURE 18. NULA sum-rate comparison for DFT and dictionary
learning-based algorithms.

V. CHALLANGES AND FUTURE WORK
Implementing the proposed algorithms in a practical setting
requires considering various factors beyond the theoreti-
cal model. While the theoretical model allows potential
effectiveness, practical implementation introduces additional
challenges and considerations that should be addressed:

• Hardware Constraints: Practical implementation must
consider the limitations and constraints of the hardware
platform. The proposed algorithm relies on multiple
LAAs being available and coordinated, so it is crucial
to investigate the feasibility of integrating these com-
ponents into a real-world communication system. This
investigation should include factors such as the cost of
phase shifters and power consumption considerations
for optimal decision-making.

• Channel Variations: Real-world wireless channels can
experience variations and uncertainties. To effectively
handle different channel conditions, including changes
in channel sparsity, it is crucial for the algorithm to
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be robust and adaptable. Evaluating the algorithm’s
performance across various channel scenarios becomes
significant to ensure its effectiveness in practical envi-
ronments.

• Computational Complexity: Computational complexity
poses a crucial consideration in practical implemen-
tation. To ensure efficiency, the algorithm should be
designed with suitable computational capabilities and
memory resources in mind. In some cases, optimizations
like simplifications, vectorization techniques, or hard-
ware accelerations can be necessary to achieve real-time
performance. Also, parallel computing techniques, such
as distributed computing, can be used to divide the work-
load among multiple processing units (multiple LAAs).

• Training and Calibration: The proposed algorithm may
require training and calibration procedures for practi-
cal implementation. These procedures involve collecting
and processing training data to learn the dictionary and
other parameters used in the algorithm. It is crucial
that the training process is manageable in terms of
time, resources, and scalability. Additionally, calibra-
tion techniques might be necessary to address hardware
imperfections and achieve accurate beamforming.

To validate the practical feasibility of the proposed
algorithm, comprehensive simulations and experimental
studies that consider the mentioned factors should be con-
ducted. Real-world measurements and performance evalua-
tions are crucial in assessing the algorithm’s effectiveness,
limitations, and potential areas for improvement.

VI. CONCLUSION
This paper proposed the use of learned dictionaries as the
sparsifying transform operators used in creating beamspace
channels in mmWave mMIMO. This corresponded to the
use of composite LAAs that enhance the beamspace sparsity.
This enhancement led to a more efficient pilot reduction
in comparison to the standard case of using LAAs corre-
sponding to fixed basis functions. Dictionary atoms were
shown to possess riches structures compared to DFT basis
functions. A learned dictionary was shown to reduce the
phenomenon of power leakage in mmWave mMIMO due
to the use of such atoms. Similarly, we proposed the use
of a learned dictionary to function as the precoding opera-
tor matrix, meeting the same objective of channel sparsity
enhancement. To realize beamspacemmWavemMIMOhard-
ware by a learned dictionary a set of classical LAAs were
used. Numerical experiments showed that the proposed algo-
rithms lead to improving the quality of channel estimation
and spectral efficiency, as validated in terms so the NMSE
and sum-rate performance measure. It was noted that the per-
formance improvement was especially strong in the cases on
a NULA. Although there is high-performance improvement
using the proposed algorithm, there are several challenges for
the effective usage of the proposed algorithms. This should be
considered in future work.
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