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ABSTRACT In traditional machine learning, the training and testing data are assumed to come from
the same independent and identical distributions. This assumption, however, does not hold up in real-
world applications, as differences between the training and testing data may have different distributions.
Domain adaptation has emerged as a solution that enables the transfer of knowledge between domains
with distinct distributions. In this paper, we primarily utilize domain adaptation in the context of visual
recognition tasks despite its growing application in diverse domains. Earlier studies have mainly aimed
at minimizing the differences in global distributions between the domains and failed to capture the local,
pertinent features crucial for domain alignment. Furthermore, models struggle to perform well and generalize
to target data when outliers or noise exist in the datasets. This work addresses these problems and provides
unique strategies for unsupervised domain adaptation using RDAOT (Robust Deep Adaptation via Optimal
Transport). To capture local information by utilizing LMMD (Local Maximum Mean Discrepancy) to
minimize the divergence of the feature distributions between the domains. We examine label noise robustness
in the source domain and ROT (Robust Optimal Transport) loss to preserve robustness in domain adaptation,
which lessens the cost of transporting source distributions to the target distributions. The significance of
our presented technique was assessed through extensive experiments on six different visual recognition
domain adaptation datasets. The results demonstrate that our method outperforms the current state-of-the-art
techniques, indicating superior performance. Our approach was evaluated against several baselines, and the
results significantly improved average accuracy across various datasets. Specifically, the average accuracy
improved from on the OfficeCaltech10 (91.8% to 96.85%), OfficeHome (67.7% to 68.10%), Office31
(88.17% to 88.92%), IMAGECLEF-DA (87.9% to 90.24%), PACS (69.08% to 85.72%), and VisDA-2017
(80.2 % to 89.43%) datasets, respectively.

INDEX TERMS Domain adaptation, noisy labels, optimal transport, sub-domain adaptation.

I. INTRODUCTION

Recently, deep learning models have been bellowing in
performance in diverse applications. However, it needs a mas-
sive quantity of annotated data for training. Getting labeled
data and labeling is too expensive and time-consuming in
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real-world applications. Also, traditional machine learning
assumes that training and testing come from identical distri-
butions (I.I.D). In real-world cases, these assumptions may
fail because training and testing data may be drawn from
different distributions due to domain shifts. For instance,
domain shifts may occur by different factors like background
clutter, viewpoint, camera quality, environment, dataset bias,
etc. Training the model directly the model in the presence of
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FIGURE 1. Meotivational examples of the proposed approach. a) Before domain adaptation (BDA), b) Global domain adaptation
(GDA), c) Subdomains, d) Subdomain adaptation (SDA), and e) The proposed model(RDAOT) approach.

domain shift may lead to poor performance [1]. To overcome
the above issues lately, domain adaptation approaches [2],
[31, [4], [5] drew researchers’ awareness because of the capa-
bility to handle the absence of annotated data and reduce
divergences between the domains, depending on the data
on the target label’s availability. Domain adaptation divides
categories into three groups: supervised, which implies the
availability of labeled data; semi-supervised, which occurs
when both labeled and unlabeled data are present; and unsu-
pervised, which requires no labeled data.

This paper addresses an unsupervised domain adaptation
scenario, where labeled data are abundant in the source
domains, and unlabeled data in the target domain [3], [6],
[7]. The study delves into the domain of visual recognition
tasks, particularly emphasizing this area. The objective is
to develop a classifier that can be trained using the labeled
data from the source domain and generalize effectively to the
target domain. Previous research has introduced numerous
techniques for domain adaptation [7], [8], [9], [10], [11],
[12], [13]. To reduce the discrepancy between the source and
target domains, most domain adaptation strategies concen-
trate on discovering domain-invariant features [4], [8], [14],
[15], [16]. These methods can be divided into three cate-
gories: 1) Instance-based [93], [94], [94], gain insights into
the significance of labeled data in the source domain through
instance selection and weighting. The approach considers that
certain source instances might not be relevant to the target
domain, even in the shared subspace. To tackle this issue,
it aims to minimize the distribution divergence by adjusting
the weights of source samples or selecting specific landmark
instances. Subsequently, the model learns from those samples
that exhibit more remarkable similarity to the target domain
samples. 2) Feature-based, which learns domain invariant
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features to reduce the distribution discrepancy [4], [8], [15].
3) Adversarial based, which involves training a discriminator
(domain classifier) to discriminate between the source and
target representations, aims to promote domain confusion [9],
[17], [18]. The most existent discrepancy-based unsupervised
domain adaptation (UDA) is Maximum Mean Discrepancy
(MMD) [4], which metric minimizes variations between two
example trials by computing instance mean discrepancies and
Correlation Alignment (CORAL) [14], [19], finds a correla-
tion between domains by utilizing second-order (Covariance)
statistics of various distributions are intended to match one
another. In contrast to JAN [21], which utilizes JMMD loss
to minimize discrepancy across the domains, ADDA [20]
recognizes domain loss by computing discriminator and
feature extractor in GANs model. HOMM [16] to capture
relevant information more accurately, extending to higher
orders is necessary. This expanded approach allows for a
more precise representation of the underlying data. LMMD
can catch inherent properties specific to related class [22],
[23]. Most of the strategies discussed above are founded on
transferable features, and GANs [24] investigated increasing
transferable by considering the discriminant features [17].
The discriminability of features to alleviate conditional dis-
tributions between domains has also been explored in the
context of curriculum Pseudo Labelling and CDANs [26].
Optimal Transport (OT), also known as Wasserstein distance
or Earth Mover’s Distance (EMD), is a mathematical frame-
work that has gained significant attention in various fields,
including machine learning, computer vision, and statistics.
It was originally introduced in economics and operations
research in the 18th century by the French mathematician
Gaspard Monge [27]. In domain adaptation and machine
learning, OT measures the similarity between probability
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distributions representing the source and target domains.
It provides a principled way to quantify the discrepancy or
distance between these distributions, allowing us to align the
domains and transfer knowledge effectively [27], [28], [68].
One of the key advantages of OT is its ability to preserve
the underlying structure of the data. Unlike traditional dis-
tance metrics, such as Euclidean distance or Kullback-Leibler
(KL) divergence, OT considers the spatial arrangement of
the data points, making it more suitable for datasets with
complex geometric structures. DeepJDOT [29] introduced
deep joint optimum transport techniques that evaluate domain
consistent attributes and maintain handle label information
to minimize the cost of transferring between domains. The
Wasserstein distance measure is used by WDGRL [30] moti-
vated by GAN [31] in the optimal transport concept. Training
DNNss to achieve high accuracy has become crucial in deep
learning, given the prevalence of noisy labels in large-scale
datasets. Labeling such datasets is a costly and error-prone
process, leading to the inclusion of incorrect labels even
in high-quality datasets. Consequently, effectively training
DNN:s in the presence of noisy labels has gained significant
practical importance in the field [32]. In domain adaptation
tasks, noisy source labels can significantly hinder the model’s
performance and ability to generalize well to target domains.
While cross-entropy loss is widely used for minimizing risk
during the training of deep neural networks (DNNs), it has
limitations when handling noisy labels in datasets. One of the
challenges is that cross-entropy loss tends to make models
over-fit easy samples and under-fit hard samples [32], [33].
In the OT, Wasserstein distance is mainly used for minimizing
transport costs between domains. However, OT is sensitive to
the outlier for the examples, which with large noise is critical
problems in domain adaptation due to unfavorable transfer
performance of our model degradable [34]. This will happen
because every example is given equal weight due to the
marginal constraints in transportation plans. The following is
a summary of our significant contributions:

1) Weintroduce the RDAOT strategy, which aims to main-
tain robustness and match feature distribution across
domains. We use SCE (Symmetrical Cross Entropy)
loss to handle noisy labels at source domains and
Robust Optimal Transport (ROT) to handle outliers that
are robust to noise.

2) In addition, our method takes into account the local
distributions of both domains, adjusting subdomains
across different subcategories of the same class using
the Local Maximum Mean Discrepancy (LMMD).
When data from different contexts has variations in the
same class, obtaining important features for alignment
becomes easier.

3) To show the importance of our technique and how it
exceeds other domain adaptation strategies, we took out
comprehensive experimental and ablation procedures.

The remainder of the document is organized as follows:
Section II discussed the most pertinent related works, and
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Section III provided a brief explanation of the research’s
goals. Section IV further describes the suggested framework
and its elements. Comparison of our approach novelty with
different approaches discussed in Section VI. Section V
details experimental analyses, datasets, and results. The con-
clusion and directions for future research are addressed
in VIL

Il. RELATED WORKS

A common transfer learning strategy is domain adapta-
tion [3]. When working with data from various distributions,
domain shift in machine learning can be a challenging prob-
lem. Unsupervised domain adaptation (UDA) is a technique
that utilizes labeled training data and unlabeled testing data to
address this challenge. UDA is beneficial when domains are
selected from several distributions due to the environment,
camera, background, viewpoint, illumination, image quality,
and more.

A. UNSUPERVISED DOMAIN ADAPTATION

This technique has been suggested in previous works such
as [35], [36], [91], and [92]. There are three categories that
can be used to group previous domain adaptation strategies.
Instance-based methods fall under the first category. These
methods assign different weights to source samples based on
how well they match the distribution of the target domain.
The classifier is then trained on the weighted samples. This
approach has been put forth in several assignments, including
those [37], [38], [39]. Feature-based methods, popular and
effective deep-learning techniques for feature representation,
fall under the second category of domain adaptation tech-
niques. By mapping them to a shared latent space with a
similar feature distribution, these approaches seek to identify
domain-invariant features from both domains [1], [2], [4],
[10], [14], [16], [28], [40], [41], [42]. Generative adversarial-
based techniques, or GANS, are the third type based on the
work of GANSs [31]. By using a mini-max game to learn fea-
ture representations, these techniques combine two networks
generator and discriminator [7], [17], [20], [43] for works
that describe major domain adaption advancements made
utilizing GAN-based techniques. These techniques employ
domain confusion loss, which is simulated as a mini-max
game. Our study centers on unsupervised domain adaptation
scenarios, primarily employing feature-based techniques.
We emphasize the significance of preserving robustness in
domain adaptation by extracting local information features
from subdomains and effectively handling label noise present
in the labeled source domains, as it significantly impacts
model performance. Furthermore, we investigate the appli-
cation of optimal transport in domain adaptation to capture
the underlying geometric structures of the data. We extend
this approach to incorporate robust optimal transport, effec-
tively addressing outliers and noise in the data during
knowledge transfer between domains using optimal transport
plans.
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B. DOMAIN ADAPTATION DISSIMILARITY MEASURES
Discrepancy measures are a key component of domain adap-
tation, as they help to reduce the variations between the
source and target domain distributions. There are many
different discrepancy metrics that have been explored, but
we will focus on the most related and appropriate to our
work.

A well-liked metric that calculates the mean discrepancies
between two instance trials is MMD [4], [44]. It assumes that
the mean is zero if two samples come from the same distri-
bution. CORAL [14] suggests straightforward and effective
distances that compute covariance while considering domain
correlation. DeepCORAL [15] is a CORAL extension that
is especially useful to hold non-linear operations with the
help of deep learning prototypes. Additionally, it uses the
second moment (i.e., variances) to compute feature distri-
bution gaps at network bottleneck layers. HOMM [16] is
incompatible with LMMD and CORAL, two methods for
handling fundamental moment matching. Through the use of
clustering algorithms, JDDA [45] permits the learning of dis-
criminative features for both instance-based and center-based
approaches. They concentrate on how compact the distribu-
tions are within and between classes. The MMD discrepancy
measures have a version called LMMD [22], [23]. When the
local information of domains is ignored, using the Maximum
Mean Discrepancy (MMD) measure diminishes the overall
distribution disparity between the domains. In contrast, Local
Maximal Margin Distribution (LMMD) addresses this chal-
lenge by incorporating local data from multiple domains that
share the same categories and effectively collecting perti-
nent information. The domain adaption method proposed by
JDOT [28] improves the alignment between the feature and
label distributions while making it easier to optimal transport
coupling. Using deep learning architectures, DeepJDOT [29]
reduces the gaps across the domains by combining common
features and label distributions.

C. LEARNING WITH NOISY LABELS AND OUTLIERS

Robustness to label noise and outliers is an essential con-
sideration in domain adaptation, as noisy labels and outliers
can significantly affect the model’s performance. Several
approaches have been proposed to address this issue. One
approach is to use robust loss functions that are less sensitive
to label noise. For example, the Huber loss function [46] is
less susceptible to outliers than the mean squared error loss
function. Another approach is to use label smoothing [47],
which replaces the hard labels with soft labels that assign
some probability mass to other classes. Another approach
is to use self-training [48], where the model is trained on
the labeled source domain data and then used to gener-
ate pseudo-labels for the unlabeled target domain data. The
model is then retrained on the combined labeled and pseudo-
labeled data. This approach effectively reduces the impact
of label noise in domain adaptation [49]. SCE [50] is a loss
function designed to be more robust to label noise than the
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standard cross-entropy loss function. It achieves this by using
a symmetric version of the cross-entropy loss that considers
the similarity between the predicted and ground-truth labels.
This makes the loss function less sensitive to label noise
and more robust to mislabeled data. ROT [34] is a method
that uses optimal transport to align the distributions of the
source and target domains while simultaneously minimizing
the impact of label noise. It achieves this by using a robust
loss function less sensitive to label noise and incorporating
a regularization term that encourages the model to produce
smooth and consistent predictions. ROOT [51] is an extension
of the ROT method that incorporates a robust loss function
that is less sensitive to outliers and label noise. It achieves
this by using a modified Wasserstein distance robust to out-
liers and a regularization term that encourages the model to
produce smooth and consistent predictions. ROOT effectively
improves the robustness of domain adaptation models to label
noise and outliers, and it has been applied successfully in
several computer vision tasks, such as object recognition
and semantic segmentation. By employing ROOT, domain
adaptation models can better handle noisy and mislabeled
data and outliers and produce more accurate and reliable
predictions. The method [52] uses optimal transport to align
the distributions of the source and target domains while min-
imizing the impact of label noise. It also incorporates a noisy
label robust loss function less sensitive to label noise and
a mixup regularization term that encourages the model to
produce smooth and consistent predictions.

Also, some recent works have proposed using adversar-
ial training to improve the robustness of domain adaptation
models to label noise. For example, the Adversarial Dis-
criminative Domain Adaptation (ADDA) [20] method uses
a domain discriminator to distinguish between the source
and target domains and an adversarial loss to encourage
the feature extractor to produce domain-invariant features.
The technique effectively reduces the impact of label noise
in domain adaptation [53]. In our work, we investigate the
impact of label noise in the source domain on the perfor-
mance of domain adaptation models and explore techniques
to improve the robustness of these models to noisy labels. It is
well-known that outliers and noisy labels in the training data
can significantly affect the performance of machine learning
models. To address this issue, we propose using robust out-
lier optimal transport, which computes the transport matrix
using the Sinkhorn algorithm with Wasserstein distance to
minimize the cost of transportation from the source to the
target domains. Previous works in domain adaptation have
focused on reducing the global distribution gap between the
source and target domains to enhance domain-invariant fea-
tures. However, these methods often fail to capture relevant,
most informative local information for transferring knowl-
edge between domains, especially considering category-wise
information. To address this issue, we propose minimizing
the domain’s feature distributions using local maximum mean
discrepancy (LMMD).
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D. DOMAIN ADAPTATION FOR OPTIMAL TRANSPORT
Machine learning researchers are paying close attention
to optimal transport, which has been expanded to include
domain adaptability. It interacts with various disciplines,
including probability, geometry, and optimization theory.
It is also a full geometrical toolkit that computes the prob-
ability of distributions and optimal mapping to minimize
cost functions in metric space [54]. The concept of opti-
mal transport was first put forth in 1781 [55] and later
expanded by Kantorovich, by looking at optimal coupling
and duality, loosens up Monge’s formulation and optimal
resource location. Recent studies on optimal transport have
focused on machine learning, Computer vision, NLP, image
retrieval, and other domains. Prior investigations suggested
that domain adaptation could benefit from using optimal
transport [28], [29]. Using the domain-specific probability
distributions, the Wasserstein distance (WD) is a well-liked
technique for reducing transportation costs.

WD [27] has its origins in optimal transport (OT) the-
ory and functions as a measure between two probability
estimations. These studies were motivated by Generative
Adversarial Network (GAN) [30]. Robust optimal transport
has been proposed as a method for outlier detection in various
applications, including computer vision, image processing,
and machine learning. The idea is to use optimal transport
to estimate the distance between likelihood distributions and
identify outliers that deviate significantly from the expected
distribution. However, OT is very sensitive to outliers in
the data, as every sample, including outliers, is weighed
similarly in its objective function due to the marginal con-
straints. This can lead to suboptimal results and reduced
performance in applications with outliers [34], [51]. The
epsilon-contamination model and the Huber loss function
have been widely used in various applications, including
computer vision, machine learning, and signal processing,
to handle data outliers and improve statistical models’ robust-
ness [56]. While previous studies have explored the use of
robust methods for handling noisy labels, they often focus on
global features and do not take into account local features.
This can lead to misclassification of data points and reduced
performance when dealing with unseen data. Additionally,
robust methods for handling noisy labels may not generalize
well to new datasets, limiting their effectiveness. To address
these limitations, we focused on robust domain adaptation,
which considers local information and noisy robustness to
enhance the model’s capacity to generalize to new datasets.

E. SUBDOMAIN ADAPTATION

Subdomain adaptation is a recent area of research that focuses
on matching the distributions of subdomains between the
source and target domains. This approach has been explored
in several works, such as [17], [43], [57], [58], and [59].
MSTN [58] is a subdomain technique that creates seman-
tic information for unlabeled target data. It does this by
first creating multiple unique attribute spaces, one for each
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source domain. Then, it independently aligns the source and
target distributions in each space. Finally, it encourages align-
ments between these spaces to determine class predictions
on unlabeled target cases. Co-DA [59] is a similar tech-
nique that creates multiple unique attribute spaces. However,
unlike MSTN, Co-DA does not independently align each
space’s source and target distributions. Instead, it encourages
alignments between these spaces by using a contrastive loss
function. MSTN and Co-DA have been shown to be effective
in improving the performance of transfer learning models on
unlabeled target data. However, Co-DA has been shown to be
more effective than MSTN in some cases.

DSAN [57] proposed a subdomain adaptation technique
that uses local maximum mean discrepancy (LMMD) to
align the distributions. LMMD is a distance metric that mea-
sures the difference between the means of the distributions
in a local region of the feature space. DSAN showed that
LMMD is more effective than adversarial loss in capturing
the geometry of the data. Our proposed approach, RDAOT
(Robustness Feature Domain Adaptation via Optimal Trans-
port), considers the model’s robustness to handle noisy labels
and outliers. This is achieved by minimizing the domain dis-
tribution discrepancy using local maximum mean difference
(LMMD). Unlike previous subdomain adaptation techniques
that required additional networks, RDAOT uses LMMD to
efficiently capture the geometry of the data without the need
for additional networks. By considering the robustness of the
model, RDAOT can handle noisy labels and outliers, which
are common issues in domain adaptation tasks.

IIl. OBJECTIVE

We present an innovative RDAOT model that can effectively
adapt to unsupervised domain situations is presented in this
research. Prior methods [16], [35], [36], [45] in this field
have been demonstrated to be insufficiently robust for prac-
tical applications and unable to grasp fine-grained data. For
instance, the MDD method [10] aims to minimize global dis-
tribution divergences between domains. However, it tends to
overlook local information and robustness issues, which are
crucial considerations when dealing with complex data distri-
butions. Another approach, CORAL [14], focuses on aligning
distribution divergences using a covariance matrix. While
this approach can help with distribution alignment, it lacks
consideration for geometrical information, local informa-
tion, and noise in the data. WD [30] techniques address the
geometrical structure of data, which is a step in the right
direction. However, these techniques still fail to capture local
information and ensure robust knowledge transfer between
domains. Furthermore, methods based on KL [87] divergence
aim to measure the probability distribution between source
and target domains. However, these methods tend to struggle
to capture local information and are particularly sensitive
to outliers in the data, which can negatively impact their
performance. To address these problems, RDAOT uses a
subdomain adaptation approach to extract relevant features
using LMMD, and it also uses a robust noise-label approach
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to deal with noisy labels at the source domain. In addition,
RDAOT introduces a new metric called ROT that is robust to
outliers and noise. This metric helps to preserve geometrical
information when transferring knowledge from the source
domain to the target domain. This helps to avoid negative
transfer, which can significantly impact the model’s perfor-
mance. RDAOT has been evaluated on various benchmark
datasets and has been shown to outperform state-of-the-art
methods [1], [7], [14], [45], [72] on all of them. This suggests
that RDAOT is a promising new approach for unsupervised
domain adaptation.

IV. PROPOSED APPROACH

The RDAOT techniques, created specifically for unsuper-
vised domain adaptation, are introduced in this section.
To facilitate understanding, we present a notation with
descriptions used in the paper in Table 1. Subsection IV-A
description precisely specifies the problem statement.
We outline the different elements of the RDAOT model and
explain the mathematical reasoning behind each one. The
end-to-end architecture of the overall components is depicted
in Fig. 2, along with a brief description in the text. The
following sections will give an in-depth analysis of each
component.

A. PROBLEM DEFINITION

The deep neural network A(x) is built using robust domain
adaptation and can handle label noise in the source domain,
minimize discrepancies across domains by considering sub-
domains, and identify common features across data sets to
reduce the risk of errors in predictions. Given a labelled
source domain, represented as g, which consists of ng,
labelled examples, each depicted as (x}", yi"), where y;" is
a one-hot vector representing the label of x;", meaning that
yf; = 1 means x;" belongs to the jth class. In addition, a
ny unlabeled instance target domain denoted as XC; controls
unlabeled samples. The feature space and label space for
Ks and K; are the same despite examples from additional
data allotments. However, there may be large discrepancies
between the marginal probability distributions of g4(Xy,) and

pt(Xtr)~

B. LEARNING ROBUSTNESS FOR NOISY LABELS

Learning robustness for noisy labels is a challenging problem
in deep learning. One approach to address this issue is using
domain adaptation techniques to learn transferable features
robust to label noise. Symmetric Cross Entropy (SCE) is a
loss function that effectively reduces the impact of label noise
in the source domain. n is defined as:

n

Leg = = yilog(gs) (1)
i=1
n

Lrce = — ) qsilog(yi) )
i=1

Lgym = aLcg + BLrcE 3)
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TABLE 1. Dictionary of notations.

Definition Notation
Examples of Source and target K, Ks
Total samples of target/source samples Ngr, Nir
Source /target domain marginal distribution qs(sr), pe(er)
Source domain with labels Xsr, Ysr
Target examples with their labels Xtr, Yer
Balanced parameters (Trade-off) A, As
Batch-size b

Cross entropy loss for classification L(-,")
Identity matrix 1

Feature map ?(-)
Target and source column vectors are all weights of one. 14,15
Provide data that includes information from both the source and destination | X

class, Number of class c,C

The importance of each domain is assigned a weight. w®
Gamma v
Epsilon €

Beta

Entropic regularization H(v)

N N
SCE(ps,y) = —a Y yilogqs — (1= B) D gsilogy; (4)
i=1 i=1
where n is the number of data points in the source domain, y;
is the ground truth label, and p; is the predicted probability
for data point i. The symmetric loss is a weighted sum of the
cross-entropy loss and the reverse cross-entropy loss. The «
and B are hyperparameters that control the trade-off between
the cross-entropy loss and the reverse cross-entropy loss.
The Symmetric Cross Entropy (SCE) loss is a robust loss
function that can be utilized to train a model for classifying
data from a source domain that has noisy labels. This loss
function is capable of handling the noise in the labels by
taking into account both the predicted distribution and the
ground truth distribution.

C. SUBDOMAIN ALIGNMENT
Recent studies have provided evidence that deep neural net-
works (DNNs) [36] outperform traditional feature techniques
in terms of faster learning of transferable models [60], [61].
Conversely, global domain adaptation [9], [62] encompasses
the comprehensive alignment of all aspects of domains simul-
taneously and may fail to collect appropriate information
in each domain. This can lead to misclassification of some
features and poor outcomes. Additionally, to reduce distri-
bution divergences between fields, past domain adaptation
algorithms neglected the topological information in the data
and instead focused on universal domain-oriented matching
loss [21], [62]. To solve these problems, we suggest the
RDAOT method. The source domain’s classification loss and
the domain alignment loss, respectively, are expressed in the
following mathematical formulae.
. ] &
Lop X, ¥") = min = Z}(h(xf-’x v o ®

Ngr l
min — ZL (h (x), y{") + Ad(gs, pr) (6)
i=1

In this approach, we employ global domain adaptation
(GDA) to align the source and target domains. GDA operates
on a global level and does not take into account subdomains
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that may exist within the same classes across different fields.
To balance the classification and domain adaptation loss,
we introduce a parameter denoted as A>0.

Methods for subdomain adaptation, such as those in [22],
[23], and [57], concentrate on the LMMD loss. In order to
facilitate this process, we partition the labeled source domain,
denoted as Ky, and the unlabeled target domain, denoted
as K;, into C subdomains. Each subdomain is identified as
ngC) and K9, respectively, where ¢ begin from 1 to C and
represents a specific class. Additionally, we have access to
the category labels ICEC) and ICgC) for the subdomains. The
allocations of these subdomains are represented as ¢ and
P9, respectively, indicating the distribution of data within
each subdomain. SDA aims to approximate the distribution of
data points within a subdomain, given a set of samples with
the same label. This is accomplished via the subdomain loss,
which consists of both a classification loss and an adaption
loss for the subdomain [22], [57].

Nr
min — "L (1 (x").¥}) + 02 (¢9.0)] D
Sr i=1
where the mean of the category is represented by J.[-]. The
mismatch in distribution between subdomains can be quanti-
fied by computing the disparity in equation (7) between the
subdomain allocations obtained through the Maximum Mean
Discrepancy (MMD) [4] and the Localized Maximum Mean
Discrepancy (LMMD) [57], along with the trade-off criteria
controlled by the parameter A.

1) LOCAL MAXIMUM MEAN DISCREPANCY

The LMMD strategy, as detailed in [22] and [57], focuses
on matching the same category’s origin and destination (i.e.,
target) domains and yields valuable information. To address
this issue, the LMMD technique is offered, which takes into
account the relevance of samples based on their classification.

d3(q.p) 2 Ec [Ego [¢ ()] — By [0 ()][2, ®

where x*" and x”" are the instances in K, and K;, and q(c)
and p(© are the domains of ngC) and IC;C), consequently.
The individual instance is assigned to a unique classification
based on its corresponding importance weight, denoted as we.
Then, as (8), obtain an impartial estimator.

LALMMD(%P):é Z Z wie (x") — Z wie (x;r)

c=1 |x;eK* xjeK? H

©))

where where wf" and ij" are the importance weights of x;”
and x;’ that belongs to ¢, consecutively and provided sample,
x;. For instance, x;, the importance is calculated as follows:

c Yic

W= —————— (10)
Z(xj-,y,-)eK Yje

1

where y; is represents the labeled of x; and the ¢ vector
of the component y.. In the specified source domain, the
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importance weight wi¢ for the sample x;" is computed using
its true label y;". Similarly, for an unlabeled sample x}’ in the
target domain, the importance weight ijC is computed using
the corresponding pseudo label 9;-.

D. ROBUST OPTIMAL TRANSPORT

Optimal transport refers to a mathematical problem that seeks
the most effective manner of transferring mass from one
distribution to another [64], [65]. When applied to domain
adaptation, we can envision the source and target domains as
two distinct distributions, and our objective is to determine
the optimal approach to transport the labeled data from the
source domain to the target domain in the most efficient
manner. The Sinkhorn algorithm [64], [66], [67] is an iterative
computational technique commonly employed to solve the
optimal transport problem. It provides an effective means
of finding solutions for the transportation task by iteratively
adjusting the mass transportation plan between the source
and target distributions. The algorithm works by iteratively
updating a transport plan, which is a matrix that specifies
how much mass should be transported from each point in
the source domain to each point in the target domain. Robust
optimal transport is a variation of optimal transport designed
to be more vital to outliers [68]. Outliers are data points very
different from the rest of the data. In domain adaptation, out-
liers can be caused by noise or differences between the source
and target domains [34], [51]. To Compute the cost matrix C
that captures the pairwise distances or dissimilarities between
the source and target samples using Wasserstein distance with
entropic regularization as follows:

OTc(ws, y) = H%/inwa y)+e-H(y) Y

To extend the OT objective function by incorporating a
penalty term for outliers. This penalty term discourages the
transportation of samples that are considered outliers. The
extended objective function becomes:

OTc(ws, y) = rr;in(C, y)+e Hy)+Ar-Ry) (12)

Here, » > 0 is the penalty parameter, and R(y) is a
robustness term that quantifies the presence of outliers in the
transport plan. The specific form of R(y) depends on the
chosen robustness measure. It is worth noting that the partic-
ular choice of the robustness measure and penalty parameter
update strategy may vary depending on the application and
problem characteristics. Further research and experimenta-
tion may also be necessary to determine the most suitable
robustness measure and penalty parameter settings for a
particular domain adaptation scenario. To compute the trans-
port plan, we utilize Sinkhorn algorithms with outlier using
penalty at algorithm 1.

In robust domain adaptation, the goal is to align the feature
distributions of the source and target domains while also
being robust to label noise and outliers. This is achieved by
jointly minimizing eq. (3), eq. (9), and eq. (12).

102249



IEEE Access

0. Gilo et al.: RDAOT: Robust Unsupervised Deep Sub-Domain Adaptation

Source Domain(Amazon)

Shared features

Feature Extraction(Resnet50)

Classifier

fs
hs —>» SCE loss 1 — -
/ :
e :
# @) :
[ )] R '
1
1

Total loss <« -

9 '
2 '
! AR
! v
’ ROT loss — — —

FIGURE 2. The proposed RDAOT framework for UDA. For extracts a feature of the fs and f; domains employing the Resnet50
model. Our approach involves sharing features between domains and minimizing divergences using LMMD loss. The Robust
Optimal Transport (ROT) method is used in the fully connected layers to diminish the probability distributions of the cross
domains. ROT uses the Sinkhorn algorithm with Wasserstein distance to be robust to outliers. To mitigate the impact of noise
labels in the source domain, we utilize the Symmetric Cross-Entropy (SCE) loss function at the classifier layer. The ground truth
labels for the source domain are Ys, and the predicted labels for the target domain are Y;.

Algorithm 1 Sinkhorn Algorithm With Outlier Robust Using
Penalty
Require: C: Cost matrix, m: Number of source samples, n:
Number of target samples, p: Order of the distance, A:
Hyperparameter
Ensure: 7': Transport plan
1: Initialize 7 « 1117
2: while Not converged do

3: Compute row and column scaling factors r <«
%Z;l:l Tyandc < 5 30, Ty
4: Update T <« #diag(r)cpdiag(c)T +
1 44T
a (1 - L)
5. end while
6: Return T

The total loss functions can be expressed as follows:

Lot = Lsym + 2Limmp (¢, p) + 20T (ws, ) (13)

Here, Ly, to learn noisy labels exhibits an SCE loss in
the labeled source domain. ﬁLMMD denotes the LMMD loss,
which measures the difference between the feature distribu-
tions of the source and target domains. Finally, OT¢ (wy, )
is the robust optimal transport, which controls outliers and
noisiness in the dataset using a transport plan matrix and
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computing cost matrix. The tradeoff parameter A is used for
LMMD and OT loss.

By minimizing the total loss functions jointly, the model
can learn domain-invariant features that are robust to label
noise and outliers, improving the model’s performance on
the target domain. The symmetric cross-entropy loss helps
the model learn from the labeled source domain, while the
LMMD loss and robust optimal transport help the model align
the feature distributions of the source and target domains and
handle label noise and outliers.

V. EXPERIMENTS

To evaluate the effectiveness of our proposed model
(RDAOT), we compare its performance to cutting-edge trans-
fer learning and deep learning techniques.

A. DATASETS

To validate our results, we conducted experiments using
widely used domain adaptation datasets commonly employed
in the field.

Office31 [2] is a common example for optical domain
adaptation. It comprises 4,652 images and 31 classes
from three domains: Amazon, DSLR, and Webcam. The
Amazon dataset comprises images obtained from multi-
ple sources, including amazon.com, DSLR cameras, and
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FIGURE 3. Examples of a) VisDA-2017, b) PACS, and c) Office31.

webcams. It encompasses a diverse collection of photographs
captured in various settings using both web and SLR cameras.
We evaluated our approaches on six distinct transfer tasks as
described in the study [1], [9], [57].

OfficeHome [69] is a common benchmark for domain
adaptation. It consists of 15,588 images and 65 classes from
4 domains: Art (A), Clipart (C), Product (P), and Real-
World (R). Art contains creative images such as drawings,
paintings, and decorations. Clipart is a collection of clipart
images. The product contains images of objects without a
background. Real-World contains images of objects captured
with a regular camera. On all 12 transfer tasks, we examined
our techniques.

ImageCLEF-DA is a dataset for domain adaptation con-
sisting of three domains: Pascal VOC 2012 (P), ImageNet,
Caltech-256 (C), and ILSVRC 2012 (I). There are 600 images
in each domain, and these images are further divided into
12 categories, with 50 images allocated to each category.
To create diverse transfer tasks, we formed six combina-
tions of tasks. It is a valuable addition to the Office31
dataset, providing more consistent opportunities for research
investigations. Unlike Office31, which comprises multiple
varying-sized domains, ImageCLEF-DA consists of three
similar domains. This balanced distribution of domains
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allows for more standardized and reliable studies in the
domain adaptation field' [21].

VisDA-2017 [70] is a standard dataset that serves as
a standardized evaluation framework for assessing domain
adaptation algorithms in the context of visual recognition
tasks. The dataset comprises a total of 280,000 images dis-
tributed across 12 classes. Specifically, it consists of 152,397
synthetic images in the source domain and 55,388 real-world
images in the target domain. In the source domain, the dataset
includes artificial 2D renderings of 3D models captured under
different angles and lighting situations. The target domain,
on the other hand, comprises real images shot in real-world
circumstances. In this benchmark, the objective is to train
models using synthetic photos and subsequently assess their
performance on real-world photographs. This setup aims to
replicate the common domain shift observed in practical
applications.

OfficeCaltech10 is a benchmark dataset for visual recog-
nition tasks in domain adaptation. It is a supplement to the
well-known Office dataset, which contains images from three
distinct domains: W(Webcam), A(Amazon), and D (Dslr).
The OfficeCaltech10 dataset incorporates ten extra object and

1 http://imageclef.org/2014/adaptation
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TABLE 2. The most typical six datasets for UDA (C=class and D=domian.

Min no. max no.

datasets X . C D | Total
images images

Office31 7 100 31 | 3 4110
OfficeCaltech10 | 8 151 10 | 4 2533
OfficeHome 15 99 65 | 4 15588
ImageCLEF-DA | 50 50 12 | 4 2400
PACS 80 820 7 4 7,900
VisDA-2017 207 7500 12 | 2 280,000

image classes from the Caltech-256 dataset. This inclusion
represents a separate and more demanding domain (C) within
the dataset. It has ten classes and 12 combination tasks for
four domains.

PACS is a benchmark for domain generalization and adap-
tation in the case of visual recognition tasks. It consists of
four domains: cartoons (Cl), photos (Pr), art images (Ar),
and sketches (Sc). Each domain contains seven categories:
dog, elephant, giraffe, guitar, horse, house, and person. The
dataset was created to address domain generalization and
adaptation challenges. Domain generalization is training a
model on a set of source domains and then applying it to a
new target domain. Domain adaptation is training a model
on a set of source domains and then applying it to a new
target domain similar to one of the source domains. PACS is
a challenging dataset because it contains various image styles
and content. This makes it difficult for models to generalize
to new domains. However, PACS is also a valuable dataset
because it can be used to evaluate the performance of domain
generalization and domain adaptation methods. We collected
the publicly accessible datasets utilized in our research for
this paper from the following URL? for VisDA-2017, Office-
Home, Office31, OfficeCaltech10, and PACS

B. IMPLEMENTATION DETAILS

In our experiments, we utilized the PyTorch framework [72]
and employed the ResNet50 model [71] as the network
backbone. The ResNet50 model was initially trained on the
standard ImageNet dataset [75]. To refine the model, we con-
ducted fine-tuning on the pre-trained model’s convolutions
and pooling layers. Simultaneously, the classifier layer was
trained using back-propagation to optimize its performance.
We utilized a mini-batch size 32, L2 weight decay 5 x 10_4,
early stopping maximum 40, and gradient descent (SGD)
with a momentum of 0.9 for the training procedure. We follow
an approach for annealing depicted in [9] and set the learning
rate 1074,

We conducted an investigation and ablation analysis for
the ROT (Robust Optimal Transport) loss employing A set
0.1 to 0.3. In order to assess the effectiveness of the ROT loss
function, we utilized the average classification accurateness
of the target domain, specifically evaluating its performance
on unlabeled target examples. Based on three random trials
for each activity, we presented the findings. Our analysis and

2https:// github.com/jindongwang/transferlearning/tree/master/data
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ablation study showed that ROT loss is an effective technique
for improving the performance of domain adaptation models.
Specifically, we found that selecting the value of A impacted
classification accuracy on the target domain.

C. STATE-OF-THE-ART COMPARISON STRATEGIES

We compare our proposed RDAOT techniques to several
baseline deep learning and transfer learning methods.

o Deep CORAL [15] determines the covariance between
the source and target domains using variances.

« ResNet [72] is a classic CNN that employs residual
operations.

o DANNSs [7] uses an inverse gradient layer and adversar-
ial loss to reduce domain discrepancy.

« DAN [1]discrepancy between the source and destination
are adjusted using multi-kernel MMD.

e RTN [21] reduces the Maximum Mean Difference
between the two domains using the fusion elements.

« ADDA [20] utilizes adverse and discriminatory loss to
align the distribution gap of training and testing domains

e MADA [43] uses numerous domain discriminators to
distinguish diverse components to align different data
distributions precisely.

e JANs [21] uses JMMD loss to reduce the discrepancy
between the domains.

o CAN and iCAN [81] learn domain-invariant represen-
tations by combining the losses from all blocks using
collaborative learning.

« CDAN and CDAN+E [17] to improve transferability
and discriminability and regularise the uncertainty of the
predictions made by the classifier. The classifier predic-
tions are controlled for uncertainty and transferability
via entropy minimization.

o JDDA [45] concentrates on joint alignment and distin-
guishing characteristics.

o DSAN [57] is built on using LMMD loss for subdomain
adaptability.

o« TMDA [23] relates to the local distribution disparity in
each manifold as assessed by the manifold maximum
mean discrepancy (MMD).

o OTAdapt [88] uses Gromov—Wasserstein distance loss
to reduce the disparity between the domains.

D. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section covers evaluating the RDAOT method, including
comparing its performance with other competitive strate-
gies. Additionally, we discuss the feature visualization
approaches used in RDAOT and present the results of ablation
experiments.

1) COMPARATIVE ANALYSIS OF PERFORMANCE WITH THE
BASELINE METHODS

We compared our approach to different baseline domain
adaption approaches to assess its effectiveness. Our eval-
uation results demonstrate the superiority of our approach
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TABLE 3. The OfficcHome dataset’s accuracy (%) when using the ResNet50 model in a UDA environment.

Methods A-P|A-C|C—-A|]A—-R|C—-R|[|C—-P|P-C|P—-A|R—-A|P—->R|R—-P|R—>C | Average
ResNet [72] 50 349 374 58 46.2 41.9 31.2 38.5 53.9 60.4 59.9 41.2 46.12
DANN [7] 59.3 45.6 47 70.1 60.9 58.5 43.7 46.1 63.2 68.5 76.8 51.8 57.625
DAN [1] 57 43.6 45.8 67.9 60.4 56.5 43.6 44 63.1 67.7 74.3 51.5 56.28
CDAN [17] 69.3 49 54.4 74.5 68.4 66 48.3 55.6 68.4 75.9 80.5 55.4 63.80
Deep]DOT [29] | 50.41 39.73 39.52 62.49 53.15 54.35 39.24 36.72 52.29 63.55 70.4 45.43 50.60
AWDAN [75] 72.9 51.1 60.8 774 73.8 73 52.2 62.9 68.6 80.4 83.1 55.9 67.67
JAN [21] 61.2 459 50.4 68.9 61 59.7 43.4 45.8 63.9 70.3 76.8 52.4 58.30
DSAN [57] 70.8 54.4 60.4 75.4 68 67.8 55.9 62.6 73.8 78.5 83.1 60.6 67.60
SCA [74] 64.6 46.7 53.1 71.3 65.2 65.3 47.2 54.6 68.2 72.7 80.2 56 62.09
RDAOT 71.05 55.17 59.33 75.67 63.21 68.37 56.31 61.31 74.29 77.74 82.95 61.83 67.68
RDAOT(SCE) 70.22 55.1 61.23 75.51 69.18 69.14 55.85 64.07 73.63 78.82 83.69 60.85 68.10

TABLE 4. Accuracy (%) achieved on the OfficeCaltech10 for UDA.

Methods A-D|A-C|Co>A|A->-W|D—-A|C>W|D-SC|D—A|W—-SA[D—->W]| W=D | W-—C | Average
Source [77] 85.4 82.7 91.5 78.3 83.1 88.5 74.6 80.6 71 99 100 69.6 84.19
CORAL [15] | 80.8 85.3 91.1 76.3 81.1 86.5 80.4 88.7 82.1 99.3 100 78.7 85.85
GFK [11] 84.7 78.1 89.1 76.3 80.3 88.5 78.4 89 83.9 99.3 100 76.2 8531
DMP [79] 90.4 86.6 92.8 91.3 88.5 93 85.3 91.4 91.9 9717 100 85.6 91.20
KGOT [78] 86.6 85.7 91.4 82.4 87.1 92.4 85.6 91.8 89.7 99.3 100 85 89.75
OT_IT [68] 84.1 83.3 88.7 71.3 88.5 90.5 84 83.3 88.9 98.3 99.4 79.1 87.11
CKB [80] 93.6 87.0 934 90.2 90.8 93.6 83.5 92.7 92.4 100 100 84.3 92.22
RDAOT 96.82 95.28 95.51 98.64 97.63 94.9 96.03 95.82 95.81 100 100 95.81 96.85

TABLE 5. The accuracy (%) results for UDA on the IMAGECLEF-DA dataset using the ResNet50 model.

Methods I-P | P—>1|1I-C|C—>1|C—P | P—C | Average
ResNet [72] 74.8 83.9 91.5 78.0 65.5 91.3 80.7
DANN [7] 75 86 96.2 87 74.3 91.5 85
DAN [1] 75 86.2 93.3 84.1 69.8 91.3 81.8
JAN [21] 76.8 88 94.7 89.5 74.2 91.7 85.8
D-CORAL [15] | 76.9 88.5 93.6 86.4 74 91.6 85.2
CAN [81] 78.2 87.5 94.2 89.5 75.8 89.2 85.7
MADA [43] 75 87.9 96 88.8 75.2 92.2 85.8
iCAN [81] 79.5 89.7 94.7 89.9 78.5 92 87.4
CDAN+E [17] 77.7 90.7 97.7 91.3 74.2 94.3 87.7
CDAN [17] 76.7 90.6 97 90.5 74.5 93.5 87.1
SCA [74] 78.1 89.2 96.8 91.3 78.2 94 87.9
SWD [82] 78.1 89.6 95.2 89.3 73.4 92.8 86.4
TDMA [23] 78.74 92.31 94.48 88.71 75.83 91.45 86.92
RDAOT (ours) 80.37 93.33 97.5 93.67 82.06 94.5 90.24
9 9
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FIGURE 4. Using t-SNE, features from the Office-Caltech10 data sets for A — W tasks are visualized

employing the BDA (source only) model and the ADA (RDAOT) approach. target domain: ‘+., Source
domain: ‘0’; class represent by colors.

over these baselines, indicating its efficacy in addressing the highlighting the importance of developing practical, robust
challenges of the robustness of domain adaptation. These domain adaptation techniques to improve the performance of
findings are supported by significant research in the field, machine learning models in real-world scenarios.
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TABLE 6. Accuracy (%) for UDA (Synthetic=S and Real=R) on VisDA-2017.

a: OFFICEHOME

Methods S—R
MDD [10] 74.6
GTA [83] 69.50
CDAN [17] 70
MCD [84] 69.9
DANN [7] 57.7
CORAL [14] 39.5
MEDM [86] 79.6
ERM [85] 39.10
ERM(prob) [85] | 37.20
‘WD [30] 38.9
Robust OT [34] 71.5
MEDM-LS [86] 80.2
OTAdapt [88] 71.88
KL [87] 70.6
RDAOT(Ours) 89.43

Table 3 We evaluated the effectiveness of our method
on OfficeHome, which consists of 65 categories and
four domains. We tested our methodology on 12 transfer
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TABLE 7. The accuracy results (%) achieved on the Office31 dataset for
the UDA setting using the ResNet50 model.

Methods A—-W[D—->W|W=D|A—-D|D—A ]| W—A | Average
ResNet [72] 68.4 96.7 99.3 68.9 62.5 60.7 76.1
D-CORAL [15] | 77.7 97.6 99.7 81.1 64.6 64 80.8
DAN [1] 83.8 96.8 99.5 78.4 66.7 62.7 81.3
ADDA [20] 86.2 96.2 98.4 778 69.5 68.9 82.9
DANN [7] 82 96.9 99.1 79.7 68.2 67.4 82.2
JAN [21] 85.4 97.4 99.8 84.7 68.6 70 84.3
GTA [83] 89.5 97.9 99.8 87.7 72.8 71.4 86.6
MADA [43] 90 97.4 99.6 87.8 70 66.4 85.2
CDAN [17] 93.1 98.2 100 89.8 70.1 68 86.6
CAN [81] 81.5 98.2 99.7 88.5 65.9 63.4 82.4
iCAN [81] 925 98.8 100 90.1 72.1 69.2 87.2
JDDA-T [45] 82.1 95.2 99.7 76.1 56.9 65.1 79.18
DSAN [57] 92.08 98.74 100 91.16 74.55 72.49 88.17
SCA [74] 93.6 98 100 89.5 72.6 72.4 87.68
JDDA-C [45] 82.6 95.2 99.7 79.8 574 66.7 80.2
ETD [89] 92.1 100 100 88 71 67.8 86.48
SWD [82] 90.4 98.7 100 94.7 70.3 70.5 87.4
TMDA [23] 86.21 97.09 99.8 83.32 65.61 64.84 82.81
OTAdapt [88] 75.35 74.57 73.69 73.83 75.48 72.37 74.22
AWDAN [75] 92 98.5 99.9 90.2 75.3 69.5 87.57
RDAOT(Ours) 94.09 98.99 100.00 89.56 76.46 74.41 88.92

assignments and compared it to state-of-the-art methods.
On six of the twelve transfer tasks, our method outper-
formed the other approaches, with an average accuracy that
exceeded the different approaches. In addition, we conducted
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TABLE 8. Accuracy (%) for UDA setting on PACS datasets.

Methods Ar—-Cl | Ar—Pr | Ar—-Sc [ Cl1-Ar [ Cl-Sc [ Cl-Pr | Pr—Ar | Pr—Cl | Pr—Sc | Sc— Ar | Sc — Cl | Sc — Pr | Average
DANN [7] 71 94.5 58.6 76.4 78.6 76.1 68 50.7 29.3 39.2 64.3 44.3 62.58
MMD [10] 79.5 94.5 62.1 79.5 80.8 74.1 67.7 47.4 59.7 40 65.7 45.1 66.34
ERM [85] 66.1 94.3 53.6 69.7 82 722 65.7 29.1 38 41.3 66.7 49.3 60.67
CORAL [14] 62.7 86.3 46.2 75.9 78.3 56.9 70 47.5 15.8 39.1 59.9 37.4 56.33
ERM(prob) [85] | 63.5 93.5 60.9 70.8 81.5 70.4 63.3 27.2 359 40.9 67.9 46 60.15
KL [87] 73.1 95.4 67.4 83.3 83.1 68.2 75.5 67.7 64.5 48.2 63.5 39.1 69.08
WD [30] 76.2 92.4 53.9 69 72.9 48.7 62.6 56.1 223 36.1 60.5 38.5 5743
RDAOT 87.84 98.92 69.94 89.84 96.71 77.53 88.82 82.42 73.38 84.57 87.03 91.62 85.72
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FIGURE 7. ROC AUC plots for different experiments. a) Using Officecaltech10 (A-W) tasks, b) Office31 (W-A) tasks, c) PACS dataset (A->C)

tasks, and d) Imageclef (C->A).

TABLE 9. The noise rate ratio, alpha, beta, and outlier ratio of the PACS dataset were the subject of an ablation investigation.

noise rate ratio | alpha | beta | outlierratio | Acc(A — C) | Acc(A —S) | Acc(C — A)
0.3 0.1 0.3 0.2 87.84 69.94 89.84
0.2 0.1 0.3 0.2 87.16 74.65 90.28

experiments with two variants of our method: RDAOT and
RDAOT(SCE). In our study, for RDAOT(SCE), we utilized
the SCE category loss [50] to address noisy labels in the
source domain. We observed that for certain tasks in RDAOT,
employing robust optimal transport with symmetric cross-
entropy was crucial [34]. Our investigation indicated that
robust symmetric cross-entropy was effective in handling
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noisy labels, and as a result, RDAOT(SCE) exhibited superior
performance.

b: OFFICECALTECH10

The results are shown in Table 4. We assessed the sig-
nificance of our method on the OfficeCaltechl0 dataset
and compared our approach with several baseline domain
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FIGURE 8. a) Confusion matrix for A — W tasks from the OfficeCaltech10 dataset, and b) Confusion matrix on

ImageCLEF-DA datasets for P — A tasks.

TABLE 10. Comparison of our approach RDAOT with other baselines.

Criteria
Criteria-2

Approach Criteria-1 Criteria-3 | Criteria-4
MDD [10]
CORAL [14]
DANN [7]
WD [30]
KL [87]
DSAN [57]
JDDA-I [45]
ETD [89]
SWD [82]
DeepIDOT [29]
HOT-DA [76]
OT_IT [68]
KGOT [78]
CKB [80]
Robust OT [34]
OTAdapt [88]
RDAOT

< 3<| 3¢| <] <] 3| 3| 3| 3¢| <] [ 3| <[ 3| < <| <
ENEIR IR R RN R N RN IENENE ISR N
ENENENEENENENENENENEV RN AN EN RURN RN
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adaptation methods. Our experimental results demonstrated
that our method achieved superior performance compared
to other techniques in ten out of the twelve transfer tasks.
The accuracy of our method surpassed that of various state-
of-the-art strategies, further validating its effectiveness. Our
results and visualizations confirmed that robust domain adap-
tation, which involves handling noisy labels in the source
domain and maintaining outliers in the datasets using opti-
mal transport with subdomain adaptation, is an effective
solution for domain adaptation problems. These findings
highlight the importance of developing robust and efficient
domain adaptation techniques to improve the performance of
machine-learning models in real-world scenarios.

¢: IMAGECLEF-DA
Table 5 shows the results of our method exceed most
baselines. The average accuracy shows a 2% improvement
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compared with the baseline. Our experiments verified that
handling robust noisy labels and outliers in the datasets
improved the performance of our model. Moreover, we found
that focusing on local attributes in each domain class, also
known as subdomain adaptation, was particularly effec-
tive. These findings highlight the importance of developing
domain adaptation techniques that can handle noisy labels
and outliers while leveraging local features to improve
the performance of machine learning models in real-world
scenarios.

d: VISDA-2017

Table 6 presents the results of our method on the VisDa-
2017 dataset, a challenging and unbalanced dataset consisting
of two domains, synthetic and real images. We used the
synthetic domain as the source and the natural domain as
the target. We compared our RDAOT method to numerous
baseline domain adaption approaches and discovered that it
surpassed the state-of-the-art methods, with an accuracy of
89.43%. These findings highlight the importance of devel-
oping robust and efficient domain adaptation techniques that
can handle challenging and unbalanced datasets to improve
the performance of machine learning models in real-world
scenarios.

e: OFFICE31

Table 7 presents the evaluation results on the Office 31 bench-
mark dataset, which consists of three domains and 31 classes.
The evaluation involved six transfer tasks with unbalanced
datasets. Our method demonstrated high performance in three
out of the six transfer tasks. Our approach performed com-
parably in the remaining three transfer tasks to the different
baselines. Notably, our method excelled in the challenging
tasks of W—A, D—A, and A—W, producing outstand-
ing results. Our method surpasses other state-of-the-art

VOLUME 11, 2023



O. Gilo et al.: RDAOT: Robust Unsupervised Deep Sub-Domain Adaptation

IEEE Access

techniques with an overall average accuracy of 88.92%. The
observed improvements clearly demonstrate that our pro-
posed framework can greatly enhance the performance of
adaptation when combined with existing strategies.

f: PACS

We assessed our approach on the PACS dataset, which con-
sists of four domains and 12 transfer tasks, and the results
are presented in Table 8. Our method outperformed the state-
of-the-art methods in 12 out of the 12 transfer tasks, which
is a remarkable achievement. These results demonstrate the
effectiveness of our approach in addressing the challenges
of domain adaptation and improving the performance of
machine learning models in real-world scenarios. Our find-
ings emphasize the importance of developing robust and
efficient domain adaptation techniques to handle diverse and
challenging datasets to achieve state-of-the-art performance.

2) FEATURE VISUALIZATION

We employ t-SNE [90], creating a visualization that helps to
show clear ideas of our method contribution by comparing
with before and after domain adaption. Figure 4a depicts
cross-entropy loss (source alone), while Figure 4b displays
the outcomes of our RDAOT approach. Both figures were
created using A — W tasks from Office-Caltech10 data
sets. Before DA, features were dispersed and did not overlap,
but after using our domain alignment approaches, features
from multiple domains were brought together. Figure 5a and
Figure 5b illustrate before and after domain adaptation using
the PACS dataset for domain transfer tasks from domain
P to A tasks. We present the ROC-AUC plot in Figure 7
utilizing the Micro-average ROC AUC method to compute
the ROC AUC score for multi-class classification tasks. This
approach considers all classes together, calculating the ROC
curve and area under the curve (AUC) instead of treating each
class separately. Figure 8 depicts the confusion matrix for the
OfficeCaltech10 (A — W) tasks and the ImageCLEF-DA
(P — A) tasks.

3) ABLATION INVESTIGATIONS

For our strategies, we tested with various losses and sen-
sitivity values. We compared the Source alone loss (Lcs),
Maximum Mean Discrepancy (MMD), CORAL, SCE, and
Local Maximum Mean Discrepancy (LMMD) losses in
domain adaptation to our Robust Domain Adaptation through
Optimal Transport (RDAOT) technique. We did a thorough
ablation analysis on the PACS dataset for the P— A task, and
the results are shown in Figure 6b. Our method outperformed
all other approaches.

This result demonstrates that RDAOT is more effective at
aligning the distributions of the source and target domains.
The ablation study removed different components from
the RDAOT method to assess their contributions. We dis-
covered that each procedure component was essential for
achieving high performance, indicating that RDAOT is a
thorough method of domain adaptation. Figure 6a contrasts
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our findings with other techniques, including CORAI, MDD,
WD, DANN, Robust OT, and KL. Our methodology outper-
forms all others with more accuracy. We have also examined
other crucial variables that impact the outcome. We include
investigated the effect of the noise rate ratio in Table 9. We use
PACS datasets including transfer tasks (A — C, A — S, and
C — A). This analysis confirmed that selecting a noise ratio
is critical for model performance.

VI. COMPARED NOVELTY OF OUR METHOD WITH OTHER
DA APPROACHES

We compare the significance of our approaches to others’
baselines by employing four criteria to determine whether or
not they satisfy:-

o Criteria-1 Preserve global information by minimizing
marginal distribution discrepancy.

« Criteria-2 Retains local information for capturing rele-
vant features using LMMD.

o Criteria-3 Holds geometrical information of the
domains.

o Criteria-4 keeps robustness during knowledge transfer
from the source domain to target domains to handle
noise or outliers.

From Table 10, we analyze the superiority of our tech-
niques with state-of-the-art domain adaption methods and
compare whether they satisfy or not the given criteria. As we
observe, the majority of methods focus on minimizing global
distributions and neglect local information, which is more
informative. In addition, only a few methods consider robust-
ness and geometrical information criteria. Our approach
considers all the cases and shows surpasses the average per-
formance in all six benchmark datasets.

VII. CONCLUSION AND FUTURE DIRECTIONS

This work presents a novel approach to unsupervised domain
adaptation (UDA) called RDAOT (Robust Deep Adapta-
tion via Optimal Transport). Our technique, which includes
subdomain adaptation, emphasizes the importance of local
features and the robustness of noisy labels in domain adap-
tation. In addition, we leverage robust optimal transport
methodologies, specifically employing Sinkhorn algorithms,
to handle outliers or noise within domains. We conducted
rigorous experiments and thorough analysis to evaluate the
effectiveness of our approach on six benchmark datasets for
domain adaptation. Finally, the proposed method (RDAOT)
has shown promising results in improving the performance of
domain adaptation models on both shallow transfer learning
and deep-domain adaptation scenarios. In our future work,
we envision extending the applicability of our approach to
diverse domains, with a specific focus on textual domains,
time series, healthcare, and beyond. Additionally, we aspire
to enhance our methodology to facilitate smooth adaptation
across multiple domains, even in cases where the source data
originates from multiple diverse domains.
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