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ABSTRACT Kubernetes is an orchestration platform designed for containerized applications,allows the
application provider to scale automatically to match the flfluctuating intensity of processing demand.
Container cluster technology is used to encapsulate, isolate, and deploy applications, addressing the issue
of low system reliability due to interlocking failures. However, after running for a long time, Kubernetes
clusters often suffer from uneven system load, leading to a performance decline. To address this issue,
a load balancing strategy called K-TAHP, based on TOPSIS and AHP, is proposed. This strategy takes cpu,
memory, and bandwidth usage as load factors and uses K-TAHP to construct load evaluation. By employing
a warning module and a migration module, it migrates high-load pods from overloaded nodes to nodes with
lower loads, thus improving load balancing in the Kubernetes cluster and resolving performance degradation
caused by load imbalance after prolonged cluster operation. The experimental results show that the K-TAHP
load balancing strategy can improve the load balancing capability of Kubernetes clusters by around 60%.
It effectively resolves the issue of load imbalance that can occur after long periods of operation in Kubernetes
clusters. Additionally, it ensures uninterrupted pod services duringmigration, therebymaintaining the overall
performance of the cluster.

INDEX TERMS Cloud computing, Kubernetes cluster, container, load balancing, migration.

I. INTRODUCTION
The development of the Internet has brought about huge
changes in cloud computing and has developed into an open
collaborative business model that looks for services and fur-
ther diversififies other energy sources.The cloud computing
service system is divided into three levels: Infrastructure as a
Service (IaaS), Software as a Service (SaaS), and Platform as
a Service (PaaS) [1].

In complex computing environments, cloud computing can
significantly improve the utilization of computing resources
[2]. In recent years, virtualization has become a key tech-
nology in cloud computing [3]. A new virtualization tech-
nology is containerization, and with the rapid development
of containerization technology, a vast amount of services
are being migrated from monolithic architectures based
on virtual machines to cloud-native architectures based on
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containers [4]. In containerization, an application can be
packaged into a container, which supports its running on a
multi-tenant host [5]. In large-scale systems, multiple con-
tainers are deployed throughout the system, which requires a
container orchestration tool to deploy and manage container
resources and services.

Kubernetes is one of the most popular and powerful
open-source orchestration tools for container applications
[6]. It provides various features for container orchestra-
tion, such as deployment, resource management, automatic
scaling, and load balancing [7]. Pod is the smallest
resource unit that can be created and managed in Kuber-
netes. It is the minimum resource object model created
or deployed by users in the resource object model, and
it is also the resource object running containerized appli-
cations on Kubernetes. Three types of automatic scalers
are provided in Kubernetes: Horizontal Pod Autoscaler
(HPA), Vertical Pod Autoscaler (VPA), and Cluster
Autoscaler (CA).
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• HPA monitors resource utilization and automatically
increases or decreases the numberof pods for an
application.

• VPA directly changes the requested resources for an
application.

• CA increases or decreases the numberof nodes in the
cluster, and CA supports commercial cloud platforms
such as Google Cloud Platform (GCP) [8] and Amazon
Web Services (AWS) [9].

II. RELATED WORK
In [10], Khaleq et al. proposed a cloud microservice intel-
ligent autoscaling system for real-time applications, which
automatically scales microservice applications in a cloud
environment with QoS constraints. The system identifies
microservice resource requests through a general autoscal-
ing algorithm in the Google Kubernetes Engine (GKE)
module, and then implements automatic scaling thresholds
through a reinforcement learning agent module. However,
their research did not consider the problem of load imbalance
in the cluster after long-term operation, which will affect the
performance of the entire intelligent autoscaling system.

Reference [11] proposed a hybrid autoscaling approach
for containerized applications. The article uses a machine
learning-based prediction method to predict the future
requirements of applications and combines it with a burst
identification module to make autoscaling decisions more
effective. To avoid pods service interruption during vertical
autoscaling, they proposed a rolling update module. During
the vertical autoscaling process, the information of corre-
sponding pods is obtained, and when the resource request
of pods changes, the pods are redeployed on the node with
normal working pods. After deployment, the traffic on the
original Pods is forwarded to the newly deployed pods, and
finally, the original pods are deleted. However, their research
did not consider the problem of load balancing in the cluster,
and load imbalance after a long time of cluster operation will
lead to a decrease in module performance.

Reference [12] proposed a HANSEL system based on
the Kubernetes platform. The system uses a Bi-LSTM
load prediction algorithm to accurately predict the load of
microservices and implements active elastic scaling by com-
bining passive and active methods through reinforcement
learning to optimize the horizontal autoscaling strategy of
Kubernetes.

Reference [13] designed a Kubernetes autoscaler based on
the pod replica prediction to improve resource scaling effi-
ciency. Both [12] and [13] also did not consider the problem
of load balancing of the entire cluster and pods, leading to a
decrease in cluster performance.

Reference [14] proposed an internal architecture based
on Kubernetes and Docker containers that can dynamically
autoscale based on SLO requirements to improve resource
utilization and ensure QoS.

Reference [15] proposed a general-purpose system to
dynamically adjust the Kubernetes cluster scale to improve

cluster resource utilization and ensure QoS by automat-
ically determining cpu utilization threshold to meet the
requirements of specific applications and providing a cluster
autoscaling algorithm to obtain the ideal number of nodes in
a Kubernetes cluster. However, it cannot guarantee the entire
cluster resource utilization for specified node deployment
applications.

Reference [16] did not use the default system met-
rics from the measuring server component in Kubernetes,
but mentioned several application-level metrics that affect
the performance of HPA while showing the direction for
optimizing HPA.

Reference [17] proposed a new model for collaborative
robots (CoBots) in robotics, artificial intelligence, and IoT
devices. CoBots should develop a work ecosystem system
and work together to achieve maximum productivity and
consistency. This model is also applicable to machine-to-
machine collaboration management in cloud environments
and IoT devices.

Reference [18] proposed a novel intelligent control net-
work to improve microgrid communication performance,
which is used to solve typical drawbacks of a single SDN
controller. Combining Kubernetes with SDN microservices
can eliminate single-point of failure in the hierarchical con-
trol, shorten application recovery time, and enhance container
security and portability.

Reference [19] designed and implemented a Kubernetes
simulator named K8sSim, which can quickly obtain schedul-
ing results of different scheduling algorithms, greatly reduc-
ing their scheduling time.

In the paper [20], the authors proposed a Kubernetes
Scheduler (KubeSC-RTP) to reduce processing time and
improve user satisfaction in heterogeneous environments.
They introduced a machine learning-based approach using
runtime prediction to better select appropriate cpu or gpu
resources. Similarly, in the paper [21], a Kubernetes schedul-
ing platform (KubCG) was proposed, which manages the
deployment of Docker containers in heterogeneous clusters.
The platform implements a new scheduler that reduces the
completion time for different tasks to 64% of the original
time.

Manzoor et al. proposed a suitable wireless load defini-
tion and analyzed the performance of SD-WiFi by varying
the load conditions [22]. Additionally, they also intro-
duced a QoS-aware load balancing strategy (QALB) for
software-defined wireless networks (SD-WiFi) as a solution
to address the Wi-Fi congestion among OpenFlow-enabled
access points (OAPs) [23].

These studies did not focus on the problem that load imbal-
ance in a Kubernetes cluster after long-term operation will
lead to a decrease in cluster performance.

III. INTRODUCTION TO KUBERNETES
Kubernetes is an open-source container orchestration plat-
form used to automate the deployment, scaling, and
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management of containerized applications. In the Kubernetes
platform, a pod is the smallest deployable unit.

A. ARCHITECTURE OF KUBERNETES
A Kubernetes cluster consists of master nodes and worker
nodes, as shown in Figure 1. Each node can run on a physical
machine or on a virtualized environment. By default, there
is usually one master node that controls the entire cluster,
but multiple master nodes can be deployed to achieve high
availability of the cluster.

The master node consists of kube-apiserver,kube-
scheduler,kube-controller-manager, and etcd [6].

• kube-apiserver is used to control the entire Kubernetes
cluster. It can communicate with all other components
in the cluster and receive requests from them. kube-
apiserver also interacts with worker nodes through
kubelet. Additionally, users can pass commands to
kube-apiserver in the master node through kubectl.

• kube-controller-manager monitors and ensures the run-
ning state of the cluster. For example, if an application
creates 10 replicas and one of them is deleted or lost,
kube-controller-manager must ensure that a new replica
is created.

• kube-scheduler is responsible for finding unscheduled
pods and scheduling them to appropriate nodes in the
cluster.

• etcd is a high-availability, distributed, and consistent
backend database used to store data in the cluster.

Applications are deployed on worker nodes. Each worker
node is managed by master node and consists of kubelet,
container runtime (such as Docker [24]), and kube-proxy
components [6].

• kubelet is responsible for managing the containers run-
ning on the machine. It reports the current status of the
worker node to the Master and operates pods based on
the instructions of kube-apiserver in the master node.

• Docker is the most commonly used container runtime in
Kubernetes.

• kube-proxy maintains network rules that allow commu-
nication with pods from within or outside the cluster.
Each pod is assigned a unique IP address when created.
kube-proxy uses these IP addresses to forward traffic to
pods.

B. KUBERNETES SERVICE
In a Kubernetes cluster, each pod can be accessed internally
since it has a unique IP address. However, the lifecycle of
pods in Kubernetes is ephemeral, as pods can be created or
destroyed at any time, and a new IP address is assigned every
time a new pod is created. Therefore, using the IP of pods
in Kubernetes is not a good solution, as the IP addresses
assigned to pods can only be accessed internally within the
cluster and not from outside the cluster.

Kubernetes Service is an abstraction for a group of pods
that allows access to deployed pods inside and outside the
cluster. There are three types of Kubernetes Service:

• ClusterIP is the default type of Service created, and it
can only be accessed within the cluster.

• NodePort is a reserved port on each node that a Ser-
vice is exposed on. For example, if a NodePort Service
is created for a group of pods with the label ‘‘App
A’’, the NodePort would be 32321, and these pods can
be accessed using NodeIP:32321. kube-proxy captures
traffic arriving at port 32321 through corresponding
iptables rules and forwards it to the ClusterIP, which
eventually distributes the traffic to the backend pods.

• LoadBalancer is provided by specific cloud service
providers.

Kubernetes provides several objects for managing replicas
of applications.Deployment are used to manage statele-ss
applications, while StatefulSets are used to manage stateful
applications. Stateless applications do not require real-time
data storage, meaning that data does not need to be syn-
chronized in real-time between replicas. On the other hand,
stateful applications require realtime data storage, meaning
that the data needs to be synchronized in real-time between
replicas.

IV. K-TAHP LOAD BALANCING STRATEGY
In order to achieve Kubernetes load balancing after the
Kubernetes cluster runs for a long time, a load balancing
strategy K-TAHP based on TOPSIS+AHP is proposed.

A. BUILDING LOAD EVALUATION BASED ON TOPSIS+AHP
The K-TAHP load balancing strategy requires the ability to
evaluate the load status of each working node and pod. There-
fore, the cpu, memory, and bandwidth usage of each worker
node and pods are obtained from the monitoring module and
used as load factors. These load factors are evaluated using
Analytic Hierarchy Process (AHP) to obtain load weight
vectors for each factor. Finally, the TOPSIS technique is used
to obtain the final load evaluation value based on the cpu,
memory, and bandwidth usage values obtained.

To begin with, a pairwise comparison matrix of order n
is constructed. This matrix is used to represent the relative
superiority of the selected indicators. The general form of the
matrix is as follows:

A =


a11 a12 . . . a1n
a21 a22 a2n
. . . . . . . . . . . .

an1 an1 . . . ann


where aij represents the importance comparison result of
ai to aj. Table 1 shows the 9 importance levels and their
corresponding values.

To obtain the relative weights of the three load factors by
solving the judgment matrix A, the steps are as follows:

1. The column vectors of the normalized matrix A.:

A′
= aij/

∑n

i=1
aij (1)
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FIGURE 1. The architecture of kubernetes.

TABLE 1. aij value ratio and meaning.

2. To sum up the matrix A′ by rows.:

W ′
=

(∑n

j=1
a1j,

∑n

j=1
a2j, . . . ,

∑n

j=1
anj

)T

(2)

3. To normalize W′ to obtain the weight vector W:

W = (w1,w2, . . . ,wn)
T (3)

4. To obtain the maximum eigenvalue of the judgment
matrix A:

λmax =

∑n

i=1
((AW )i /nwi) (4)

The consistency ratio (CR) is used to test the consistency
of the judgment matrix A, and its formula is shown in
equation (5):

CR =
CI
RI

(5)

TABLE 2. The random consistency indicator RI.

where CI is the consistency index introduced in AHP. When
CI is larger, the inconsistency of the judgment matrix is
more severe. When CI= 0, the judgment matrix is completely
consistent. To measure the size of CI, the random consistency
indicator (RI) is introduced.

The formula for calculating CI is shown in equation (6):

CI =
λmax − n
n− 1

(6)

The values of RI are as shown in Table 2:
When the consistency ratio CR is less than 0.1, it indicates

that the inconsistency of the judgment matrix A is within
an acceptable range, and it can pass the consistency test.
Otherwise, it is necessary to reconstruct the judgment matrix
A to improve its consistency.

In Kubernetes, cpu, memory, and bandwidth usage can be
used as load factors for monitoring and managing clusters.
A judgment matrix A can be constructed to represent the
relative importance between these load factors using AHP:

A =

 1 2 4
1/2 1 2
1/4 1/2 1


Here, ai represents load factors, a1 represents cpu usage, a2

representsmemory usage, and a3 represents bandwidth usage.
Through equations (1), (2), and (3),obtain the weight vec-

tor of A:W=(0.5714,0.2857,0.1429) and by using equations
(4), (5), and (6), we obtained CR = 7.0385 ∗ 10−8 < 0.1,
indicating that the judgment matrix A satisfies consistency.

VOLUME 11, 2023 102135



R. Gao et al.: K-TAHP: A Kubernetes Load Balancing Strategy Base on TOPSIS+AHP

To obtain the load evaluation of each node using the
TOPSIS method, the following steps can be taken:

1. Standardize the obtained load data of each node:

Zi =
bi√∑n
i=1 b

2
i

(7)

In this context, where bi represents the load data of a node,
b1 represents the cpu usage, b2 represents the memory usage,
and b3 represents the bandwidth usage.

2. Obtain load evaluation for each node:

Lcn = (L1,L2, . . . ,Ln) (8)

There, Lcn is closer to 1, it indicates a higher node load, and
Lcn is smaller, it indicates a lower node load.The calculation
method for Li is as follows:

L+

i =

√∑n

i=1
(wi × (bi − 1)2) (9)

L−

i =

√∑n

i=1
(wi × b2i ) (10)

Li =
L−

i

L+

i + L−

i

(11)

At the same time, the load evaluation Lcp of pods is calcu-
lated. A larger Lcp indicates a larger pod load, while a smaller
Lcp indicates a smaller pod load.The calculation formula is
shown in (12):

Lcp = b×W (12)

B. THE IMPLEMENTATION OF K-TAHP LOAD BALANCING
STRATEGY
The K-TAHP load balancing strategy involves migrating high
load Pods from highly loaded worker nodes to corresponding
low load worker nodes in order to balance the load and ensure
overall load balancing of the cluster. Therefore, a warning
module and a migration module are designed and imple-
mented to respectively detect and alert unbalanced load in the
cluster and execute the migration operation.

1) THE WARNING MODULE
In order to determine whether the Kubernetes cluster load
is unbalanced, it is necessary to dynamically and real-time
obtain the cpu, memory, and bandwidth usage of each worker
node from the monitoring module.To avoid immediate pods
migration when a worker node reaches a peak overload,
a warning threshold is set, and the threshold calculation is
performed every 5 minutes. Because application workloads
may reach a peak in a short period, there is no need to perform
pods migration during this time because it generates addi-
tional system overhead, such as cpu and bandwidth. When a
worker node exceeds the warning threshold calculated three
times, it is identified as a highly loaded node and added to the
list of highly loaded nodes. At the same time, the migration
module is notified to perform pods migration. The formula

(13) is used to calculate the warning threshold:

Threshold = δ ×

(∑n

i=1
Lni/n

)
(13)

In the formula, δ represents the load balancing factor,
which is used to evaluate whether the worker node is a hig-
hly loaded node or a low loaded node. To ensure that the
highly loaded node is selected and there are sufficient lists of
low-loaded nodes, δ is set to 1.25 and 0.75 for highly loaded
nodes and low-loaded nodes respectively.

2) THE MIGRATION MODULE
The migration module is responsible for moving high-load
pods from the high-load node list to the low-load node list to
ensure load balancing in the cluster. The main implementa-
tion steps are as follows:

1) Get the list of high-load worker node Lhigh using for-
mula (13), and if the list is not empty, proceed to step 2;

2) Get the list of low-load worker node nodes Llow using
formula (13), and if the list is not empty, proceed to
step 3;

3) Iterate through the Lhigh list, calculate the load of each
pod on each high-load node using formula (12), add
it to the Lpl list, and then sort the resulting Lpl list in
descending order of pod load;

4) To ensure that high-load pods deployed on nodes spec-
ified by label tags can be migrated, select the first
1/3 length of the Lpl list as L′

pl. This can ensure that
pods deployed on nodes specified by label tags can be
migrated;

5) Iterate through the Lpl’ list and, in order to minimize
the number of pod migrations as much as possible,
perform parallel pod migrations based on the length
of Llow list (Slow) to reduce redundant calculations.
This ensures the efficiency of pod migration. In order
to so-lve the problem of service interruption of pods
during migration, before migrating a pod, a copy of
the pod is made and the copied pod is deployed on
the low-load node to be migrated to. After the copy
is deployed, the original pod on the original node is
deleted;

6) Throughout the migration process, prioritize migrating
pods deployed on non-specified nodes to the low-load
node list. Add pods deployed on the specified nodes
with label tags to the list Lnp with tags. After the
iteration is complete, proceed to step 7;

7) Determine whether to migrate pods deployed on non
spe-cified nodes with the number of Slow. If not, iterate
through the Lnp list and migrate pods deployed on the
specified nod-es until enough pods to meet the Slow
number are migrated.

Algorithm 1 is K-TAHP Load Balancing Algorithm
pseudocode.

V. EXPERIMENTAL RESULTS AND ANALYSIS
In order to verify the K-TAHP load balancing strat-
egy, a Kubernetes cluster was deployed with Kubernetes
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version 1.18.0 and Docker version 18.06.1. Prometheus [25]
and Grafana [26] monitoring components were deployed in
the cluster, with Prometheus used to real-time monitoring
the cpu, memory, and bandwidth usage of each node, and
Grafana used to visualize the data. The cluster consists of one
master node and three worker nodes, and the configuration
information for each node is listed in Table 3.

Algorithm 1 K-TAHP Load Balancing Algorithm
Input:cpu, memory and bandwidth usage
Output:pod migration to worker node information
1: Lhigh = getHighNode(Nodes) && Llow =

getLowNode(Nodes) //get a list of high load and low
load nodes
2: if notNull(Lhigh, Llow)
3: while i ∈[0,M]
4: loadPod(pods) //calculate pods load
5: end while
6: while j ∈[0,N]
7: while k ∈[0,S]
8: if labelPod(podk)
9: add(podk)
10: else
11: copy(podk)
12: migrate(podk) //migrate pods with no label
13: end if
14: end while
15: end while
16: while l ∈[0,Q]
17: migrate(labelPodl) //migrate pods with label
18: end while
19: end if

TABLE 3. Cluster nodes configuration.

20 pods were deployed in the cluster, with 15 of them
deployed on node1. Each pod requested 200m of cpu
resources and 100Mi of memory resources. A Service object
was created to expose these pods externally. To verify the
effectiveness of the K-TAHP load balancing strategy, the
Hey [27] testing tool was used to perform a load test on
the deployed pods, making the workload of the entire cluster
unbalanced.

Figures 2 and 3 show the changes in cpu and memory
usage on each node in the cluster using the K-TAHP load
balancing strategy. As shown in Figures 2 and 3, before
using the K-TAHP load balancing strategy, the cpu and mem-
ory usage on node1, node2, and node3 in the cluster was

FIGURE 2. Cpu usage of each node in the cluster.

FIGURE 3. Memory usage of each node in the cluster.

TABLE 4. Number of pods with label in cluster nodes.

79.20%, 18.58%, and 12.32%, 56.27%, 14.00%, and 7.93%.
The entire cluster was in an unbalanced load state.However,
after using the K-TAHP load balancing strategy, the cpu and
memory usage on node1, node2, and node3 in the cluster was
50.00%, 31.50%, and 30.50%, 34.30%, 22.58%, and 19.65%,
respectively. It can be seen that the K-TAHP load balancing
strategy can ensure that the entire Kubernetes cluster is in a
load-balanced state.

To verify that the K-TAHP load balancing strategy can
migrate pods with label, 15 pods with label were deployed on
node1 using label tags. Table 4 shows the number of podswith
label on node1, node2, and node3 in the cluster before and
after using the K-TAHP load balancing strategy. According
to the data provided in Table 4, it can be observed that the
K-TAHP load balancing strategy can migrate pods with label
to nodes with lower loads.

To validate whether the K-TAHP load balancing strat-
egy can ensure uninterrupted service during pod migration,
Hey was used to test the throughput of pod during the
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migration process. Figure 4 presents the throughput of pod
during migration under different numbers of clients. It can be
observed that as the number of clients increases, the through-
put generated during pod migration is nearly the same as
the throughput generated under default conditions. Therefore,
Figure 4 verifies that the K-TAHP load balancing strategy
can guarantee uninterrupted service during pod migration,
thereby preserving the performance of pod.

FIGURE 4. Pod throughput.

The Kstd metric is used to measure the degree of load
balancing in a cluster system, with a value of Kstd approach-
ing 0 indicating greater stability in the cluster system. The
calculation formula for Kstd is as follows:

Kstd =

√∑n
i=1 (Li −

∑n
i=1 Li
n )2

n
(14)

Figure 5 illustrates the load balancing degree of the entire
cluster system under default conditions, using the AHP strat-
egy, and using the K-TAHP strategy. From Figure 5, it can be
observed that as the number of deployed pods increases, the
K-TAHP load balancing strategy is more effective in improv-
ing the load balancing degree of the cluster system compared
to the AHP strategy. This ensures the overall performance of
the cluster.

FIGURE 5. Load balancing of cluster system.

VI. CONCLUSION AND FUTURE WORK
The K-TAHP load balancing strategy utilizes cpu, mem-
ory, and bandwidth usage as load factors to construct load
assessment. By employing a warning module and a migration

module, it migrates high-load pods from overloaded nodes to
nodes with lower loads, thus improving load balancing in the
Kubernetes cluster and resolving performance degradation
caused by load imbalance after prolonged cluster operation.
Experimental results demonstrate that this strategy effec-
tively resolves the problem of load imbalance in long-running
Kubernetes clusters. Moreover, the strategy ensures uninter-
rupted service of Pods during the migration process, thereby
preserving the performance of the cluster applications.

Future work will focus on the issue of elastic scaling of
pods in Kubernetes, aiming to ensure the performance of pods
through proactive scaling mechanisms.
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