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ABSTRACT Recently, various new attempts are being made to improve the quality of media content
according to the expansion of the media market. Pre-visualization is one of those attempts, and the behavior
of characters (agents) in virtual space is essential for pre-visualization. In this paper, a study was conducted
to automatically generate behaviors of virtual characters for more efficient visualization in pre-visualization.
In particular, we propose a method to automatically produce an appropriate behavior by detecting the state
of the surrounding environment with a deep reinforcement learning technique. A virtual environment is
created using a game engine to configure space for reinforcement learning, and a reinforcement learning
model of the training environment is configured with Python and PyTorch. The virtual environment and the
model training environment are communicated with the ML-agents toolkit. In the virtual environment,
the character basically moves in a straight line, and three obstacles appear at random locations in front
of the character. The character senses 9 states and allows 5 actions. After that, a reward is offered according
to the action to proceed with learning. For performance evaluation, reinforcement learning training was
conducted using the Proximal Policy Optimization (PPO) algorithm and Soft Actor-Critic (SAC) algorithm,
and performance comparisons were also conducted according to the batch size. As a result, we are able
to secure a reinforcement learning model with obstacle avoidance capability. Applying the model to the
character proved that the character can automatically animate according to the state of the surrounding
environment without explicit programming.

INDEX TERMS Pre-visualization, deep reinforcement learning, behavior.

I. INTRODUCTION
The media environment is rapidly changing as digital media
convergence based on high-speed Internet and advanced
information and communication technology enables high-
quality media content services using various media devices
and platforms [1]. In particular, Over-the-Top (OTT),
a representative platform for Internet media convergence,
is expanding the content market by changing the value cre-
ation structure of the media industry and creating an active
content consumption culture for users [2]. This paradigm shift
in the media industry is expanding to the entire media content
industry such as drama, film, entertainment, and behavior [3].
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Furthermore, as digital transformation is in full swing with
the era of the 4th Industrial Revolution, the platform market
is expected to expand further and the boundaries between the
media industries are rapidly broken as next-generation media
content using artificial intelligence, big-data, metaverse, and
virtual reality are added [4]. Meanwhile, in order to continu-
ously provide services that meet the rapidly changing needs
of users in various media platform markets and expand the
reach of media works, it is necessary to reduce production
time and production cost as well as high-quality content pro-
duction. Accordingly, as a way to cope with the trend of the
media content industry, the importance of pre-visualization
or previz work before production using computer programs is
growing [5], and in this regard, pre-visualization research of
3D behavior types using computer graphics has been actively
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conducted. However, although the field of application for pre-
visualization has expanded and various types of application
methods are being developed accordingly, related research is
insufficient quantitatively and qualitatively. In addition, most
characters (Agents) are programmed to respond passively
under fixed virtual environment conditions, so there is a limit
to making behaviors that actively respond to a given environ-
ment as in reality. Therefore, in order to further maximize the
efficiency and performance of the pre-productionwork, a pre-
visualization plan in which the character actively responds
in a virtual environment similar to reality is required. Our
contributions can be summarized as follows:

• The character can only travel straight in the training
scenario configuration, and the three obstacles emerge in
front of it at random within a predefined range in order
to automatically generate the right behavior. In order to
detect a total of nine states, the character was required
to do five acts.

• We classify Proximal Policy Optimization (PPO),
an on-policy algorithm, and Soft Actor-Critic (SAC),
an off-policy method, as policy algorithms for reinforce-
ment learning. The episode is designed to finish instantly
if it encounters an obstacle, and as a result, we have
devised a travel distance reward, a weighted incentive
for the posture to go as quickly as possible, and a penalty
policy if it moves backward.

• Using the Unity game engine, we build a virtual envi-
ronment for the reinforcement learning model learning
in order to verify the proposed pre-visualization model.

• We compared and examined the training results for each
reinforcement learning algorithm based on the batch size
in order to verify performance.

The paper is organized as follows: Section II presents
related research and describes algorithms such as reinforce-
ment learning used in this study and tools used such as Unity.
Section III describes our proposed Design and the Imple-
mentation of the basic elements of reinforcement learning
such as Environment, State, Agent, Action, and Reward. The
following section IV, the performance evaluation, presents
the configuration of the experimental environment, and the
training results of reinforcement learning along with the
comparison of training results according to the batch size.
In section V, the conclusion summarizes the results of
the study, the limitations of the study, and presents future
research.

II. RELATED WORK
Recently, research using deep learning, a key element
technology of the 4th Industrial Revolution, and deep rein-
forcement learning, which combines reinforcement learning,
has been actively conducted [6], [7]. Reinforcement learn-
ing is a machine learning technique in which characters
directly explore and recognize the state of the surround-
ing environment in a given virtual environment and learn
through interaction with the environment [8], [9], [10], [11];

in other words, the agent interacts with the game environ-
ment, receives feedback in the form of rewards based on
its actions, and learns to maximize its long-term cumulative
reward. Particularly in the context of playing games, deep
reinforcement learning (DRL) has been a fascinating topic
of study. DRL has excelled over human performance in a
number of difficult games, achieving exceptional outcomes in
the gaming world. Deep reinforcement learning is effective in
games because it can handle high-dimensional input, such as
raw pixel data, and learn complex strategies through self-play
and exploration. The deep learning model for successfully
learning control rules from high-dimensional sensory input
was provided by the authors in [12].
Another intriguing study was conducted in [13], where

the author looked at how a stimulating environment can aid
in developing complicated behavior. They taught the agents
specifically in various environmental circumstances, and they
discovered that doing so promoted the creation of robust
behavior that excelled at a variety of tasks. When complex
interaction is required, environments that mimic the physical
characteristics of the target domain typically the real world
are frequently required as well. For challenges where the
objective is to translate a policy learned in a simulator to
the actual world [14], [15], [16], as would be the case for
the majority of robotics applications, this realism is crucial.

This study is meaningful in applying deep reinforcement
learning to pre-visualization tasks by differentiating it from
passive pre-visualization systems using existing 3D charac-
ter behavior. This study proposes an automatic method of
creating character behavior using deep reinforcement learn-
ing as a way to improve the efficiency of pre-visualization
work. In the proposed pre-visualization model, characters
can automatically create behaviors according to the state of
the surrounding environment without explicit programming.
In this study, we intend to create a virtual environment using
a game engine to construct a space for reinforcement learning
and to proceed with learning by providing rewards according
to the behavior of the character.

In this case, the game engine uses the ML-Agents Toolkit
0.29.0 (Machine Learning Agents Toolkit) which allows us
to create or use pre-made environments to train our agents,
provided by Unity [17] while the reinforcement learning
model environment consists of Python 3.9, PyTorch 1.21.1.

ML-Agents has two important components as described in
Figure 1, the first is the learning environment (LE), on Unity,
which contains the Unity scene and the environment ele-
ments; the second is the Python API which contains the RL
algorithms (such as PPO and SAC). Therefore, we can use
this API to launch training since it communicates with the
Learning environment through the external communicator.
Inside the Learning Environment, we have different elements:
The first is the Agent, each Agent can have a unique set
of states and observations, take unique actions within the
environment, and receive unique rewards for events within
the environment. Here, the actions of an agent are decided
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by the brain which is linked to. The second element in the
LE is the Brain, each Brain defines a specific state and action
space, and is responsible for deciding which actions each of
its linked agents will take. The Brain has 4 modes: Exter-
nal, Internal (Experimental), Player, and Heuristic; therefore,
we used externalmode because, in thismode, action decisions
are made using the ML library through communication over
an open socket with our Python API. The Last element in
LE is the Academy, it orchestrates agents and their decision-
making process.

FIGURE 1. Unity ML-Agents.

We compared and analyzed the training results according
to the batch size for the on-policy algorithm Proximal Policy
Optimization (PPO) and Off-Policy algorithm Soft Actor-
Critic (SAC) [18], [19] as policy algorithms for reinforcement
learning.

III. DESIGN AND IMPLEMENTATION
In this paper, for automatic behavior generation, we present a
plan divided by environment, state, agent, action, and reward,
which are the basic elements of reinforcement learning. First,
the environment describes the virtual environment in which
reinforcement learning proceeds, second, the agent describes
the type of state and the purpose of design that the agent
identifies, and third, the agent describes basic actions and
episode settings, decision cycles, etc. Fourth, actions describe
actions that agents can take, and fifth, rewards describe
reward policies designed for proper behavior generation.

A. ENVIRONMENT
Environment refers to an object or problem to be solved
using reinforcement learning. In this paper, the purpose is
to learn to automatically generate appropriate behaviors in a
given environment. In front of the character, three obstacles,
an upper obstacle, a lower small obstacle, and a lower large
obstacle, appeared randomly at an arbitrary position within
8 meters as described in Figure 2.

B. STATE
In this paper, we proposed to use a total of nine states for
learning, and the nine states are:

1) Distance to eye height obstacles;
2) Distance from down position obstruction;

FIGURE 2. Model overview.

3) Distance from obstruction up front 30 degrees;
4) Distance from rear top 30-degree directional

obstruction;
5) Upward 90-degree distance from obstruction;
6) Forward acceleration;
7) Upward acceleration;
8) Down Position Obstacle Height;
9) Current action type

Each state is (1) identifying the upper obstruction, (2) iden-
tifying the lower Obstacles, (3) determining when to take a
sitting action, (4) determining when to switch actions that
take place, (5) determining the duration of a sitting action,
(6) calculating the appropriate forward speed, (7) calculating
the appropriate jump strength, (8) jump strength calculation,
(9) identifying the action the character is currently taking.
In this way, the character is trained to recognize nine states
and output appropriate actions and is configured to avoid
them by automatically directing appropriate behaviors for a
given obstacle as shown in Figure 3.

FIGURE 3. Types of states.

In our experiment process, we used the Markov Decision
Process (MDP), since it represents a sequential decision
problem in which behavior affects the next state and out-
come. Therefore, MDPs are general and flexible enough to
formulate the problem of learning goals through interaction,
the same problem solved by reinforcement learning. We can
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express and infer reinforcement learning problems from an
MDP perspective. The MDP consists of 4-tuples (S, A, P, R).
S is a state space with a finite set of states, A is an action space
with a finite set of actions, and P is a transition function that
defines the probability of reaching the state s’ through action
a from s.

P(s′, s, a) = p(s′|s, a) (1)

In Equation (1), the transition function is equal to the con-
ditional probability of s′ given s and a. R is a reward
function that determines the value received to switch from
state s to state s′ after taking action. For practical pur-
poses, assume MDP and a finite number of transfer state
(St , St−1, St−2, .., St−k ) can be used to solve the problem.
Such a system is partially observable and its state is called
observation. The final goal of MDP is to find a pol-
icy that maximizes cumulative compensation as shown in
Equation (2). R is the reward obtained at each step along the
policy. It is a harm to MDP when the policy does the best
possible action in each state of the MDP. This policy is called
the optimal policy.

∞∑
t=1

Rπ (St , St+1) (2)

C. AGENT
In this paper, the character is basically configured to move
only straight as shown in Figure 4. As the character moves
straight, it identifies the state and avoids obstacles with
appropriate behavior such as walking, running, and jumping.
Because the goal of the agent in this study is to move forward
without being hit by obstacles for as long as possible, the
learning step is set to a maximum of 5,000 times, and the
episode ends if it is more than 5,000 times. The observation-
determination-action-reward cycle is repeated every time an
agent makes a decision request, and in this study, the decision
request cycle is designed in five steps because it does not need
to be controlled as finely as a robot’s joint.

FIGURE 4. Moving character.

D. ACTION
It is the design content of the action that the character can
take. There are a total of five actions that can be performed:

walking, running, sitting, jumping, and jumping intensity.
Each action was designed to move forward, avoid upper
obstacles, and avoid lower obstacles. The character can avoid
obstacles in front of him through the appropriate output of
five actions.

E. REWARD
The following is about the reward strategy and the end of the
episode. Rewards were designedwith travel distance rewards,
posture weights, and reverse penalties. The end of the episode
is when an obstacle collision or maximum step is reached.

1) DISTANCE REWARD STRATEGY
The distance reward strategy is defined as a reward provided
according to the distance traveled. It is a reward strategy that
allows the agent to learn that it must move forward without
stopping. Distance return policy is defined as follows:

Rdist = Pt − Pt−1 (3)

Rdist represents a reward for distance, Pt represents the posi-
tion of the current step character, and Pt−1 represents the
position of the character in the previous step.

2) STANDING REWARD STRATEGY
It is a reward strategy that allows you to move more quickly
than if you are moving in a standing position, so if you are
in a standing position, you can learn to move standing up
if possible by weighting the distance traveled. The Standing
reward strategy is defined as follows:

Ra = Ra + Rdist ∗Wstand (4)

Ra represents an accumulated reward, Pdist represents an
acquisition reward for a distance, and Wstand represents the
weight when standing.

3) PENALTY REWARD STRATEGY
It is a reward strategy that deducts rewards by giving more
penalties to the distance between the characters when they
go back so that they can learn to move forward. The penalty
return policy is defined as follows:

Ra = Ra + Rdist ∗Wback (5)

Ra represents the cumulative reward,Rdist represents a reward
for distance, and Wback represents the penalty weight when
moving backward.

4) EPISODE TERMINATING POLICY
This study aims to automatically avoid obstacles. Therefore,
if the obstacle is not avoided, the episode is immediately
terminated so that no more rewards are obtained. The reason
why the episode was terminated without deducting the reward
is that the character is taught to obtain the maximum reward.
However, if the reward is deducted because the obstacle
cannot be avoided, the character tends to take action that
does not move. Sometimes, if the character did not move, the
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character could not avoid obstacles and get a higher reward
than receiving a reward deduction.

IV. PERFORMANCE EVALUATION
A. EXPERIMENTAL CONFIGURATION
The experimental environment can be divided into two main
settings. First, Unity and ML-Agents were used as the virtual
environment configuration for learning. The character used
a virtual laser to identify the conditions such as the distance
from the gaze position obstacle, the distance from the lower
position obstacle, the distance from the front 30-degree obsta-
cle, the distance from the rear 30-degree obstacle, and the
distance from the 90-degree obstacle. Figure 5 shows a virtual
environment implemented with Unity. The red line in the
figure identifies the distance with a virtual laser. In addition,
parallel training was used to shorten learning time. Figure 6
is a diagram of the configuration of parallel training with a
virtual environment where agents in multiple virtual environ-
ments are linked to a single brain. It was configured so that
model learning could proceed in a total of 30 identical vir-
tual environments. The second reinforcement learning model
training environment configuration used Python 3.9, PyTorch
1.21.1, and ML-Agents 0.29. Real model learning is done
through PyTorch, an open-source machine learning library,
which communicates with a virtual learning environment
composed of Unity and through the ML-Agent Python API
to conduct reinforcement learning.

FIGURE 5. Virtual environment configuration.

B. EXPERIMENTS
Reinforcement learning (RL) algorithms can be broadly
divided into model-free reinforcement learning and model-
based reinforcement learning. Model-free RL is more widely
studied; therefore, we chose a model-free RL algorithm.
In addition, as described in Table 1, Model-free RL can be
further divided into on-policy and off-policy approaches. The
on-policy algorithm is similar to the way humans directly
explore dangerous areas to determine the path of travel,
rejecting hazards as much as possible, while the off-policy

FIGURE 6. Parallel training configuration.

algorithm does not directly explore dangerous areas in a way
that humans do not. The experiment was conducted with two
main algorithms: PPO, which is the representative algorithm
of the on-policy algorithm, and SAC, which is the representa-
tive algorithm of the off-policy algorithm. Each algorithm is
characterized by a stable and general-purpose algorithm for
PPO, and SAC is an algorithm that often requires 5-10 times
fewer samples to perform the same task as PPO due to its high
sample efficiency.

TABLE 1. Comparison between PPO and SAC.

The following are the primary hyperparameters used by
each algorithm. The hyperparameters used in learning with
the PPO algorithm are shown in Table 2.

TABLE 2. PPO algorithm hyperparameters.

The hyperparameters used in learning with the SAC
algorithm are also shown in Table 3.

To compare the learning results for each batch size, the
PPO algorithm was trained in 256 and 1024 batch sizes
whereas the SAC algorithm was trained in 256, 512, and
1024 batch sizes as shown in Figure 7.
In the case of the SAC algorithm, learning was conducted

in 256 and 1024 batch sizes in the same way as the PPO
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TABLE 3. SAC algorithm hyperparameters.

FIGURE 7. Average reward by algorithm and batch size.

algorithm, but it was not converged. So I also trained about
512 batch sizes. Analyze experimental results. In this exper-
iment, the model was stored every 10,000 steps to check the
change in the obstacle avoidance ability. As a result of learn-
ing the PPO algorithm at 1024 batch size, it was confirmed
that the learning was completed and converged at about 3.5M
step. As a result of learning the SAC algorithm at 1024 batch
size, learning showed an unstable pattern compared to PPO.
Although it seemed to converge at about 2M step, the acquisi-
tion reward was confirmed to be about 50% compared to the
PPO algorithm. In addition, besides the training steps, Table 4
shows the training time, max reward, and the average reword
of each algorithm based on batch size.

TABLE 4. Comparion of algorithm by batch size: BS = Batch size,
TS = Training Steps, TT = Training Time, Max R = Max Reward,
Avg. R = Average Reward.

As a result of continuous learning, it showed an unstable
pattern from about 4M steps, and the acquisition reward was
gradually decreasing. We applied the model learned with the
PPO algorithm 1024 batch size to the character in the virtual
environment and checked it. Figure 8 is the learning trend
graph of the PPO and SAC algorithms, the blue is the learning
trend graph of the PPO algorithm and the red is the SAC
algorithm. As shown in the figure, the PPO algorithm showed
a stable learning trend. The SAC algorithm showed instability
in the beginning and eventually diverged. As shown in the

graph, when the early learning model was applied, it was
difficult to avoid obstacles, and could not take appropriate
actions. When the final model was applied to the character,
it showed stable avoidance of obstacles as shown in Figure 9.
Based on these experimental results, it can be said that it is
possible to use deep reinforcement learning to automatically
generate appropriate behavior by determining the state of the
point in time without separate programming.

FIGURE 8. Learning progress chart.

As described above, in the case of the PPO algorithm,
it was confirmed that the ability to avoid obstacles can be
provided to the character when learning with a 1024 batch
size. In addition, we tested the PPO algorithm to see what
changes are madewhen changing the batch size. As a result of
learning with a 256 batch size, it showed a pattern of learning
at a faster pace in the beginning than with the 1024 batch
size. After that, a reward was stably obtained from about
500K steps. However, the reward obtained was lower than the
1024 batch size, and the result was less than 50% compared
to the learning result of the 1024 batch size. Next, we tested
what changes were made when the batch size of the SAC
algorithm was changed. Unlike the PPO algorithm, it was not
learned and showed instability even in the 1024 batch size,
so we conducted learning in 512 batch size and 256 batch
size and compared the results. The 512 batch size showed
similar trends in the case of the 1024 batch size and the
reward acquisition score, but the learning proceeded in amore
unstablemanner than the 1024 batch size. Like the 1024 batch
size, it showed that it did not learn the appropriate avoidance
ability. The 256 batch size had a lower acquisition reward
score than the 1024 batch size or 512 batch size, and from
about 2M steps, learning proceeded steadily in an unstable
manner. Similarly, appropriate avoidance skills have not been
learned. As a result of the experiment using the PPO and SAC
algorithms to adjust the size of 256, 512, and 1024 batches,
it was confirmed that the obstacle avoidance problem in the
virtual environment was solved by using the PPO algorithm
and the 1024 batch size learning model. Table 5 is a rein-
forcement learning hyperparameter of the finalmodel that can
demonstrate the method proposed in this paper.

A well-trained reinforcement model with the ability to
avoid obstacles actually showed stable avoidance of obsta-
cles, as shown in Figure 9 when applied to the environment in
which learning was conducted. Even when the reinforcement
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FIGURE 9. Applying final model to character.

TABLE 5. Final hyperparameters.

learning model is applied to new virtual environments and
new characters, the proposal for an automatic behavior gen-
eration method in this paper can be proved only when the
obstacle avoidance ability is maintained. Thus, we created
three additional virtual environments and applied the corre-
sponding reinforcement learning model to three characters to
conduct experiments on the ability to avoid obstacles. First,
the three new environments added for the experiment are
named Environment 1, Environment 2, and Environment 3,
respectively. The characters are named Character 1 for the
existing characters and Character 2, 3, and 4 for the three
newly added characters, respectively. Characters 1, 2, 3,
and 4 are different and unrelated 3D models. The experi-
ment first tested the ability to avoid obstacles by applying
Character 1, a character used in existing reinforcement learn-
ing, to Environment 1. Next, character 2 was applied to
Environment 1 to experiment with obstacle avoidance ability,
and the experiment was conducted in the order of character 2
in Environment 2, character 3 in Environment 2, and char-
acter 4 in Environment 3. Figure 4 is an experimental video

FIGURE 10. Apply the final model to different environments and
characters.

of the ability to avoid obstacles by applying the final rein-
forcement learningmodel to various virtual environments and
different characters. As shown in Figure 10, it was confirmed
that the ability to avoid obstacles remains the same when
using the PPO algorithm and a reinforcement learning model
learned in a batch size of 1024 even when the environment or
character changes.

V. CONCLUSION AND DISCUSSION
This study proposes a method to help advance visualization
to help create more competitive content in the market by
increasing the quality of content in a situation where the
size of the media market is growing significantly. In par-
ticular, an in-depth reinforcement learning technique was
applied to the behavior production of characters essential
for pre-visualization. Using the deep reinforcement learning
technique, we propose a method in which characters can
automatically create behaviors by detecting the state of the
surrounding environment on their own. As a method of this
study, a space for reinforcement learning was constructed
using the game engine Unity. Reinforcement learning model
training was constructed using Python and the machine
learning library PyTorch. The virtual environment for rein-
forcement learning composed of game engines and the model
training environment composed of Python and PyTorch were
communicated using the ml-agents toolkit. The character was
able to detect nine states in a virtual environment and avoid
obstacles through five actions. Reinforcement learning was
conducted by designing a function that provides rewards
according to behavior so that characters can automatically
avoid obstacles. As for the learning results, it was possible
to secure a convergent model when learning with a batch
size of 1024 using the PPO algorithm. When learning using
the SAC algorithm, convergent learning results could not
be obtained even if the batch size was changed. When the
model converging with the PPO algorithm was applied to
the experimental environment, it was possible to actually
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avoid obstacles stably. As a result of the experiment, it was
confirmed that even if the environment or character changes,
the character to which the reinforcement learning model is
applied stably avoids obstacles. As a result of this study,
the following points were proved. First, we demonstrate that
deep reinforcement learning can be used to automatically
generate behaviors in certain situations without the need
for separate explicit programming. Second, it is proved that
even if the model obtained through reinforcement learning
is applied to different environments and characters from the
learning environment, it can reliably generate appropriate
behaviors. Third, even under the same conditions, it was
confirmed that there was a significant difference in learning
results depending on hyperparameters such as algorithms and
batch sizes. In this study, we conducted experiments on two
reinforcement learning algorithms, PPO and SAC, and further
experiments on additional reinforcement learning algorithms
seem to need to explore more optimal algorithms. In the case
of the SAC algorithm, it seems necessary to compare the
performance of the PPO algorithm if it eventually failed to
learn the ability to avoid obstacles, but succeeded in learning
through additional experiments through more various hyper-
parameter adjustments. This study is expected to contribute to
the development of the media market by quickly visualizing
text-based data such as movie scripts or novels to create
applications that can be used in the actual media content
production market.
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