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ABSTRACT Well-Being analysis is an approach that integrates deterministic criteria with probabilistic
methods, and it plays a crucial role in the operational planning of power systems. However, assessing the
Well-Being of composite generation and transmission systems presents a formidable challenge, characterized
by significant computational burdens and sluggish processing speeds. To tackle this issue, we embarked on
an effort to enhance the computational efficiency of Well-Being assessment by employing the cross-entropy
method (CEM). Nonetheless, our experimental pursuits revealed that the conventional employment of CEM
for Well-Being assessment can lead to protracted convergence of the marginal index. To overcome this
limitation, we introduce an enhanced multi-objective cross-entropy method (MCEM) that integrates weight
factors, thereby ensuring an accelerated convergence rate for both the risk and marginal indices. To validate
the effectiveness and advancement of our proposed MCEM approach, we conduct a comprehensive com-
parative analysis using the IEEE RTS79 and MRTS79 test systems as case studies. We contrast our method
with the conventional MCS and CEM approaches, conducting a thorough examination of the computational
performance of MCEM. This comprehensive comparative study unequivocally confirms the efficacy and
progressive nature of the MCEM framework presented in this paper.

INDEX TERMS Well-being evaluation, composite generation and transmission systems, convergence of
risk index and marginal index, cross entropy, optimal multiplier.

I. INTRODUCTION
In the domain of system reliability assessment, the power
system reliability criteria are typically classified into two
primary categories: deterministic and probabilistic methods.
The deterministic method offers simplicity and practicality,
as it allows for easy comprehension and implementation.
However, it fails to account for the uncertainties of sys-
tem operations. On the other hand, the probabilistic method
incorporates the influence of various stochastic factors but
requires sophisticated analytical techniques, making it chal-
lenging for field personnel to grasp [1], [2], [3]. To bridge the
gap between these criteria, Billiton proposed the Well-Being
model in 1994 [4]. This model is founded upon the N-1
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criterion, which holds paramount importance in power
system planning, design, and operational dispatching.

Researchers have conducted many studies on Well-Being
analysis of power systems. These studies focused on
Well-Being evaluation of different subsystems, including
generation system, distribution system, and composite gener-
ation and transmission systems. For the Well-Being analysis
of generation system, researchers studied the effect of load
shifting, electric vehicle (EV) on system Well-Being. Ref-
erence [5] studied the load shifting among different kinds
of load sectors on Well-Being indices of generation sys-
tem integrated with wind power. In [6], the electric vehicle
(EV) charging was being treated as interruptible load and
served as emergency units, and its contribution inWell-Being
enhancement of generation system was investigated. Based
on the work in [6], the uncertainties of EV charging were
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formulated and being considered in the Well-Being evalua-
tion in [7]. In [8], the effects of charging modes of EVs and
load shifting on well-being of generation system were inves-
tigated. For the Well-Being analysis of distribution system,
researchers studied the effect of distributed generators and
EV integration on system Well-Being. In [9], a reliability
model for distribution transformers considering the aging
rate of the transformer under different levels of photovoltaic
permeability on rooftops was proposed and then the distri-
bution system Well-Being indices were evaluated. In [3],
the models of distributed generators including solar, wind,
and tidal energy sources are established based on Markov
framework for Well-Being evaluation of distribution network
with DGs. Besides considering the integration of DGs, the
managed charging and discharging of the EVs onWell-Being
indices of distribution system were studies in [10] and [11].
In [12], factors including cyber-attack, power uncertainties
of distributed generators in the supply side and of plug-in
hybrid electric vehicles in the demand side were investigated
for Well-Being analysis of cyber–physical distribution sys-
tem. For the Well-Being analysis of composite generation
and transmission systems, research has been conducted on
the characteristics of power system with renewable energy
integration. In existing literature, the uncertainties including
wind power [13], [14], [15] and ocean wave energy [16]
were simulated by Monte Carlo method, and their effects
on Well-Being indices were investigated. Besides the uncer-
tainty of the wind power generation, the effects of control
measurements including energy storage [14] and demand
response [15] on Well-Being indices were further studied.
As can be concluded in the literature above, Monte Carlo

simulation (MCS) was used for system state simulation in
the Well-Being analysis. When MCS is used for Well-Being
analysis of generation or distribution system, the calcula-
tion speed of system Well-Being is fast, as the system state
analysis of generation or distribution system is simple [17].
However, it is pointed out that the Well-Being evaluation
of composite generation and transmission systems based on
MCS is extremely time-consuming [18]. There are two rea-
sons for this. First, it is due to the judgment of the N-1
criterion, which requires a lot of additional state evaluation.
Second, it is due to the slow convergence of the MCS method
for high reliability systems [19]. As for the poor performance
of MCS in evaluating high reliability systems, researchers
have proposed variance reduction techniques such as the
importance sampling method [20], Latin hypercube sampling
method [21] and cross-entropy method (CEM) [22], [23],
[24], [25], [26], which can effectively improve the sam-
pling probability of rare events and overcome the problem
of slow convergence of MCS. Among the variance reduc-
tion techniques, CEM has attracted much attention in recent
years. This method can calculate an appropriate sampling
probability density function according to the convergence
characteristics of the target index and effectively reduce
the sample variance. Based on this, we were inspired to
use CEM to replace MCS in the Well-Being evaluation of

composite generation and transmission systems. However,
it was observed that when applying CEM for Well-Being
evaluation of composite generation and transmission sys-
tems, there could be large discrepancies in convergence speed
between the marginal index and the risk index. The con-
vergence of the risk index does not necessarily ensure the
convergence of the marginal index, rendering the risk index
unsuitable as a convergence condition. To solve this problem,
we propose a multi-objective cross-entropy method (MCEM)
in this paper. The specific contributions of this paper are as
follows.

(1) To the best of the authors’ knowledge, this paper is
the first to highlight the issue that when using CEM for
Well-Being evaluation of generation and transmission sys-
tems, the convergence of the risk index may not guarantee
the convergence of the marginal index.

(2) MCEM is developed which takes the simultaneous
convergence of the variance coefficients of the marginal
index and the risk index as the convergence. Specifically,
the optimal distribution parameters of component failure for
both indices are calculated separately, and the comprehensive
optimal distribution parameters are obtained by adjusting the
weight coefficient. The optimal outage rates of components
for risk index are obtained by CEM, while the optimal outage
rates of components for marginal index are obtained by using
the optimal multiplier method.

(3) A comparative analysis has been conducted between
the proposed MCEM method and the traditional MCS and
CME methods using the IEEE RTS79 and MRTS 79 test
systems.

The rest of the paper is organized as follow. Section II
introduces the theory of CEM and its limitation in applica-
tion for Well-Being evaluation of power systems. Section III
presents the MCEM for Well-Being evaluation of composite
power systems. Case studies have been illustrated on RTS79
and MRTS79 systems to demonstrate the effectiveness of
the proposed MCEM in Section IV. Finally, conclusions are
made in Section V.

II. CROSS ENTROPY METHOD
A. BASIC PRINCIPLE OF CEM
Suppose that X=[X1,X2,. . . ,XN] represents the state variable
of system components, and N is the number of components;
f (X; a) is the joint probability density function of X (where
a is the parameter of the probability density function of X);
H (X) is the indicator function of system performance, and
the reliability index h is given by [27]:

h =

∫
H (X)f (X; a)dX (1)

To accelerate the reliability assessment, the cross-entropy
method replaces the original probability density function
f (X; a) with an importance sampling probability density
function g (X; b). Then h is calculated by

h =

∫
H (X)g(X; b)

f (X; a)
g(X; b)

dX
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= Eg(H (X)
f (X; a)
g(X; b)

)

= Eg(H (X)W (X)) (2)

where b is the parameter of g (X; b); Eg(·) is the expected
value of the index calculated when the system state variableX
is sampled according to g (X; b), and W (X) is the likelihood
ratio.

The unbiased estimation of h can be obtained by

h∧
=

1
n

n∑
k=1

H (Xk )W (Xk ) (3)

where, n represents the total number of samples; Xk rep-
resents the system state variable obtained from the k-th
sampling; H (Xk ) represents the system performance indica-
tor function obtained from the k-th sampling; and W (Xk )
represents the likelihood ratio obtained from the k-th sam-
pling.

There exists a theoretical optimal solution g∗ (X) such that
the variance of ĥ is zero and g∗ (X) is given by

g∗(X) =
H (X)f (X; a)

h
(4)

However, the value of h is unknown before evaluation,
and g∗ (X) cannot be obtained directly. Therefore, the goal
of the cross-entropy method is to approximately solve the
important probability density function that is close to g∗ (X)

by minimizing the KL distance D(g∗(X), g(X; b)) between
g (X; b) and g∗ (X) as given by

D(g∗(X), g(X; b)) =

∫
g∗(X) ln g∗(X)dX

−

∫
g∗(X) ln g(X; b)dX (5)

B. LIKELIHOOD RATIO AND PARAMETER OPTIMIZATION
OF CEM
The distribution parameter of random variables is denoted
by u = [u1, . . . , uj, . . . , uN], where N is the total number
of random variables, j is the j-th random variable, and the
optimal distribution parameter corresponding to u is denoted
by v. The analytical expression of the optimal distribution
parameter of random variables is given by

vj = 1 −

n∑
k=1

H (Xk )W (Xk )Xk,j

n∑
k=1

H (Xk )W (Xk )
(6)

where vj represents the optimal distribution parameter of the
j-th random variable, Xk,j represents the state of the j-th
random variable obtained from the k-th sampling, the state
‘‘1’’ represents available, and ‘‘0’’ represents unavailable.

The likelihood ratio of random variables is calculated by

W (Xk ) =
f (Xk ;u)
f (Xk ; v)

=

∏N
j=1 (1 − uj)Xk,j (uj)1−Xk,j∏N
j=1 (1 − vj)Xk,j (vj)1−Xk,j

(7)

where f (Xk ;u) is the probability of obtaining the state of Xk
by the k-th sampling with u as the parameter; and f (Xk ; v)
is the probability of obtaining the state of Xk by the k-th
sampling with v as the parameter.

C. ISSUES IN CALCULATING WELL-BEING INDEX USING
CEM
When CEM is applied to evaluate the Well-Being of power
systems, it is observed that the convergence speed of the
marginal index may be slower than that of risk index, and
the gap may be large after using cross entropy optimization
technology. To illustrate this problem, we use the traditional
CEM method for Well-being evaluation of RTS79 system
under peak load. Considering that the sample size is approxi-
mately proportional to the reciprocal of the square of variance
coefficient [28], we depict the relation curve of these two
variables in Figure 1.

FIGURE 1. Convergence chart of Well-Being index based on CEM.

As shown in Figure 1, the abscissa is the reciprocal of
the square of variance coefficient, and the ordinate is the
sample size. It can be observed that the convergence speed
of marginal index PM is significantly slower than that of risk
index PR and EENS. This phenomenon arises from the fact
that the indicator function of CEM for parameter optimization
is based on risk indicators. Therefore, although the optimal
distribution parameters obtained by CEM can significantly
increase the probability of risk state, it may also lead to
the phenomenon that the convergence rate of marginal index
is significantly lower than that of risk index, resulting in
the marginal index dragging down the overall convergence
rate.

III. MCEM FOR WELL-BEING EVALUATION
A. WELL-BEING ANALYSIS
The Well-Being assessment model classifies system states
into three categories: healthy, marginal, and at risk, based on

VOLUME 11, 2023 97737



D. Xu et al.: Improved CEM for Well-Being Evaluation

the N-1 criterion. The criteria for determining these states are
as follows. (1) Healthy State: The system’s operating state is
designated as healthy if it adheres to all constraints and fulfills
the N-1 criterion. (2) Marginal State: The system’s operating
state is designated as marginal if it satisfies all constraints but
falls short of meeting the N-1 criterion. (3) At-Risk State: The
system’s operating state is designated as at risk if it breaches
any constraints. Once the system states are determined, the
Well-Being indices can be obtained by [5] and [11]:

PR =

n∑
i=1

HR(X i)

n
(8)

PM =

n∑
i=1

HM(X i)

n
(9)

PH =

n∑
i=1

HH(X i)

n
= 1 − PM − PR (10)

EENS =

n∑
i=1

HEENS(X i)

n
(11)

where, PH, PM, and PR represent the probabilities of the sys-
tem being in a healthy, marginal, and risky state, respectively.
i denotes the i-th sampling. HR(X i), HM(X i), and HH(X i)
are indicator functions for the at risk, marginal, and healthy
states, respectively. Since the sum of the three probabilities
is 1, only two independent indicators are needed. Generally,
the probabilities of the risky and marginal states are relatively
small, requiring more evaluations for convergence. There-
fore, the indicator function HH(X i) for the healthy state is
usually not recorded. EENS (expected energy not supplied) is
the expected amount of energy that is not supplied, measured
in MWh/year. EENS is also considered a risk indicator, and
HEENS(X i) is the indicator function for the EENS indicator.

B. COMPONENT PARAMETER OPTIMIZATION FOR PM
CEM is limited to optimizing distribution parameters for risk
index and cannot consider optimizing distribution param-
eters for marginal index. Hence, this study introduces a
multi-objective cross-entropy method (MCEM) based on the
concept of identifying comprehensive optimal distribution
parameters that promote the convergence of both marginal
and risky indices.

For a single marginal state, there are several generation
capacity margin functions based on the N-1 criterion. Hence,
the traditional CEM cannot generate additional threshold
parameters. To address this limitation, we employ the optimal
multiplier method [29], [30] for parameter optimization of
marginal index. The optimal multiplier method constructs the
optimal probability distribution of components f (Xj) by

f (Xj) =

{
εuj, Xj = 0
1 − εuj, Xj = 1

(12)

where ε is the optimal multiplier, and it can be calculated by

ε = −
B+

√
B2 − AC
A

(13)

A =
n1

n0 + n1
ū− (1 −

n1
n0 + n1

)ū(1 − ū)

B = −(
n1

n0 + n1
)ū

C =
n1

n0 + n1

u_ =
1
N

N∑
j=1

uj

(14)

where n1 and n0 represent the number of normal and fault
components when the system state is in the target event set,
respectively.

C. PARAMETER OPTIMIZATION OF MCEM
To determine the optimal outage rate of components for both
the marginal and risk state indices, MCEM calculates the
optimal outage rates, denoted as vM and vR, respectively,
for component failures associated with the marginal and risk
state indices. The specific calculation formulas for are as
follows:

vM = εu (15)

vR,j = 1 −

n∑
i=1

HR(X i)W (X i)X ij

n∑
k=1

HR(X i)W (X i)
(16)

After calculating vM and vR, the weight α is introduced to
modify and calculate the comprehensive optimal outage rate
v by

v = α × vM + (1 − α) × vR (17)

where the value range of α is [0, 1].

D. DETERMINATION OF WEIGHT COEFFICIENT
In this paper, we introduce the concept of the equilibrium
degree of variance coefficient, denoted as β% , which quan-
tifies the disparity between the variance coefficient of the
marginal index and the variance coefficient of the risk index.
The calculation formula for β% is given by

β% =
βPM − min(βPR , βEENS)
max(βPM , βPR , βEENS)

× 100% (18)

where βPM represents the variance coefficient of marginal
probabilityPM ; βPR represents the variance coefficient of risk
probability PR; βEENS is the variance coefficient of EENS;
min(βPR , βEENS) refers to the risk index with faster conver-
gence (i.e., the one with smaller variance coefficient). The
risk index with faster convergence is selected for compar-
ison to highlight the convergence speed gap between the
two indices. We use max(βPM , βPR , βEENS) to limit the value
range of β% within [0, 1].
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Eqs. (17) and (18) indicate that when the convergence
speed of marginal index is slower than that of risk index, β%
is greater than 0, and the larger the value of β%, the larger the
weight coefficient α is expected to be. Based on this idea, this
paper proposes a practical calculation method for the weight
coefficient α, and the specific calculation steps are as follows.

Step 1: Parameter initialization. Set the variance coefficient
equalization threshold γ , the initial value of iteration times
i = 0, and the modified step size of weight coefficient ϑ .

Step 2: Calculate the initial value of variance coefficient
equilibrium β%(0) by

β%(0) =
βPM (0) − min(βPR(0), βEENS(0))

βPM (0)
(19)

where βPM (0) and βPR(0) represent the variance coefficients of
PM and PR, respectively, and βEENS(0) denotes the variance
coefficient of EENS.

Step 3: Check if β%(0) ≥ γ . If so, proceed to Step 4; If
not, CEM is directly used for evaluation.

Step 4: Set the initial value of the weight coefficient as
α1 = β%(0).

Step 5: Update the number of iterations by i = i+ 1.
Step 6: Calculate the comprehensive distribution param-

eter v according to the weight coefficient αi and Eq. (17),
and extract the system state according to the comprehensive
distribution parameter for the system Well-Being evaluation.

Step 7: Calculate β% (i) by

β%(i) =
βPM (i) − min(βPR(i), βEENS(i))
max(βPM (i), βPR(i), βEENS(i))

× 100% (20)

where βPM (i), βPR(i) and βEENS(i) are the variance coefficients
of PM ,PR and EENS, respectively, which are calculated
by sampling with the comprehensive distribution parameters
obtained in step 6.

Step 8: Check if the weight coefficient needs to be further
updated according to the β%(i) obtained in Step 7.

If β%(i) ≥ γ , let αi+1 = αi + ϑ , and then go to Step 5 to
continue the iteration. This is because β%(i) ≥ γ means
that the weight coefficient correction is insufficient, that is,
the modified weight coefficient αi is still small, and the
convergence speed of the marginal index is still significantly
slower than that of the risk index, so it is necessary to further
increase the weight coefficient.

If β%(i) ≤ −γ , let αi+1 = αi − ϑ , and then go to Step 5 to
continue the iteration. This is because β%(i) ≤ −γ means
that the weight coefficient is over modified, which leads to
the problem that the convergence of marginal index is signif-
icantly faster than that of risk index, which will increase the
number of systematic samplings. Therefore, at this time, it is
necessary to reduce αi to shift the comprehensive distribution
coefficient to the direction conducive to the convergence of
risk index.

If β%(i) ∈ (−γ, γ ), it means that the modified weight
coefficient can make the convergence of both the risk and
marginal index reach equilibrium, so the iterative calculation

process of weight coefficient ends, and the weight coefficient
αi is output.
It is worth pointing that the calculation of weight coef-

ficient in composite generation and transmission systems
requires iterative calculations, which leads to a time-
consuming process. To address this challenge, this paper
proposes an improved adaptive calculationmethod for weight
coefficient. This method involves performing iterative cal-
culations at the generation level (i.e., only the reliability
of generation system is considered), where the obtained
results are used as the initial values for further iteration
at the composite generation and transmission level (i.e.,
the reliability of composite generation and transmission is
considered) until the weight coefficient satisfies the require-
ments of MCEM. Consequently, this method requires only
a few iterations at the composite generation and transmis-
sion level, which significantly alleviates the time-consuming
problem.

E. WELL-BEING EVALUATION OF COMPOSITE
GENERATION AND TRANSMISSION SYSTEMS BASED ON
MCEM
The specific steps for Well-Being evaluation of composite
generation and transmission systems based on MCEM are
presented as follows.

(1) Steps of component parameter optimization of PR.
Step 1: Parameter initialization. Set the pre-sampling times

of each iteration npre, quantile ρ, the optimal outage rate of
the system components in two states to vR = u, where u is
the original outage rate of the components;

Step 2: Set the number of iterations iR = 0, with the upper
limit of the number of iterations being I ;

Step 3: iR = iR + 1;
Step 4: Conduct random sampling based on vR, generate

system state samples {Xk ; k = 1, 2 . . . , npre}, and conduct
load reduction analysis on these samples to calculate the
corresponding likelihood ratioW (Xk );

Step 5: Calculate the generation capacity margin sequence
G(Xk ) corresponding to each system state by

G(Xk )=

{
PG(k) − LD(k), Xk is not load shedding
−LC(k), Xk is load shedding

(21)

where PG(k) is the total generating capacity of system state
Xk , LD(k) is the corresponding total load, and LC(k) is the
corresponding total load shedding.

For the generation capacity margin sequence G(Xk ),
arrange it from small to large to obtainM = [M[1],M[2], . . . ,

M[npre]]. If M[ρnpre] > 0, then the threshold parameter γ =

M[ρnpre]; otherwise, γ = 0.
Step 6: Use the threshold parameter γ to correct G(Xk )

by G′(Xk ) = G(Xk ) − γ , and the corresponding indication
function HR(Xk ) is expressed as

HR(Xk ) =

{
0, G′(Xk ) > 0
1, G′(Xk ) ≤ 0

(22)
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Step 7: Update the optimal outage rate of system
components vR according to Eq. (16).
Step 8: If the threshold parameter γ = 0 or iR = I , the

pre-sampling process ends and output vR; Otherwise, return
to Step 3;

(2) Optimization steps of component parameters
for PM .

Step 1: Parameter initialization: Set the pre-sampling times
of each iteration as npre, the initial value of the optimal mul-
tiplier ε0, and the optimal outage rate of system components
as vM = ε0u;
Step 2: set the number of iterations iM = 0, with the upper

limit of the number of iterations being I ;
Step 3: iM = iM + 1;
Step 4: Conduct random sampling based on vM , generate

system state samples {Xk ; k = 1, 2 . . . , npre}, and con-
duct Well-Being evaluation to determine the system state
type.

Step 5: Calculate the values of n1 and n0 when the system
is in marginal state.

Step 6: Update the optimal outage rate vM and optimal
multiplier εiM of system components.

Step 7: If |εiM − εiM−1| < 0.01, the pre-sampling process
ends and vM is the output; Otherwise, return to step 3.
(3) Comprehensive optimal parameter acquisition.
Calculate the weight coefficient α according to the

improved weight coefficient calculation method in
Section III, and update the comprehensive distribution
parameter v of the two-state variables using Eq. (17).
(4) Optimal sampling flow based on comprehensive

optimal parameter v.
Step 1: Parameter initialization. Input v obtained in

pre-sampling process of MCEM. Set the system state set
vector as an empty set, and the limit of variance coefficient
of convergence condition βmax;
Step 2: Set the sampling times n = 0;
Step 3: n = n+ 1;
Step 4: Calculate the likelihood ratio W (Xn) based on the

extracted system state sample Xn.
Step 5: Compare and store. The extracted system state

sample is compared to the state combinations in the vector.
If it has already been stored, the corresponding indicat-
ing function is called. Otherwise, the process moves to
Step 6.

Step 6: Evaluate the status Xnand record the indication
function H (Xn) as follows.
If Xn is a risk state, then HR(Xn) = W (Xn), HM (Xn) = 0,

HEENS (Xn) = 8760 × LC(n) × W (Xn); If Xn is a marginal
state, then HR(Xn) = 0, HM (Xn) = W (Xn), HEENS (Xn) =

0; If Xn is a healthy state, then HR(Xn) = 0, HM (Xn) = 0,
HEENS (Xn) = 0.

Step 7: Calculation the Well-Being index by

h =

n∑
k=1

H (Xk )W (Xk )

n
(23)

When H (X) is HR(X ), h represents PR; When H (X)
is HM (X ), h represents PM; When H (X) is HEENS (X ), h
represents EENS.
Step 8: Calculate the variance coefficient of Well-Being

index including PR,PM and EENS, and compare the variance
coefficient of these index to βmax. If they are all less than
βmax, stop the iteration and output the Well-Being index;
Otherwise, return to Step 3.

IV. CASE STUDIES
This section verifies the effectiveness and accuracy of the
proposed MCEM by taking the IEEE RTS79 [31] system
as an example. As mentioned in Section II, the convergence
rate of the marginal index may be lower than the risk index.
Therefore, this paper considers the variance coefficient of
both risk index and marginal index. Only when the variance
coefficients of both risk index and marginal index are less
than βmax, stop the iterative process. The βmax is set to 1% in
this paper. The evaluation of this example considers random
faults of generators and transmission lines, and the state
analysis adopts the minimum load shedding model based on
DC power flow [24]. The example analysis is implemented
in MATLAB 2018 on a microcomputer with an Intel Core
i7-10700 CPU and 16GB memory.

A. RTS79 SYSTEM
This example verifies the effectiveness of MCEM using the
RTS79 system under peak load level. The parameters in the
pre-sampling stage are set as follows: npre = 5000, ρ =

0.1, ε0 = 1, γ = 5%, ϑ = 0.025, and the weight
is 0.6172. The Well-Being index using different methods
including MCS, CEM and MCEM are shown in Table 1,
where the percentage following Well-Being index indicates
its corresponding variance coefficient.

TABLE 1. Well-Being index using different methods for RTS79 system.

As shown in Table 1, the indicators obtained by CEM and
MCEM are close to those calculated by MCS. However, the
sampling times and calculation time of MCEM are signifi-
cantly lower than those of CEM and MCS, indicating that
MCEM is effective in accelerating the Well-Being evaluation
of composite generation and transmission systems.

Figure 2 shows the efficiency of the three methods, where
the computational efficiency represents the reciprocal of the
calculation time and the sampling efficiency represents the
reciprocal of the sampling number. Compared with MCS
and CEM, the computational efficiency of MCEM has
increased by 500% and 101%, and the sampling efficiency
has increased by 779% and 278%. The results indicate that the
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proposed MCEM has better performance than the traditional
methods.

FIGURE 2. Efficiency comparison of different methods for RTS79.

To further elucidate the principle of how MCEM accel-
erates the convergence of well-being evaluation, a statistical
analysis was performed on the marginal state, risk state, and
healthy state extracted by three methods. Figure 3 displays
the statistical distribution of the risk state and marginal state
of the three methods for RTS79 system. The results show
that when compared with MCS, the probability of risk states
extracted by CEM is greater, but the probability of marginal
states extracted by CEM is smaller. This indicates that when
CEM is adopted, the convergence speed of the risk index
improves, while the convergence speed of the marginal index
worsens. However, when comparing MCEM with MCS, the
probability of risk and marginal states extracted by MCEM
are both greater than MCS, suggesting that MCEM can
improve the convergence speeds of both risk and marginal
index at the same time.

FIGURE 3. Statistical distribution of sampled system state for RTS79
system.

To further verify the efficiency and accuracy of the adaptive
calculation method of weight coefficients proposed in this

TABLE 2. Results of weight coefficients for RTS79 system.

FIGURE 4. Iterative process of weight coefficient for RTS79 system.

paper, the weight coefficients were calculated based on the
distribution parameters obtained by MCEM for two cases:

Case 1: Directly calculating the weight coefficient at the
composite generation and transmission level.

Case 2: Calculating the weight coefficient according to the
improved weight coefficient calculation method.

The Iteration number and computation time under the two
cases based on MCEM are shown in Table 2. As shown in
Table 2, it is observed that the time consumption of case 2 is
only 26.3% of that of case 1, thereby confirming the effi-
ciency of the improved adaptive calculationmethod of weight
coefficient.

To further illustrate the advantages of the improved
method, Figure 4 depicts the iterative process of the adap-
tive weight coefficient calculation method which is proposed
in Section III. It can be observed that the first four itera-
tions of the improved method are the iterative calculation at
the generation level (also called the hierarchical level one,
HL1), while the fifth iteration is the iterative calculation at
the composite generation and transmission level (also called
the hierarchical level two, HL2). After four iterations, the
calculation of weight coefficients at the generation level
yields a reasonable initial value for the composite gener-
ation and transmission level. Using this initial value, the
calculation of weight coefficients at the composite gener-
ation and transmission level requires only one iteration to
obtain an accurate value. This approach significantly reduces
the number of iterations at the composite generation and
transmission level and greatly reduces the overall calculation
time.
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TABLE 3. Well-Being index using different methods for MRTS79 system.

FIGURE 5. Efficiency comparison of different methods for MRTS79.

B. MRTS79 SYSTEM
To demonstrate the applicability of MCEM in evaluating sys-
tems with weak transmission, we designed MRTS79 system
in this study by reducing the transmission capacity of all
lines to 80% of the original. The Well-Being index of the
MRTS79 system is calculated usingMCS, CEM andMCEM,
respectively. The parameters for MCEM are set as follows:
npre = 5000, ρ = 0.1, ε0 = 1, γ = 5%, ϑ = 0.025, and
the weight coefficient value α = 0.6574 is obtained through
iterative calculation.

The calculation results, as shown in Table 3, indicated that
the calculation results of MCEM are very close to those of
MCS, and has superior performance compared to MCS and
CEM (with less sampling size and computation time).

Figure 5 illustrates the efficiency comparison of the three
methods. Compared toMCS and CEM,MCEMhas improved
computational and sampling efficiency, demonstrating its
excellent performance in the MRTS79 system.

Similarly, to further validate the efficiency and accuracy
of the adaptive calculation method of weight coefficients for
MRTS79 system, the weight coefficients were calculated for
two cases. The Iteration number and computation time under
the two cases for MRTS79 are shown in Table 4. As shown in
Table 4, it is observed that the time consumption of case 2 is
only 34.4% of that of case 1, thereby demonstrating the
superiority of the improved calculation method of weight
coefficient.

Figure 6 illustrates the iterative process of the improved
weight coefficient for MRTS79 system. The first four

TABLE 4. Results of weight coefficients for MRTS79 system.

FIGURE 6. Iterative process of weight coefficient for MRTS79 system.

FIGURE 7. Statistical distribution of system state sampled for MRTS79
system.

iterations of the improved method involve the iterative calcu-
lation at the generation level (HL1), while the fifth and sixth
iterations are the iterative calculation at the composite gen-
eration and transmission level (HL2). Only two iterations are
implemented at the composite generation and transmission
level, thus it greatly reduces the calculation time.

Figure 7 illustrates the sampling statistical distribution of
the marginal, risk, and health states of the three methods for
MRTS79 system. The sampling probability of marginal and
risk states extracted byMCEMare higher than those extracted
by MCS, which results in higher calculation efficiency of
MCEM compared to MCS. On the other hand, the sampling
probability of marginal states extracted by CEM is much
smaller than that of marginal states extracted by MCS, lead-
ing to the convergence characteristics of CEM being dragged
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down by marginal index. In contrast, the sampling probabil-
ities for both marginal and risk states extracted by MCEM
are relatively close, thereby enabling MCEM to ensure that
the convergence characteristics of multiple indices are close,
resulting in better comprehensive convergence than that of
CEM.

V. CONCLUSION
To address the issue of computational time in the Well-Being
assessment of composite generation and transmission
systems, we investigated the potential of utilizing the
cross-entropy method (CEM) to evaluate the Well-Being
of these systems. However, during our experimentation,
we observed that the conventional CEM approach employed
for assessing the well-being of generation and transmission
systems might result in sluggish convergence of the marginal
index. To overcome this limitation, we present a solution
in this paper: the multi-objective cross-entropy method
(MCEM). Within the framework of the MCEM, we introduce
a rapid approach for computing weight coefficients. This
method entails an iterative process to determine the initial
weight coefficient value at the generation level, followed by
its application at the composite generation and transmission
level, thus ultimately yielding dependable outcomes. The
case studies conducted on the IEEE RTS79 and MRTS79
test systems confirm the validity and advancement of the
proposed MCEM method.

Nevertheless, it’s important to note that the MCEM frame-
work we propose in this study does not currently accommo-
date correlations among random variables during system state
simulation. As a future avenue of research, we suggest further
exploration to enhance theMCEMby integrating correlations
among random variables, including those related to the output
of renewable energy plants. This refined method could then
be applied to the well-being assessment of power systems
characterized by a substantial proportion of renewable energy
sources.
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