
Received 20 August 2023, accepted 31 August 2023, date of publication 7 September 2023, date of current version 15 September 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3312716

Software Cost and Effort Estimation: Current
Approaches and Future Trends
CHAUDHARY HAMZA RASHID 1, IMRAN SHAFI 2, JAMIL AHMAD 1, (Senior Member, IEEE),
ERNESTO BAUTISTA THOMPSON3,4,5, MANUEL MASIAS VERGARA3,6,7,
ISABEL DE LA TORRE DIEZ 8, AND IMRAN ASHRAF 9
1Department of Computer Science, Abasyn University Islamabad Campus, Islamabad 44000, Pakistan
2College of Electrical and Mechanical Engineering, National University of Sciences and Technology (NUST), Islamabad 44000, Pakistan
3Universidad Europea del Atlántico, 39011 Santander, Spain
4Universidad Internacional Iberoamericana, Campeche 24560, Mexico
5Universidade Internacional do Cuanza, Kuito, Bié, Angola
6Universidad Internacional Iberoamericana Arecibo, Sector Palaches 00613, Puerto Rico
7Universidad de La Romana, La Romana, Dominicana
8Department of Signal Theory, Communications and Telematics Engineering, University of Valladolid, 47011 Valladolid, Spain
9Department of Information and Communication Engineering, Yeungnam University, Gyeongsan 38541, South Korea

Corresponding authors: Imran Ashraf (ashrafimran@live.com) and Isabel de la Torre Diez (isator@tel.uva.es)

This work was supported by the European University of Atlantic.

ABSTRACT Software cost and effort estimation is one of the most significant tasks in the area of software
engineering. Research conducted in this field has been evolving with new techniques that necessitate periodic
comparative analyses. Software project success largely depends on accurate software cost estimation as it
gives an idea of the challenges and risks involved in the development. The great diversity of ML and Non-
ML techniques has generated a comparison and progressed into the integration of these techniques. Based
on varying advantages it has become imperative to work out preferred estimation techniques to improve the
project development process. This study aims to present a systematic literature review (SLR) to investigate
the trends of the articles published in the recent one and a half decades and to propose a way forward. This
systematic literature review has proposed a three-stage approach to plan (Tollgate approach), conduct (Likert
type scale), and report the results from five renowned digital libraries. For the selected 52 articles, artificial
neural network model (ANN) and constructive cost model (COCOMO) based approaches have been the
favored techniques. The mean magnitude of relative error (MMRE) has been the preferred accuracy metric,
software engineering, and project management are the most relevant fields, and the promise repository has
been identified as the widely accessed database. This review is likely to be of value for the development,
cost, and effort estimations.

INDEX TERMS Software cost estimation, systematic literature review, tollgate approach, Likert scale,
quality assessment, software dependability, project planning.

I. INTRODUCTION
Software cost estimation is a difficult process that takes into
account a variety of elements, including the scope of the
project, the difficulty of the requirements, the team’s expe-
rience, and the technologies being employed [1]. Although
a lot of studies have been conducted in the area of software
cost and effort estimation, still cost and effort overruns are a
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concern for software industries. Wrong estimations can lead
to financial and time losses. There has been a lack of research
that evaluates techniques that have evolved in the last decade
and a half. The lack has generated a requirement to do a
systematic literature review (SLR) of the published research
on software cost and effort estimation during this period.

Accuracy is frequently a problem with evolving machine
learning (ML) and Non-ML techniques, particularly when
working on complex projects or projects with shifting
requirements. For projects to be completed on schedule and
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TABLE 1. Pros and cons of cost estimation techniques discussed in the literature.

within budget, accurate cost estimation has vital important
and many organizations invest a lot in estimation to ensure
timely development and customer satisfaction [2]. Consider-
ing this, it is important to identify accurate estimation tech-
niques to address the cost and effort overrun issues.

This review aims to provide a comprehensive overview
of the current state of research on software cost estimation
and identify opportunities for future researchers to improve
the accuracy and effectiveness of cost estimation methods.
To compare the performance of different methods and evalu-
ate their effectiveness, the SLR is conducted to identify the

1) Current trends of research in this field,
2) Accurate measures for cost and effort estimation,
3) Impact on industry and application fields,
4) Commonly accessed databases and,
5) Current gaps and future work.
Non-ML Methods evaluate a project’s cost using a set of

established formulas and parameters. ML methods, on the
other hand, offer the potential to improve the accuracy of
software cost estimation by learning from historical data and
making predictions based on patterns [3]. These methods
take into account a wide range of factors including project
cost, project size, team experience, and technology stack, and
can adapt to changing project requirements. The application
of ML techniques in software cost estimation is a relatively
new field, and there is room for more research to improve
these methods and algorithms for different types of software
projects [4]. In this study, the literature on software cost esti-
mation using ML and Non-ML methods has been reviewed
to discuss the challenges and limitations of these methods,
such as the use of historical datasets and the difficulty of
interpreting the results [4], [5].

In this systematic literature review, we review the existing
literature on software cost estimation using ML and Non-
MLmethods including studies to compare the performance of
different methods and evaluate their effectiveness in different
contexts. We also discuss the challenges and limitations of
these methods, such as the need for large amounts of histor-
ical data and the difficulty of interpreting the results [4], [5].

Ultimately, this review has aimed to provide a comprehensive
overview of the current state of research on software cost
estimation and identify opportunities for future researchers
to improve the accuracy and effectiveness of cost estimation
methods. We review articles published between 2009 and
2023 have been reviewed by prominent digital libraries [6],
[7] including IEEE, Hindawi, Elsevier, ACM, and Web of
Science. Inclusion and exclusion criteria based on period, lan-
guage, source, impact, accessibility, and relevance to select
relevant articles for the review have been considered.

A. TECHNOLOGICAL QUERIES
• RQ-1. What are the most common ML and Non-ML
techniques for software cost estimation, and how do they
compare to other cost estimation methods?

• RQ-2. What factors influence the accuracy of soft-
ware cost estimation using ML methods, and how can
these factors be optimized to improve cost estimation
accuracy?

• RQ-3. Which organizations and industries have benefit-
ted the most from the selected articles?

• RQ-4.What are the most commonly accessed reposito-
ries and datasets in these studies?

The following is the structure of the preceding paper: The
existing literature on software cost estimation methods is dis-
cussed in Section II. The proposed methodology is discussed
in Section III. Section IV presents the results. In the end,
Section V concludes this study and provides future work.

II. LITERATURE REVIEW
Software effort estimation methods can generally be grouped
into three broad categories [8]. The pros and cons of models
from each of these categories have been described in Table 1.

A. EXPERT JUDGMENT-BASED APPROACHES
These methods rely on the skills and in-depth knowledge of
seasoned personnel, like project managers or subject-matter
specialists, to calculate the time needed for software devel-
opment [9]. Delphi, analogous estimation, expert opinion
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poll, and parametric estimation are common expert judgment
techniques. The responses are collected and summarized,
without revealing the identities of the experts [10]. Analogous
estimation uses historical data and leverages past project
knowledge for new projects [11]. The expert opinion poll
aims to arrive at a consensus by considering the knowledge
of the experts [12].

B. ALGORITHMIC-BASED APPROACHES
These use mathematical models and algorithms to esti-
mate software effort and often employ statistical techniques,
machine learning algorithms, or parametric models to gen-
erate estimates based on the available data [13]. COCOMO,
Function Point Analysis (FPA), and software estimation
by analogy are examples of common algorithmic method-
ologies. COCOMO forecasts the effort, time, and expense
needed for software development [14]. With increasing levels
of accuracy and sophistication, COCOMOhas developed into
several variants, including Basic COCOMO, Intermediate
COCOMO, and Detailed COCOMO [15]. A thorough sum-
mary of recent work on FPA is given in [16].

C. COMPUTATIONAL INTELLIGENCE
These methods have been used to increase the precision of
cost and effort estimation [17]. The choice between these
strategies depends on several variables, including the accessi-
bility of data, the complexity of the project, and the expertise
that is available inside the organization. Computational intel-
ligence software cost estimation with Artificial Neural Net-
works (ANN) [18] leverages the power of machine learning
to predict project effort and cost. They can handle non-linear
relationships and adapt to different project contexts [19].
By analyzing historical data and identifying patterns, regres-
sion models can provide predictions and insights into the
expected cost of software development projects [20].
Software cost and effort estimation has been studied by

many researchers and numerous studies have been presented
on this subject. A few of the articles have given an outline
of the estimation approaches and not carried out an in-depth
analysis [21], [22] while many have presented comprehensive
research to give substantial outcomes and contributed to the
body of knowledge [23], [24], [25]. Starting in the 1990s
research in this area began with analogy-based approaches
including case-based reasoning (CBR) [26]. Subsequently,
considerable work has been done on versions of COCOMO
by Boehm et al. [27]. FPA has also received attention during
the same period [28]. In the recent past, ML-based meth-
ods have been used more extensively in the literature [29],
[30], [31]. This comprises techniques such as regression [32],
[33], [34], ANN [13], [35], [36], [37], Ensemble [31], [38],
[39], and Blockchain [40]. The specific focus of research in
all these methods has been on the optimization of errors [41],
[42], [43], [44], [45].

Recently, blockchain has emerged as a new tech-
nology with its application in the field of software

engineering [46], which includes its use in the improve-
ment of software processes. Certain software development
issues have also received researchers’ attention like the
improvement of software development processes by using
Blockchain techniques [47]. This is an emerging field with
research potential. Ahmed et al. [40] conducted an SLR using
a Blockchain-Based Software Effort Estimationmethodology
on the expert opinions of 52 organizations and the results of
the case study conclude that a lack of historical data, experts,
and biases in a group prevents the organizations to perform
estimation activities more effectively. It also suggests that the
blockchain method estimation is more efficient as compared
to traditional methods.

An SLR performed by Khan et al. [13] shows that
ML method application in software effort estimation has
increased since the 2000s and, the use of Non-ML methods
has been less common for acquiring optimized results.While;
two subsequent SLRs [48], [49] on the subject have ana-
lyzed the ML and Non-ML methods to compare the accuracy
of both methods. Both these SLRs suggest that ML meth-
ods have better performance overall than Non-ML methods
which are in lesser numbers. Ali and Gravino [24] in an SLR
on ML methods concluded similar results that ML methods
outperform Non-ML methods. While they have further seg-
regated the techniques as ANN and SVM performed better
than other ML approaches.

Jadhav et al. [23] indicated detailed research on 1015 arti-
cles in the past five decades and concluded that ANN, fuzzy
logic, regression, analogy, and COCOMO are the most preva-
lent methods followed by use case point (UCP) and FPA.
Their results have been confirmed by relating with published
review work and found that the results were consistent.

Fernández-Diego et al. [25] updated the Usman et al.
study [50] conducted on 73 articles from 2014 to. They
highlighted that accuracy was a challenge in most of the arti-
cles. Although several articles showed satisfactory accuracy
values, still some researchers continued to report inadequate
results. While the cost and effort estimations are mainly con-
sidered in software domains, some applications in practical
manufacturing and other fields are equally applicable and
have proved beneficial. Huynh et al. [51] proposed a poly
algorithm with fuzzy logic system, Grey-Taguchi method,
and adaptive neuro-fuzzy inference system (ANFIS) for the
estimation of parameters that affect the cost of design vari-
ables on the magnification ratio of compliant mechanisms of
motion scope.

Similarly, research by The Ho et al. [52] proposes a
methodology to detect ‘‘chatter’’ by using a multi-input con-
volutional neural network (CNN) via image and sound signals
to classify data and to determine whether the mechanical
machining is stable or vibrational. Research in correspond-
ing fields is expanding as evident from diverse research
including performance analysis of fuzzy c means clustering
based ANFIS and Elman ANN in effort and cost estima-
tion by Yang et al. [53], the establishment of a link between
manufacturing and economic variables by cost estimation in
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TABLE 2. Strengths and limitations of research articles discussed in the literature review.

mechanical production by H’mida et al. [54] and project cost
estimation of 415 Chinese expressways using CNN algorithm
by Xue et al. [55] are to name a few. The field is expanding
and is likely to earn dividends in software, manufacturing,
and construction domains. Table 2 gives a brief overview of
the strengths and weaknesses of each of the articles included
in this SLR.

III. METHODOLOGY
Following an authentic protocol is imperative in any SLR to
minimize biases in the research. This SLR follows the review
protocol suggested by Kitchenham et al. [56] as depicted in
the flowchart, Figure 1. The review has been divided into
threemain stages including planning, execution, and analysis,
as per the protocol.
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A. SYSTEM OVERVIEW
As per Kitchenham’s protocol, Research Questions (RQs)
have been designed in the first stage i.e. the planning stage.
To address the RQs, research methodology has been adopted
in the second stage to identify related articles based on
the RQs of the first stage. For the unbiased formulation of
the review, search strings have been defined to search rele-
vant articles. Relevant research articles were accessed from
renowned literature sources. Inclusion and exclusion criteria
were defined to decide the articles to be included or excluded.
Then, the quality assessment matrix was defined to assess the
quality of each article individually. Subsequently, in the third
stage, relevant information was extracted from the selected
articles based on RQs and kept in the data extraction table.
Finally, the data was analyzed to accrue meaningful results.

FIGURE 1. Flowchart of SLR protocol.

B. FRAMEWORK
his SLR follows a structured framework to ensure a compre-
hensive and rigorous analysis of articles sequentially incor-
porating formulation of the RQs, developing a search strat-
egy, literature search, screening, selection, assessment, data

FIGURE 2. Overview of article selection.

extraction, synthesis, results reporting, discussions, and con-
clusion [57], [58]. These stages have been categorized into
the following:

1) Research Questions
2) Research Methodology
3) Articles Selection
4) Quality Assessment
5) Data Extraction
6) Result and Discussions
The stages have been elaborated graphically in the

flowchart as mentioned in the sub-section overview.

C. DATABASES
The databases that are searched to obtain the references for
the articles on software cost estimation are as follows

1) IEEE Xplore
2) Springer
3) ScienceDirect
4) ACM Digital Library
5) Hindawi
These databases have been selected based on their rep-

utation for hosting high-quality scientific literature in the
field of computer science, including software engineering and
artificial intelligence [6], [7]. Furthermore, the inclusion and
exclusion criteria have been applied to ensure that the arti-
cles selected for review meet specific quality and relevance
standards. The databases have been accessed in two stages
namely, primary and secondary as shown in Figure 2.

D. ARTICLE SEARCH
As done by alike systematic literature reviews, erudite search
terms have been included by employing substitute terms and
synonyms of related terms using the Boolean operator OR and
joining the main terms via the Boolean operator AND [28].
The use of these Boolean strings has permitted to get almost
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all the studies obtainable in the databases and for any missing
studies, selected studies can be used. We used query strings
on the keywords related to the research topic and Boolean
operators to search articles with the relevant title options.
Below are the query strings used in each database
IEEE Xplore Digital Library
(‘‘All Metadata’’: Software effort estimation) OR (‘‘All
Metadata’’:Software cost estimation) OR (‘‘All Meta-
data’’:Software project estimation) AND (‘‘All Meta-
data’’:COCOMO) OR (‘‘All Metadata Nonlogarithmic)
AND (‘‘All Metadata’’:MACHINE LEARNING) OR (‘‘All
Metadata’’:ANN) OR (‘‘All Metadata’’:ARTIFICIAL NEU-
RAL NETWORK) OR (‘‘All Metadata’’:SURVEY VECTOR)
OR (‘‘All Metadata’’:DECISION TREE) OR (‘‘All Meta-
data’’:FUZZY LOGIC)
Filters Applied: 2009 ’ 2023
Springer
‘‘software cost estimation OR software effort estimation OR
software project estimation AND machine learning OR arti-
ficial intelligence OR neural network OR support vector
regression OR fuzzy logic OR decision tree OR genetic
algorithmOR swarm intelligenceOR ensemble learning AND
COCOMO OR SLIM OR Price-S OR Putnam Model AND
empirical study OR systematic AND literature AND review
OR survey AND data extraction OR data analysis’’
Filter: within 2009 - 2023
Science Direct
‘‘software effort estimation OR software project estimation
AND machine learning OR neural network OR ensemble
learning AND COCOMO OR Non algorithmic AND empiri-
cal study OR systematic literature’’
Filters: ‘‘Computer Science AND Research Articles AND
Open Access OR Open Archive AND 2009 till 2023’’
ACM
‘‘query’’: (software engineering OR software development)
AND (cost estimation OR effort estimation OR size estima-
tion OR software metrics) AND (neural network OR support
vector regression OR fuzzy logic OR decision tree OR genetic
algorithm)
‘‘Filter’’: E-Publication Date: (12/01/2009 TO 05/31/2023)
Hindawi
(software engineering OR software development) AND (cost
estimation OR effort estimation OR size estimation OR soft-
ware metrics) AND (ANN OR support vector regression OR
fuzzy logic OR decision tree OR genetic algorithm)
(Filters: Abstract only ANDResearch Articles AND between
2009 ’ 2023)

These query strings include keywords related to software
cost estimation, machine learning algorithms, software cost
estimation frameworks, research methods, data extraction,
and analysis. The studies we focused on post-2009 to date.

E. ARTICLE SHORTLISTING
The preliminary web search on the five databases brought out
a cumulative 1,044,771 articles from various diverse fields.
However, based on the article’s titles’ relevance and the initial

identification brought the figure to 1295. An overview is
shown in Figure 3. Here, the primary research phase starts
with the tollgate approach [46]. The tollgate approach is
a project management methodology that involves the use
of predefined checkpoints or ‘‘tollgates’’ at various stages
of a project. It provides a structured framework for mon-
itoring and controlling projects, ensuring alignment with
strategic objectives, managing risks, and enabling effective
decision-making.

Further screening with the abstracts and duplication
removal brought the total to 290 articles. Application of the
inclusion and exclusion criteria in the next stage brought
the figure to 47 articles. These steps have been mentioned
as the primary search. Then with expert opinion and snow-
balling [59] the selected studies 10 more relevant articles
were identified in the secondary search phase. Hence, based
on primary and secondary searches, the total number of short-
listed articles for the SLR was brought to 57. Detail of the
tollgate approach is tabulated in Table 3. Subsequently, five
articles were removed from the quality assessment (QA) and
the final number of studies was set to 52, which has been
discussed in the quality assessment sub-section.

TABLE 3. Article shortlisting using ‘‘Tollgate approach.’’

F. INCLUSION CRITERIA
The inclusion criteria are based on various factors [60] for
selecting the articles.

VOLUME 11, 2023 99273



C. H. Rashid et al.: Software Cost and Effort Estimation: Current Approaches and Future Trends

FIGURE 3. Tollgate approach.

1) Period: Articles published between the years 2009 and
2023 have been considered for this systematic literature
review.

2) Language: Only articles published in the English lan-
guage are included in the review.

3) Source: Articles from reputable digital libraries such
as IEEE, Springer, Science Direct, ACM, and Hindawi
are included in the review.

4) Impact: Only articles with a high impact factor, and
relevance to the topic are included in the review.

5) Accessibility: Easily accessible articles available in
full-text format have been included in the review.

6) Relevance: Articles that directly address the research
question and meet the inclusion criteria are included in
the review. Studies that are not related to the research
question or those that do not meet the inclusion criteria
have not been included in the review [50].

G. EXCLUSION CRITERIA
The exclusion criteria used in this systematic literature
review [61] are as follows.

1) Articles that are not related to software cost estimation
using mentioned methods have been excluded from the
review.

2) Articles that are published in languages other than
English are excluded.

3) Duplicate articles are removed from the list.

4) Articles that are not peer-reviewed or are not published
in reputable journals or conference proceedings are
excluded.

5) Articles that are not accessible in full-text format are
excluded.

6) Articles that do not meet the inclusion criteria are
excluded.

Overall, the goal of the inclusion and exclusion criteria
is to ensure that only relevant and high-quality articles are
included [57] in the systematic literature review to address
the research question effectively.

H. DATA SIFTING
On completion of the planning stage of the systematic lit-
erature review data sifting or sorting is done to stage 2, i.e.
execution. In data sifting all the data is organized as per the
libraries and it is ensured that all articles are complete. Before
shifting to the quality assessment, the data is preprocessed
through Zotero for further organizing as per requirements.

Zotero is a free and open-source reference management
program that allows you to save and organize articles, anno-
tate them, and generate bibliographies [58]. It is a popular tool
among academics and scholars because it makes managing
research materials simple and efficient. Users can import arti-
cles directly from databases, websites, and other sources, and
Zotero automatically extracts important information such as
author names, publication titles, and publication dates. Users
can also manually enter information for items that cannot
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be imported automatically. It also has several features to aid
in the organization and management of research materials,
such as the ability to create collections and sub-collections to
group relevant articles, add tags and notes for simple search-
ing and reference, and produce bibliographies in a variety of
formats.

I. QUALITY ASSESSMENT
The quality assessment (QA) of each article has been car-
ried out to assess the reporting, rigor, credibility, and rele-
vance [62]. The Likert-type scale has been employed for the
assessment which is a type of survey response scale [63]. The
scale typically consists of a series of statements or items that
respondents are asked to rate on a scale. The Likert-type scale
is widely used in scientific research and is particularly useful
in studies where the researcher wants to quantify opinions
about a particular topic. The scale is easy to administer and
analyze, and it allows for a range of responses, making it more
sensitive than a simple binary response scale [64].
The Likert-type scale was used to evaluate each study

independently by two researchers as per the numerical assess-
ment scale based on the Reporting, Rigor, Credibility, and
Relevance [65] with each corresponding to a different set
of questions that have been covered in the subsequent para-
graphs. To mitigate the potential biases, the total scores of
the two independent reviewers were averaged to grade each
article. The procedure added to the robustness of comparative
analysis as it offered a range of grades instead of a yes or
no. A further explanation of the scale distribution has been
described below:

1) REPORTING
The extent to which the article clearly and thoroughly reports
the research methods and findings [66]. Articles scoring 40,
30, 20 and 10 have been considered as excellent, good, fair
and poor respectively. Each of the articles have been graded
as per criteria below. (maximum score: 40).

1) Clarity and completeness of the article’s title and
abstract (10 points)

2) Appropriateness and transparency of the methodology
used (10 points)

3) Thoroughness and accuracy of data collection and anal-
ysis (10 points)

4) Adequacy and clarity of results and conclusions
(10 points)

2) RIGOR
The extent to which the article has a strong and appropriate
research design, methodology, and analysis [67]. Articles
scoring 30, 22.5, 15, and 7.5 have been considered as excel-
lent, good, fair, and poor respectively. Each of the articles has
been graded as per the criteria below. (maximum score: 30).

1) Robustness and transparency of the statistical methods
used (10 points)

2) Validity and reliability of the measures used (10 points)

3) Adequacy of sample size and representativeness
(10 points)

3) CREDIBILITY
The extent to which the article is trustworthy and credible in
its conclusions [68]. Articles scoring 20, 15, 10, and 5 have
been considered as excellent, good, fair, and poor respec-
tively. Each of the articles has been graded as per the criteria
below. (maximum score: 20).

1) Relevance and credibility of the sources cited
(10 points)

2) Appropriate and ethical handling of research data
(10 points)

4) RELEVANCE
The extent to which the article is relevant and applicable to
the research question and context [69]. Articles scoring 10,
7.5, 5, and 2.5 have been considered as excellent, good, fair,
and poor respectively. Each of the articles has been graded as
per the criteria below. (maximum score: 10).

1) Direct and significant relevance to the research ques-
tion or topic (10 points)

These points have been assessed on a scale of four, which
means that 25% points for each step i.e. poor, fair, good, and
excellent. None of the assessments has been put equal to zero
as articles selected on the inclusion and exclusion criteria
were already well scrutinized. 52 articles (having more than
65%points-the cut-off score) qualified the assessment criteria
out of a total of 57 and have been included for analysis. Each
article has been assessed by two independent reviewers, and
their scores have been averaged to obtain a final score for each
category. The scores have been used to determine the overall
quality of the article and its contribution to the systematic
literature review.

J. QUALITY ASSESSMENT ANALYSIS
Yang et. al carried out an SLR on 241 studies between
2004 and 2018 to assess the QA criteria and suggested that the
extent to which articles report findings, the rigor of method-
ology, credibility, and relevance of analysis define the quality
assessment’s reliability [70]. Similarly, these criteria have
been followed in earlier studies [65], [66], [67], [68], [69].
By following these established protocols, biases can be
reduced to produce credible and transparent results and inter-
nal and external validities can be improved [24].

Table 4 contains the quality assessment scores of selected
articles as per mentioned protocol [101]. Studies have not
been assigned binary scales of 0 and 1 scores, instead assessed
on a sliding scale to give fair weightage to the research carried
out by the researchers. The QA of 52 articles have been
summarized in Table 4. The above calculation is based on a
Likert-type scale with the definitions that an article would be
called excellent if it fully meets or exceeds criteria (100%),
it would be good if it meets criteria to a great extent (75%),
it would be fair if it meets criteria to some extent, but with
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TABLE 4. Quality assessment matrix of selected articles.

minor deficiencies (50%) and Poor if meets criteria to a small
extent (25%).

It has been observed that the average QA score of all
articles is 74.5% which is on the borderline of fair and good.
A total of 22 articles (42%) scoredmore than 75%, hence they

are good articles, while the remaining 32 articles (58%) are
fair. It has been noted that none of the articles is excellent or
poor but 4 articles scored more than 90% and hence are more
prominent than the rest. The average scores of the reporting,
rigor, credibility, and relevance assessment show that articles
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scored the highest average of 83% in ‘Relevance to the RQs
and context’ while the lowest average of 72.7% was main-
tained in ‘Reporting of methodology and findings’. Further-
more, ‘Robustness and transparency of statistical methods’
(a sub-criteria of rigor) scored the lowest average of 60% and,
‘Adequacy of sample size and representation’ (a sub-criteria
of reporting) scored the highest average at 87%.

FIGURE 4. Cumulative quality assessment grading (Total 100 points).

Figure 4 shows an overview of the QA of the 52 articles
with study reference numbers on the Y axis and scores on the
X axis. The black dotted line shows the cut-off score i.e. 65.
A cumulative QA grading has been depicted in this histogram
for visual comprehension as the top four ‘good’ articles have
been highlighted in red circles. Furthermore, in subsequent
figures 5, 6, 7, and 8, the top score line has been indicated by
golden, the average by red, and the lowest by a green dotted
line. The highest and lowest scores have been marked with
red circles.

FIGURE 5. Reporting out of total 40 points.

The average score out of a total of 40 points (pt) in Report-
ing remained at 29.1 pt (72.7%), while one article scored the
highest at 37.5 pt and one scored as low as 20 pt as depicted
by the line graph in Figure 5.

FIGURE 6. Reporting out of total 40 points.

Figure 6 shows the trend of Rigor, in which 5 articles
scored 27.5 pt while 3 articles remained at 15 pt, with a
cumulative average of 21.0 (70%) out of a total of 30 pt.

In Credibility, the average remained at 16.0 pt (80%), with
9 articles scoring 20 pt and 5 scoring low at 10 pt as shown
in Figure 7.

Relevance attained the best average of 8.3 pt (83%) out of a
total of 10 pt, the reason being that all the articles selected for
the SLR were kept based on inclusion criteria which ensured
relevance. Relevance scores have been depicted in Figure 8.
Red circles have not been inserted as too many circles would
reduce the clarity of the graph.

K. SHORTLISTED ARTICLES
Shortlisting based on quality assessment has been carried out
to identify themost suitable articles for this review. Following
the assessment, 52 articles have been shortlisted, based on
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FIGURE 7. Reporting out of total 40 points.

FIGURE 8. Reporting out of total 40 points.

their quality to meet the established criteria, i.e. the cut-off
points of 65 out of a total of 100, as depicted in Figure 5.
The shortlisting process was crucial in ensuring that the study
was based on high-quality research and that the findings were
credible and relevant. The shortlisted articles were then sub-
jected to a more detailed analysis, which involved extracting
data that were relevant to the research topic.

The analysis of the shortlisted articles has been carried
out systematically, to ensure that the articles get reviewed
rigorously and meet the highest standards of quality [68]. The
findings from the selected articles were used to develop a
comprehensive understanding of the research topic. A com-
parison of four good articles which scored more than 90% has
been presented in Table 5.

IV. RESULTS AND DISCUSSIONS
The research format is empirical. Empirical research uses
data collection and analysis to address research topics, which
are consistent with the adopted methodology. Using a con-
tinuum between quantitative and qualitative approaches is a
popular strategy to categorize researchwhen using a yardstick
to describe the study type [102]. While qualitative research

TABLE 5. Overview of prominent ’good ’ articles.

FIGURE 9. Trend in the selected articles over the years.

focuses on gathering non-numerical data that can be analyzed
for themes and patterns, quantitative research often entails
gathering numerical data that can be statistically analyzed.

In the case of this research, it is primarily quantitative in
nature, as the goal is to analyze and compare the effective-
ness [103] of different cost estimation techniques to proffer
a way forward for future research work. However, there are
some qualitative aspects to the research, such as analyzing the
reasoning and assumptions underlying different cost estima-
tion techniques. Below is a breakdown of the articles in the
light of RQs.

To assist in understanding the evolution of research in this
domain in general and the RQs in particular a graphical rep-
resentation has been presented in Figure 9 which highlights
trends in the selected articles over the years. The graph shows
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FIGURE 10. Summary of machine learning approaches used for software
cost estimation.

TABLE 6. Top ML techniques.

that the research in the field has increased in the past three
years which is a positive trend as depicted by the red dotted
trend line. The highest number of publications has been in the
year 2021 with nine publications, followed by six in 2022 and
2013. The circle on two articles of 2023 has been marked in
yellow color to depict that the year is still not complete as the
query string search was based on the results of the first five
months of the year 2023.

A. RQ-1: WHAT ARE THE MOST COMMON ML AND
NON-ML TECHNIQUES FOR SOFTWARE COST
ESTIMATION, AND HOW DO THEY COMPARE
TO OTHER COST ESTIMATION METHODS?
Many ML techniques including ANN, Ensemble, Support
Vector Machines (SVM), Fuzzy Logic, Genetic Algorithms
(GA), etc. have been used in the reviewed articles.

As depicted in Figure 10 and Table 6, the most com-
mon ML technique is ANN with 18% usage (9 articles),

FIGURE 11. Summary of non-machine learning techniques.

TABLE 7. Top non-ML techniques.

followed by Ensemble at 16% (8 articles), Regression at 14%
(7 articles), and others at 8%.

As depicted in Figure 11 and Table 7, the most common
ML technique has been ANN with 18% usage (9 articles),
followed by Ensemble at 16% (8 articles), Regression at 14%
(7 articles), and others at 8%.

In Non-ML techniques, 33% (13 articles) of the studies
used COCOMO followed by FPA at 8% (3 articles). Remain-
ing techniques including CBR (2 articles), Archetypal Anal-
ysis, Wilcoxon Test, Use Case Points (UCP), Expert Judge-
ment, etc. remained at a constant 3% usage. These results
have been depicted in Figure 11 and leading techniques have
been listed in Table 8.

As some studies have used ML, some have used Non-ML
techniques while others have used a combination of both.
So, it is important to note that the use of techniques can be
categorized into three groups:

1) 18% (9) of studies used only Non-ML methods.
2) 28% (15) of studies used only ML techniques.
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TABLE 8. A comparison of best techniques.

3) 54% (28) of studies applied a combination of both ML
and Non-ML techniques.

The majority of the studies (54%) have used a combination
of techniques, which were compared with each other for
accuracy. The techniques mentioned in the leftmost column
outperformed the techniques in the remaining columns (with
lower MMRE values). For example, regression in the first
column of the first row produced better results than the other
techniques (ANN, CVS, Ensemble, etc.) in eight different
experiments. Similarly, ANN performed better than six mod-
els in eight different experiments. Fuzzy and GA were the
next better approaches, which had better performance in five
experiments, each. It has been observed that ML techniques
have mostly outperformed Non-ML techniques.

Practical implications of the preferences of ANN and
COCOMO have been observed in various software and
non-software engineering fields. These techniques not only
address the challenges and risks associated with software
cost estimation but their application impact project success in
real-world scenarios, e.g. global software development [71],
construction projects [55], defense industries [74], cross-
company database management [99], etc.

B. RQ-2: WHAT FACTORS INFLUENCE THE ACCURACY OF
SOFTWARE COST ESTIMATION USING MACHINE
LEARNING METHODS, AND HOW CAN THESE FACTORS BE
OPTIMIZED TO IMPROVE COST ESTIMATION ACCURACY?
Idri et al. [104] indicated several factors which can influence
the accuracy of software cost estimation when using machine
learning methods. Optimizing these factors can help improve
the accuracy of cost estimation. Here are some key factors to
consider:

1) Data quality and quantity: Sufficient and represen-
tative data is necessary to capture the various factors
that contribute to software cost [105], [106]. The out-
come of ML techniques specifically, of ANN is largely
dependent on this factor [9], [22].

2) Feature selection: Identifying the relevant features that
have a significant impact on software costs, such as
project size, complexity, team experience, and develop-
ment methodology is important [107]. These features
are more pronounced in the algorithmic methods e.g.
cost drivers of COCOMO [2], but their efficacy is not
less in ML techniques [9].

3) Model selection and tuning: Tuning of factors is of
importance in both ML and Non-ML techniques e.g.
cost driver tuning in the COCOMO model and bias
in ANN [108]. Furthermore, the selection of the right
model is the most crucial step to achieving accurate
estimates. Experimenting with different algorithms,
and fine-tuning their parameters to find the best con-
figuration is necessary to achieve the desired accuracy.

4) Evaluation metrics: These are an important compo-
nent of an SLR and are used to highlight how reliable
a particular effort estimation model is [24]. Consid-
ering the specific requirements of the cost estimation
problem and selecting the metrics that align with the
project’s goals and constraints is a crucial factor to
improve accuracy.

Several evaluation metrics have been used in the articles in
our SLR. Prominently, MMRE and MAE have been widely
used, which are based on relative and absolute errors. The
lower the MMRE and MAE, the better an estimation model
would be. On the contrary, in Pred while measuring the
percentage of the predicted value, higher values depict better
accuracy. Other accuracy measures employed in the selected
studies include the magnitude of relative error (MRE), root
mean squared error (RMSE), logarithmic standard deviation
(LSD), mean square error (MSE), and mean of balanced
relative error (MBRE).

A summary of the evaluation metrics used in the reviewed
articles has been shown in Figure 12. It can be seen that
MMRE has been the most widely used i.e. 35% (18) articles
followed byMAE 15% (8) studies. Definitions and equations
of these three prominent metrics have been mentioned below:

The magnitude of Relative Error (MRE), as represented
in equation 2 is the ratio of the absolute error to the actual
measurement.

MRE =
ActualEffort − EstimatedActualEffort

ActualEffort
(1)

Once, the MRE has been calculated for selected N projects
(equation 1), then the Mean Magnitude of Relative Error
(MMRE) is the average of N projects, as defined in
equation 2 [104].

MMRE =
1
N

N∑
i=1

MREi (2)

The Mean Absolute Error (MAE) describes the difference
between the actual and predicted values and then finds the
average of it as depicted in equation 3, where yi is the
prediction, xi is the actual value and n is the total number
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FIGURE 12. Count of error estimation techniques.

FIGURE 13. Distribution of related departments.

TABLE 9. Summary of departments.

of points.

MAE =
sumni=1|yi− xi|

n
(3)

C. RQ-3: WHICH ORGANIZATIONS AND INDUSTRIES HAVE
BENEFITTED THE MOST FROM THE SELECTED ARTICLES?
Software effort and cost estimation is a versatile domain that
directly or indirectly relates to many organizations and indus-
tries [72]. Software engineering and project management are
the most frequently related fields to software cost estimation,
as these involve the prediction of effort, resources, and time
for development and management.

The articles included in this review have a similar rela-
tion to diverse fields including software engineering (60%),
cross-company data management (38%), Education (36%)

remained prominent while governmental departments were
the least related at 28%. These figures have been depicted
graphically in Figure 13 and tabulated in Table 9. The other
less prominent departmental fields include development and
risk analysis at 32% each.

FIGURE 14. Distribution of related industries.

TABLE 10. Summary of industries.

In the industrial fields, project management (56%), solu-
tions (38%) and, quality assurance (31%) were the frequently
used fields while designing remained the least related at 25%.
The breakdown of the articles by the industrial sector is
represented in Figure 14 and a summary of prominent indus-
tries is given in Table 10. The other fields include business
administration and database management at 30% and 27%
respectively.

D. RQ-4: WHAT ARE THE MOST COMMONLY ACCESSED
REPOSITORIES AND DATASETS IN THESE STUDIES?
More than 10 data repositories which include approximately
20 datasets have been accessed in the under-review arti-
cles. Each repository is having a diverse number of datasets
and variables. Researchers use different datasets as per the
requirements of the experiments.

PROMISE and ISBSG remained the most accessed repos-
itories with 53% (24) and 27% (12) use respectively. These
twomost accessed repositories have been indicated by red cir-
cles in Figure 15. Other repositories include Tuktuku, Cran-
R, Jira, Codeproject, CMMI, etc. While 13% of researchers
did not access repositories but rather carried out reviews on
previously carried out experiments.

Furthermore, 33% of researchers accessed NASA dataset
for experimentation, which remained the most widely used
dataset. The other prominent datasets include COCOMO,
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FIGURE 15. Most accessed repositories.

FIGURE 16. Most used datasets.

Maxwell, Desharnais, and Kitchenham. The top three most
accessed datasets have been marked in red circles in
Figure 16. A brief description of top repositories and datasets
is mentioned below.

1) PROMISE Repository: The PROMISE (Project Repos-
itory for Software Engineering) repository is a well-
known and widely used repository that provides a
collection of datasets related to software engineering
research [109]. It includes datasets on software cost
estimation, defect prediction, effort estimation, and
other software engineering topics.

2) ISBSG Repository: The International Software Bench-
marking Standards Group (ISBSG) repository is a valu-
able resource that provides access to a wide range
of historical software project data [110]. It includes
data on project size, effort, duration, and other relevant
metrics, allowing researchers to analyze and model
software cost estimation.

3) NASADataset: NASA contains datasets collected from
various NASA software projects [111]. It includes data
on project characteristics, development effort, defects,

TABLE 11. Comparison of systematic literature reviews.

and other relevant metrics, providing valuable insights
for software cost estimation research.

4) Other prominent repositories include Cran-R [112],
Jira Systems [113], Codeproject [114], Deshar-
nais [115], and Mendeley [116]. Each of these has data
access to datasets with diverse variables consisting of
historical data.

E. COMPARISON
To highlight the contributions of this study, a summary of
the outcomes of this study and four comprehensive SLRs has
been presented in Table 11.

The summary draws a comparison between the outcomes
and validates the results. The results have been compared in
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the context of the RQs, research duration, and no of articles.
The table compared the following outcomes:

1) Duration of research;
2) Number of articles included in SLR;
3) Most preferred techniques;
4) Most preferred accuracy metrics;
5) Most widely used datasets.
The comparison shows that
1) Out of five SLRs three have been conducted for a

duration of 15-20 years. While two SLRs have been
conducted for 26 and 46 years.

2) Four SLRs reviewed less than 100 articles, while one
reviewed more than 1000 articles.

3) ANN has been the most widely used ML technique
in three SLRs followed by Fuzzy Logic while CBR
and COCOMO were the most widely used Non-ML
techniques.

4) MMRE has been the most preferred accuracy metric in
four SLRs while MRE is in one, followed by Pred.

5) NASA has been the most accessed dataset in four out
of five SLRs, followed by COCOMO and ISBSG.

The comparison shows that the results obtained in this SLR
are almost similar to the results of other SLRs.

F. STUDY LIMITATIONS
All empirical studies are subject to certain limitations due to
potential biases, constraints in data collection, or limitations
of the chosen techniques. Prominent limitations have been
mentioned here for a better perspective.

As the selected studies are software cost and effort
prediction-based hence, the process maturity of the level of
the under-study industries and their organizational biases are
the major limitations of this SLR. Generally, these factors
are beyond the control of researchers but they affect the out-
comes. Therefore, possible efforts must be made to mitigate
these biases.

It has been observed that most organizations do not openly
provide historical data and hence the availability of data has
restricted the maturity of results and impacted the reliability
of the current research. Also, if a researcher has used a
slightly different term in the title, then the difference in ter-
minology affected the identification of a specific technique.

Another limitation has been the use of limited query
strings, which could lead to missing out on some relevant
articles. This can be termed as a bias in the selection pro-
cedure. Although the proper definition of query strings and
search strategy as per Kitchenham’s [56] guidelines have
been followed but it is not possible to ensure the inclusion
of all relevant articles in all the databases. The selection and
a thorough quality assessment were carried out in pairs to
minimize potential biases, but some partiality may still exist.

G. SUMMARY OF FINDINGS
1) INFERENCES
Based on the QA, analysis, and comparison of 52 selected
articles, the following findings have been inferred:

1) Techniques: 33% of articles utilized the COCOMO
for software cost estimation, followed by ANN (18%).
Hence, it has been inferred that althoughNon-MLmod-
els have been outperformed by ML models, still these
are being used in the research community.

2) EvaluationMetrics: MMREwas themost widely used
evaluation metric employed to ascertain the validity
and accuracy of the proposed model. Hence, it has been
concluded that all the articles used quantitative anal-
ysis for software cost estimation, while a few articles
employed qualitative and quantitative both.

3) Applicability: Software engineering organizations and
project managers in industries are the most related
subjects of cost estimation research, which implies that
software cost and effort estimation methods are accu-
rately addressing the core issue of predicting develop-
ment cycles.

4) Databases: The majority of the articles (90%) used
historical data (repositories), while a few articles (10%)
used simulated or current data, which had restricted
access. Hence, it has been inferred that efforts have not
been made to access better and more comprehensive
datasets by the researchers.

5) Low score inQA:Low average of 72.7%was observed
in ‘Reporting of methodology and findings’. Further-
more, within the assessment criteria of rigor the sub-
criteria ‘Robustness and transparency of statistical
methods’ scored the lowest average of 60%, which
shows that researchers do not report methods and out-
comes explicitly hence transparency is compromised.

2) GAP ANALYSIS
Based on the analysis of the articles and inferences, potential
gaps in the current research on software cost estimation have
been identified. Key gaps are described below:

1) Limited use of evolving techniques: As indicated in
RQ-1 that most ML techniques have outperformed
the non-ML techniques, but still a greater number
of studies have used non-ML techniques. Keeping in
view the better performance the emerging fields of
ML, including GA and Blockchain techniques need
more exploration because the accuracy of the soft-
ware estimation improves when relevant features of the
datasets are selected [24]. Studies in the fields of GA
and Blockchain as compiled by Ahmed et al. [40] have
gained attention in various software engineering fields
but are still used very less often in software effort and
cost estimation.

2) Dearth of comprehensive evaluation: The evaluation
of many studies was restricted to a limited range
of projects and methods. Studies that encompass
a more comprehensive comparison on the lines of
Elish et al. [38] are recommended. Although a variety
of ML and Non-ML techniques have been used by
researchers, experiments have not been conducted on
which technique performs better, concerning different
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types and sizes of datasets. It needs to be analyzed
which techniques outperform others on small datasets
and vice versa.

3) Applicability to multiple fields: As indicated in RQ-3,
software engineering, and project management are very
important domains where cost estimation has been
widely used, but emerging domains like database man-
agement and designing (28% each) may be given
more attention by researchers. Similarly, governmental
projects (29%) have been the least researched with
cost estimation. As governmental schemes impact the
largest part of society members these require a more
focused approach by researchers as in the case of Cibir
and Ayyildiz [74].

4) Absence of latest and comprehensive datasets: Detailed
and high-quality databases are crucial in effort estima-
tion. However, it was observed that 90% (47 articles)
of the studies have relied on old datasets (Albrecht,
COCOMO, Finnish, Kemerer, Maxwell, NASA),
which are not current and detailed descriptions of
project features is not available in those datasets. Fur-
thermore, they do not represent cross-company data
sharing. It is therefore imperative for the researchers to
work on current datasets which are likely to introduce
new factors in the research as proposed by Minku and
Yao [80]. It is further recommended that researchers
having access to comprehensive datasets share the pro-
prietary datasets on accessible forums, e.g. PROMISE
repository after the removal of the confidential features.

5) Clarity in reporting of methodology and findings:
As mentioned in the QA section that 72.7% of articles
report methodology clearly, which means that approxi-
mately 27.8% of articles lack clear reporting. Similarly,
40% of articles lack robustness and transparency of the
statistical methods. Therefore, it is recommended that
researchers focus more on these two aspects to further
enhance the research methodology and add to the body
of knowledge.

Overall, there is still significant room for improvement
in the area of software cost estimation using different types
of techniques and addressing these gaps could lead to more
accurate and reliable cost estimation models.

3) CHALLENGES
Some challenges in the light of the research gap that needs to
be addressed in future research include:

1) Drawing accurate results: One of the challenges in
the implementation of evolving ML techniques is to
achieve accurate and efficient results that can han-
dle the complexity of projects. Although, it has been
observed that ML models are autonomous and outper-
form the Non-ML models; but, are prone to estima-
tion errors. Effort series forecasting in software esti-
mation is a challenge for ML models [118]. Further-
more, determining the right model for different types
of datasets also remains a challenge [119], [120].

2) Adopting evaluation benchmarks: Validating estima-
tion models on benchmarks for model performance and
scalability evaluation is essential to ensure accuracy.
To induce comprehensive evaluation as indicated in
the gap analysis, researchers need to adopt established
benchmark checklists. Nonadopting standard is a chal-
lenge that needs to be mitigated to set a course of action
for future research work, as proposed by Minku and
Yao [80] and Hasselbring [121].

3) Handling uncertainty: Software development is
inherently uncertain, which needs to be accounted for
in cost estimation models. As it has been suggested that
researchers need to expand the research to emerging
techniques, it is pertinent to highlight that uncertainty
will be an inherent challenge in that [119].

4) Data availability: The availability of multi-featured
comprehensive datasets is one of the major challenges
which is being faced by the research community.
Obtaining such data is a difficult task asmany organiza-
tions keep data undisclosed based on privacy concerns.
Therefore, researchers with access to private data sets
are encouraged to share the data sets after the replace-
ment of confidential features with false values.

5) Quality of research methodology: As indicated in the
research gap, researchers need to adopt robust and stan-
dard protocols as indicated by Kitchenham [101]. Here,
researchers need to draw a balance between the impor-
tance of clearly reporting methodology along with giv-
ing ample importance to the analysis of research.

Addressing these challenges will help in developing more
accurate and effective software cost estimation models that
can be used to improve project planning andmanagement and
add to the body of knowledge.

V. CONCLUSION AND FUTURE WORK
We have performed an SLR on software cost and effort
estimation using ML and Non-ML techniques from the past
decade and a half. The review identified and analyzed a total
of 52 studies from five renowned digital libraries. Although
many SLRs [21], [22], [23], [24] have been published but a
substantial amount of work has been done in the last 15 years
in the field of software effort estimation which needed to
be reviewed. Moreover, there are differences between the
approaches and conduct of different SLRs. Hence this SLR
has been conducted to investigate the current research trends
in software cost and effort estimation to indicate the most
widely used estimating approaches, datasets, and application
areas to suggest a future way fwd. Project planning and
decision-making can both benefit from the findings of this
study.

It has been found that ANN; and COCOMO are the most
popular techniques followed by Ensemble and FPA. Also,
ANN has outperformed several ML and Non-ML techniques.
The MMRE is the most commonly used accuracy metric.
Software engineering; and project management are the most
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relevant fields, and the PROMISE repository has been identi-
fied as the preferred database. The most widely used dataset
indicated in this SLR is NASA.

Research communities appreciate the use of advanced
technologies to improve the estimation results. While widely
used approaches have been examined, there is still a limita-
tion to this SLR that emerging technologies like blockchain
and bio-inspired feature selection algorithms have not been
examined in depth. In future work, we intend to perform an
SLR on blockchain-based software effort estimation methods
and bio-inspired feature selection algorithms that have been
used recently in a few studies [29], [40] to address the soft-
ware cost and effort estimation problems.
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