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ABSTRACT Radio frequency identification (RFID) is a technology that uses electromagnetic waves
(EMW) to send, process, and store data by using a built-in integrated circuit and antenna. However, its
susceptibility to malware attacks poses a threat to data privacy and system performance. Thus, there is
a need to develop techniques to protect RFID systems from malware injection and improve efficiency
through spectrum optimization. An approach for improving the efficiency and data privacy of RFID
systems operating in the ultra-high frequency (UHF) band is proposed for multiple data rates of 160,
256, 320, and 640 kbps. Firstly, a method is introduced for reconstructing regular data in a malware-
free RFID system with optimized spectrum usage, which reaches up to 50% of the total spectrum and
improves efficiency. Secondly, a spectrum injection-based approach (SIBA) is proposed by incorporating
a bandpass filtering (BPF) technique to inject the missing spectrum of regular data with a portion of
the malware-injected data spectrum. This approach results in faster and more precise data reconstruction
with higher accuracy and overcomes the malware. A noise reduction technique based on BPF is also
proposed to reduce the noise effects and enhance the accuracy of data reconstruction at different signal-
to-noise ratio (SNR) levels. This technique is evaluated through extensive analysis with various metrics
such as reconstruction accuracy, robustness to noise, bandwidth utilization factor (BUF), and computational
complexity, making it suitable for resource-constrained environmental settings. These approaches address
the challenges of malware injection and spectrum optimization, resulting in more efficient and secure RFID
systems.

INDEX TERMS Baseband signal reconstruction, BPF, BUF, data privacy, RFID, EMW, malware attacks,
malware detection, noise reduction, SIBA, SNR, spectrum injection, spectrum optimization, UHF band.

I. INTRODUCTION
In communication systems, it is important to reconstruct
baseband signals from their digital samples. This is typi-
cally accomplished through digital signal processing (DSP)
techniques. There are two main approaches for baseband sig-
nal reconstruction: continuous-time and discrete-time tech-
niques. Continuous-time methods use anti-aliasing filters and
sample-and-hold circuits to reconstruct the original analog
signal from its samples. Discrete-time approaches employ
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various DSP algorithms to extract the original analog signal
from its digital samples [1].

Some popular baseband signal reconstruction techniques
include ideal reconstruction, interpolation, oversampling,
noise shaping, and signal extrapolation. Ideal reconstruc-
tion involves converting the discrete-time signal to a
continuous-time signal using a zero-order hold before run-
ning it through a low-pass filter to remove high-frequency
components [2]. This technique provides highly accu-
rate results but can be difficult to implement due to
limitations in anti-aliasing filters and sample and hold
circuits [3].
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Interpolation estimates the signal value between two sam-
ples using linear, polynomial, or spline interpolationmethods.
Oversampling involves sampling the signal more frequently
than the Nyquist rate to improve the signal-to-noise ratio and
reduce quantization noise. Noise shaping reduces quantiza-
tion noise by shaping the quantization noise spectrum and
moving noise energy to higher frequencies. Signal extrap-
olation estimates the signal when it is outside the range of
available samples and is frequently used to increase the length
of the signal in digital audio systems [1], [4].

Radio frequency identification (RFID) technology facil-
itates data exchange between a reader and a tag through
electromagnetic waves [5]. In RFID systems, the reader trans-
mits a signal that energizes the tag, enabling it to send its
own signal back to the reader. This signal contains relevant
information, such as a product ID [6]. To ensure precise
transmission of this data between the reader and tag, signal
reconstruction techniques are employed [7]. Precisely inter-
preting the tag’s signal is necessary to retrieve the stored
data, requiring signal evaluation and the use of appropriate
signal processing techniques [8]. Demodulating and decoding
the tag signal using digital signal processing methods is a
common approach to signal reconstruction in RFID systems
[9]. By processing the received signal, data transmission can
be recovered and applied for various purposes, including
authentication, asset tracking, and inventory management
[10], [11]. Increasing the precision of signal reconstruction
can be achieved by utilizing multiple antennas and beam-
forming strategies, allowing the system to focus on the tag’s
signal reception, reducing interference, and improving the
signal reconstruction process’s accuracy [12], [13].

Many research papers have discussed the implementation
of signal reconstruction schemes in RFID systems. In [14],
the authors discuss compressed sensing (CS), which enables
accurate signal reconstruction from lower sampling rates.
The authors introduce two algorithms, base pursuit (BP) and
orthogonal matching pursuit (OMP), for signal reconstruc-
tion. They analyze the Sparse Representation principle and its
methods, emphasizing its application in CS using the Gabor
dictionary. The study shows that the BP algorithm has higher
accuracy than the OMP algorithm for signal reconstruction,
making it a valuable tool for applications such as RFID-based
Internet of things (IoT).

The paper [15] proposes a passive RFID-based system,
called RF-3DScan, for the 3D reconstruction of tagged pack-
ages in a warehouse. The system uses a moving antenna to
obtain RF signals from the tags, while it extracts phase differ-
ences to determine the relative positions of the tags, enabling
the determination of package orientation and coarse-grained
stacking with 1D scanning. The authors evaluated the proto-
type system’s performance and achieved high accuracy and
low error rates. In [16], authors presented a new passive
RFID real-time tracking system (PRTS) for tracking RFID-
tagged mobile objects on conveyor belts under the conditions
of sparse measurements. The system uses a novel sparse

TABLE 1. List of abbreviations.

signal reconstruction method and leverages simplified parti-
cle filters to facilitate real-time tracking. In the article [17],
an in-depth analysis is presented on the inclusion of RFID
tag antennas and sensors in health monitoring (SHM) appli-
cations. The authors highlight the benefits of utilizing RFID
antenna sensors and systems in SHM, underscoring their
passive characteristics, compact form factor, and versatility
in accommodating various modes of operation. Furthermore,
the article delves into the existing obstacles and cutting-edge
approaches concerning RFID antenna sensors and systems,
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with a focus on sensing capabilities and communication
methods from a holistic system standpoint. The study in
[18] introduces a novel method for accurately estimating the
distance of indoor passive UHF RFID tags. It leverages the
correlation between radar cross-section (RCS) and received
signal strength indicator (RSSI) ratios to achieve high preci-
sion in two stages. To further enhance accuracy, a percentage
polynomial curve is employed in the second stage. The sug-
gested approach attains accuracy rates that range from 90.3%
to 100%, and exhibits a root mean square error (RMSE) of
0.02. This approach holds potential for application across
different technological domains.

While this paper mainly focuses on reconstructing regular
data frommalware-injected data in RFID systems, it’s crucial
to acknowledge the importance of safety and security in the
overall design and operation of such systems. Ensuring the
integrity and confidentiality of data transmitted over RFID
networks heavily relies on safety and security measures at the
layer.Measures like encryption, authentication protocols, and
secure communication channels are vital to mitigate risks and
prevent unauthorized access. Although our primary goal in
this paper is data optimization and reconstruction techniques,
it’s worth noting that a comprehensive analysis of safety
and security, in RFID systems falls beyond the scope of our
research. Future studies could delve deeper into these aspects
to provide a holistic understanding of RFID system design
and operation.

In this paper, we introduce several contributions to enhance
the efficiency and security of RFID systems operating in the
UHF band. Firstly, we propose a method for reconstruct-
ing regular data in a malware-free RFID system, optimizing
spectrum usage, and achieving up to 50% spectrum savings.
Secondly, we present a spectrum injection-based approach
that leverages a BPF filtering technique to inject missing
spectrum and improve data reconstruction accuracy while
mitigating the effects of malware injection. Additionally,
we propose a noise reduction technique based on band-
pass filtering to enhance the signal-to-noise ratio (SNR)
and improve data reconstruction accuracy. Through exten-
sive analysis and evaluation, our contributions demonstrate
improved reconstruction accuracy, robustness to noise, effi-
cient bandwidth utilization, and suitability for resource-
constrained environments. A list of abbreviation is shown in
Table 1. Section II provides an introduction to the existing
techniques for detecting and preventing malware. Section III
explains the fundamental principles of baseband signal recon-
struction, which are utilized in the paper, along with the
proposed scheme for reconstructing regular data from both
malware-free and malware-injected data. In Section IV, the
paper presents the simulation and results of the proposed
schemes, evaluating their performance in terms of normalized
mean square error (NMSE) and time complexity. Addition-
ally, the proposed schemes are analyzed in the presence of
additive white Gaussian noise (AWGN), and a noise reduc-
tion scheme is investigated. Various performance metrics are

employed for evaluation. Finally, Section V concludes the
article, summarizing the key findings and contributions of the
research.

II. RFID MALWARE DETECTION AND PREVENTION
TECHNIQUES
RFID systems are exposed to harmful attacks called malware.
It comes in three types: RFID viruses, RFID worms, and
RFID exploits [19]. RFID malware causes harm or gains
unauthorized access to data. So those systems need to be
protected against such attacks. Many research papers explore
many techniques to detect and protect RFID systems against
malware attacks [20].
Many research papers propose techniques for malware

detection and/or protection. In [21], the authors discuss a
method for detecting malware in UHF RFID tags with SQL
injection virus code in their user memory banks. The study
used signal strength data in the frequency domain obtained
from a spectrum analyzer while an RFID reader read the
tag. The data is then used to train a random forest model
for malware detection. Also, in [22], the authors proposed a
method for detecting and preventing SQL injection attacks
(SQLIA) in RFID systems. The proposed method includes a
SQL query matching approach that uses string comparisons
and a tag data validation and sanitization technique to provide
security against second-order SQLIA. Another approach to
protecting RFID systems from malware and ensuring the
privacy of tag data is presented in [23]. This framework
uses a technique for analyzing individual components of the
RFID tag to detect malware-infected tags and sanitize them
to remove the malware. An authentication-based protocol is
used for privacy protection and identifying rogue readers. In
[24], the authors proposed a method for detecting malware in
RFID tags operating in low-frequency (LF), high-frequency
(HF), and UHF bands. The method involves spectrum moni-
toring of both normal andmalware data in usermemory banks
and detecting malware based on the measured signals’ power.

Tables 2 and 3 provide a comprehensive review of rele-
vant studies focused on techniques utilized for the detection
and prevention of malware. The article in [25] examines
three main approaches to identifying and combating mal-
ware: signature-based detection, behavior-based detection,
and specification-based detection. It then focuses on the use
of artificial immune systems (AIS) as a lightweight and
adaptable technique for preventing malware in IoT networks.
The study in [26] provides an analysis of the security mea-
sures and techniques employed in a proposed system to
secure a smart home access control system by employing
RFID cards. The paper acknowledges the use of the advanced
encryption standard (AES) algorithm. A robust password pol-
icy, Google captcha, and measures to prevent SQL injection
(SQLI), cross-site scripting (XSS), and session hijacking in
order to thwart unauthorized access and safeguard sensi-
tive data. Additionally, the suggested system utilizes RFID
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TABLE 2. Review of relevant studies on techniques for detecting and preventing malware.
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TABLE 2. (Continued.) Review of relevant studies on techniques for detecting and preventing malware.

technology for monitoring and controlling access at the main
gate. Thereby preventing unauthorized entry. In [27], the aim
is to assess the security measures integrated into a suggested
system for safeguarding a smart home access control system
with the use of RFID cards. The authors delve into the utiliza-
tion of encryption algorithms, robust password policies, and
preventive measures against prevalent web vulnerabilities. In
[28], the article delves into the utilization of machine learning
algorithms for intrusion detection in network security, with a
specific focus on the detection of malware. Techniques such
as J48, random forest (RF), ripple down rule (RIDOR), Java-
based implementation of the RIPPER (JRIP) algorithm, and
partial rule-based trees (PART) are discussed. The paper high-
lights the necessity for enhanced methods given the incessant

evolution of attack methods, the proliferation of connected
devices, the difficulties in detecting zero-day attacks, and
the inadequacy of existing prevention methods. The paper
[21] presents a method for detecting malware in UHF RFID
tags by analyzing the signal strength data in the frequency
domain using a Random Forest Classifier. By dividing the
observed spectrum into 15 ranges and detecting the number
of maxima in each range, the malware-infected tags can
be detected with an accuracy of over 80%. The authors in
[24] proposed a spectrum-based malware detection technique
for RFID memory banks in LF, HF, and UHF bands. The
technique involves monitoring the power of each signal and
identifying the difference between the malware and normal
signal data.
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TABLE 3. Research problems, contributions, and outcomes of the relevant studies in Table 2.
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TABLE 3. (Continued.) Research problems, contributions, and outcomes of the relevant studies in Table 2.

In our research, we recommend using any existingmalware
detection technique in the literature but introduce three strate-
gies. The first approach concentrates on optimizing spectrum
usage through signal reconstruction. The second approach,
known as the spectrum injection-based approach (SIBA),
focuses on preventing malware by efficiently reconstruct-
ing regular data from malware-infected data, minimizing the
computational complexity. Furthermore, we propose merging
this technique with a proposed noise reduction method to
combat the effects of AWGN. In our research, we can use
any existing malware detection technique in the literature
but introduce three strategies. The first approach concentrates
on optimizing spectrum usage through signal reconstruction.
The second approach, known as the SIBA, focuses on pre-
venting malware by efficiently reconstructing regular data
from malware-infected data, minimizing the computational
complexity. Furthermore, we propose merging this technique
with a proposed noise reduction method to combat the effects
of AWGN. We summarize the research problems, contribu-
tions, and outcomes in Table 3. Furthermore, we provide a
detailed explanation and analysis of them in the remainder of
the paper.

So, compared to other literature, we have introduced a
novel method that overcomes the limitations observed in pre-
vious approaches mentioned in Tables 2 and 3. Unlike those
methods, our technique offers greater flexibility and does not
compromise on accuracy. We achieve this by allowing for
adaptable adjustments in the size of the transmitted window
and the number of iterations utilized in the algorithms. By
fine-tuning these parameters, we can optimize the accuracy
of our technique to meet the specific requirements of the

RFID system. Moreover, our proposed techniques have the
added advantage of being applicable to any RFID system,
regardless of its band or bit rate. Unlike other systems that
are restricted to certain applications and tailored for specific
bands or bit rates, our approach can be implemented across
a wide range of RFID systems, making it a more versatile
and practical solution. Another crucial aspect of our meth-
ods is the flexibility they offer in selecting the appropriate
malware detection techniques. We are not limited to a par-
ticular technique but have the capability to incorporate any
existing malware detection approach from the literature into
our framework. This adaptability allows us to leverage the
strengths of different techniques and customize them to suit
the specific requirements of the RFID system we are working
with.

III. BASEBAND SIGNAL TRANSMISSION AND
RECONSTRUCTION
A. INTRODUCTION
In the realm of communication systems, the transmission of
signals is classified into two primary mechanisms: baseband
and bandpass transmission. Baseband signals are directly
generated from the source of information and do not undergo
modulation or shifting to higher frequencies [29]. They can
be analog or digital and are commonly known as low-pass
signals, as they possess frequencies that are situated near
zero in relation to their highest frequency, which repre-
sents their bandwidth. An example of a baseband signal is
human speech, which exhibits its most powerful frequency
range between 0 and 4 kHz, as illustrated in Fig. 1 [30].
The baseband channel can transmit information at frequencies
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FIGURE 1. An example of a human speech signal (on the left) and its
spectrum (on the right).

close to zero and is regularly used in short-range communi-
cation networks, including near-field communication (NFC),
integrated services digital network (ISDN), industrial control
systems, and local area networks (LANs) [31].

To produce a bandpass signal, the baseband signal under-
goes modulation with a carrier signal (fc). This process results
in the upward shift of the baseband signal towards higher
frequencies and the transmission of a passband signal. In con-
trast, the bandpass signal is not generated directly from the
baseband signal but rather through this modulation process
[32]. Passband signals are a type of signal that is preferred
for long-distance transmission because they have a higher
information-carrying capacity than other signal types. This
is due to the use of multiple frequency bands, which allows
for a greater amount of information to be transmitted [33].

B. THE BASEBAND TRANSMISSION TECHNIQUE
A proposed technique for transmitting and reconstructing
a baseband signal [34], [35] is shown in Fig. 2, which
refers to regular data without any malware. The baseband
signal, xreg(t), is generated by a signal generator, which is
the RFID tag and must have a bandwidth smaller than the
channel to prevent distortion during transmission. The tech-
nique involves transmitting a window of the spectrum of a
time-limited signal instead of the entire spectrum, allowing
a selective BPF with starting and ending frequencies of fs
and fe to choose the window from the spectral information of
the signal to be sent over a channel with limited bandwidth.
However, this approach results in a distorted signal, greg(t),
since some of the original spectral information and energy
are lost due to the windowing process.

Assuming the transmission of regular data without mal-
ware, denoted by xreg(t) and representing the binary form of
the word ‘‘Orange’’ (in HEX=4F72616E6765), a selective
BPF is employed at the transmitter. This filter sets a window
of the original signal’s spectrum Xreg(f ) to be transmitted,
ranging from (20-520) kHz and containing 44.8% of its total
average power. Notably, the (0-20) kHz band of Xreg(f ) com-
prises 55.2% of the original signal’s power. The transmitted
signals greg(t) inevitably undergo distortion due to energy loss
from their spectra, as depicted in Fig. 3.

C. THE RECONSTRUCTION ALGORITHM
Themanuscript [35] presents an algorithm 1, which outlines a
proposedmethodology for reconstructing the baseband signal

FIGURE 2. The baseband signal reconstruction block diagram.

at the receiver. The aim here is to obtain the regular sig-
nal xreg(t) through extrapolating the original regular signal’s
spectrum, utilizing a segment Greg(f ) of the main signal’s
spectrum Xreg(f ) and prior knowledge of the time extent of
the transmitted signal.

Algorithm 1 Baseband Signal Reconstruction
Algorithm (without noise)

Input: Ĝreg(f ), fs and fe
Output: xr−reg(t)

1 Calculate ĝreg(t) by performing the IFT of Ĝreg(f )
2 for (i=1 to N) do
3 Multiply ĝreg(t) and p(t) to get s(t)
4 Compute S(f ) by performing the FT of s(t)
5 Apply S(f ) to BRF with fs and fe to get C(f )
6 Add C(f ) to Ĝreg(f ) to get Xreg,1(f )
7 end
8 Calculate IFT of Xreg,N (f ) to get xr−reg(t)
9 End

The process of reconstructing the baseband signal com-
prises several steps. First, the inverse Fourier transform (IFT)
is performed on the received signal’s spectrum Ĝreg(f ), which
results in a non-time-limited signal ĝreg(t). Subsequently,
a gate (rect) function p(t) is applied to ĝreg(t), with the same
time extent as the original signal xreg(t), to produce s(t). An
FT is then applied to s(t) to obtain a non-bandlimited signal
S(f ), which is filtered using a band-reject filter (BRF) with
starting and ending frequencies equal to those of the trans-
mitter (fs and fe), yielding the filtered function C(f ). Next,
the known spectrum C(f ) of the received signal is inserted
into the dead space of the received signal’s spectrum Ĝreg(f ),
resulting in an initial estimate of the reconstructed signal’s
spectrum Xreg,1(f ) (for 1-iteration). The IFT of Xreg,1(f ) is
calculated, and the loop is repeated for N iterations until the
desired shape of the spectrum is achieved. Finally, the IFT
of Xreg,N (f ) is calculated to obtain the reconstructed signal
xr−reg(t) after N-iterations.
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FIGURE 3. The generated xreg(t) and transmitted greg(t) signals (on the left) and their corresponding spectra
Xreg(f ) and Greg(f ), respectively (on the right) with fs= 20 kHz and fe= 520 kHz.

FIGURE 4. The proposed system’s block diagram. (a) The transmission concept in the RFID Tag (b) The reconstruction algorithm in
the RFID reader.
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TABLE 4. Features of the computer used for the simulation.

IV. RESULTS AND DISCUSSIONS
The computer hardware utilized to simulate the proposed
scheme for routinely reconstructing data by injecting a por-
tion of malware’s spectrum is detailed in Table 4. These
hardware specifications played a significant role in determin-
ing the simulation time and results.

A. PERFORMANCE METRICS
The evaluation of the reconstruction status’ performance
will rely on the NMSE, a prevalent performance metric for
such systems. This measure provides insight into the degree
of similarity between the reconstructed signal, represented
as xr−reg(t), and the original signal generated by the tag,
represented as xreg(t). The NMSE is defined in the work
of Ghannouchi et al. [36] and is widely adopted in signal
processing research. It is calculated as the ratio of the mean
square error between the two signals to the mean square value
of the original signal. The NMSE is defined as:

NMSE =

∑L
t=1

∣∣xreg(t) − xr−reg(t)
∣∣2∑L

t=1 |xreg(t)|2
(1)

where L is the signal’s length (in samples). A lower NMSE
value indicates a higher degree of similarity between the
transmitted and reconstructed signals, resulting in improved
performance. This suggests that the reconstruction process is
more accurate and efficient.

B. THE PROPOSED TECHNIQUE FOR REGULAR DATA
RECONSTRUCTION
1) SYSTEM’S BLOCK DIAGRAM
The proposed system’s block diagram is presented in Fig. 4,
which aims to reconstruct the regular data spectrum using
the spectrum of malware-injected data. The RFID tag trans-
mission concept is shown in Fig. 4(a), which is similar to
the transmitter concept presented in Fig. 2. The generated
binary data of the tag is denoted by xreg(t), which passes
through the FFT block and the selective BPF to select the
windowwith starting and ending frequencies fs and fe, respec-
tively, to obtain Ĝreg(f ). The output signal of the BPF
is fed to the IFFT block to generate the baseband signal
greg(t), which is then transmitted through the antenna. It is
assumed that the system operates on the baseband concept.
In Fig. 4(b), we illustrate our proposed receiver in the RFID

reader, which operates under two reception scenarios: receiv-
ingwithout anymalware and receivingwithmalware-injected
data. Our assumption is that the reader initially received a
malware-free signal that was later infected by malware. The
received signal ĝ(t) is processed by the FFT block, resulting
in Ĝ(f ). We use a malware detection technique, as explained
in Section II, to determine if the received data is free of
malware or not. If the data is malware-free, the malware
detector block outputs (0) to the selector control line of the
demultiplexer (DeMux) block, and the signal is passed to the
first line to become Ĝreg(f ), leading to the first scenario in
our assumptions. If the data is infected with malware, the
malware detector block outputs (1), and the signal is passed
to the second line to become Ĝmalw(f ), leading to the second
scenario.

In the first scenario, the malware-free signal spectrum
Ĝreg(f ) is processed by the adder block, which adds zero
(Ĝmalw(f )) from the malware-injected path. The result is
then processed by the reconstruction algorithm proposed in
[34], allowing for the regular data to be reconstructed after
N-iterations xreg,N (t). In the second scenario, where the data
is identified as malware-infected Ĝmalw(f ), it is processed
by a selective BPF with starting and ending frequencies of
fs−x and fe−x respectively. The BPF only allows the missing
spectrum portion of the regular data to pass through, which
is then injected into the missing part of the regular data
spectrum Ĝreg(f ) via the adder block. The resulting spec-
trum Ĝx(f ) is then processed by the reconstruction algorithm,
allowing for the regular data to be reconstructed again after
a smaller number of iterations (N ) to get the original regular
data xreg,N (t).

C. RECONSTRUCTING DATA FROM A MALWARE-FREE
RFID TAG
Figure 6 displays the NMSE performance of the recon-
structed regular data without malware versus the number
of iterations (N ) for 5 different transmitted window spectra
ranges, with a fixed bandwidth of 500 kHz with a data rate of
640 kbps. Table 5 shows the corresponding performance met-
rics of Fig. 6. The table includes different transmitted window
ranges represented by (fs and fe) and evaluates accuracy using
the NMSE. The average power contained in each window
is also shown. The performance is measured for different
iterations, ranging from 5 to 2000. As shown in Fig. 6, the
first window (10–510) kHz, which represents 48.5% of the
total regular signal’s power, can achieve a very good NMSE
value of 0.0487 after only 50 iterations and maintain this
value thereafter.

For the second window (20-520) kHz, it represents
around ≈ 45% of its total average power. It achieves
an acceptable NMSE value of 0.0622 after 1000 itera-
tions, resulting in a good reconstruction status, but it can
achieve almost the same NMSE as the first window (0.0478)
after 2000 iterations. The corresponding reconstructed sig-
nals compared to the original regular transmitted data and
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FIGURE 5. Reconstructed malware-free regular data xreg(t) (on the left) and their spectra |Xreg(f )| (on the right) for
different iterations with a transmitted window (20-520 kHz).

TABLE 5. Performance metrics of reconstructed regular data without malware using a fixed window bandwidth (500 kHz) for different iterations: NMSE
and Average Power.

their spectra are shown in Fig. 5. The first two subfigures
(N= 1 and 200) show a bad reconstructed regular data status,
as their NMSE is around 0.4. However, when increasing
N to 1000 iterations or more, the reconstructed signals are
more accurate and of high performance. For the remain-
ing transmitted windows, their average power ranges from
37.7% to 40.6%, which is lower than the previous win-
dows. However, their corresponding NMSE values are high
(around ≈ 0.4) after 2000 iterations, and they cannot reach
the acceptable range of 0.06. Therefore, the signal cannot be

fully reconstructed until a very high number of iterations is
reached, such as 10,000 or more.

The time consumption of the proposed scheme to recon-
struct the regular malware-free data xreg(t) for the same
transmitted windows as shown in Fig. 5 in the receiver is
presented in Fig. 7. It is observed that all windows have
almost similar reconstruction times, except for the last win-
dow (50-550 kHz), which takes longer to reconstruct than
the other three windows after 1000 iterations. Additionally,
the window (40-540 kHz) exhibits higher time consumption
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FIGURE 6. NMSE of reconstructed regular data without malware with
W= 500 kHz and Rb = 640 kbps.

FIGURE 7. Time consumption for reconstructing the regular data without
malware with W = 500 kHz and Rb = 640 kbps.

compared to the others after 200 iterations. It appears that the
reconstruction time does not follow a specific criterion based
on the transmitted window. Consequently, when sending
more than 45% of the total signal’s average power and run-
ning the algorithm for a certain number of iterations, around
50% of the used spectrum can be saved for reconstructing
the regular data. However, reconstructing low average power
signals requires a high number of iterations, which leads to a
more complex system and a longer reconstruction time.

D. RECONSTRUCTION OF REGULAR DATA USING
MALWARE-INJECTED SIGNALS
The proposed scheme outlines the procedure for regular data
reconstruction and the injection of malware-infected data.

TABLE 6. NMSE of reconstructed regular data with malware injection
using fixed window bandwidth (500 kHz) for various iterations.

This process is illustrated in Fig. 4, while Fig. 8 showcases
the signal reconstruction and injection stages. The proposed
approach, based on spectrum injection, involves combining
the received regular data spectrum Greg(f ) within the fre-
quency range (fs and fe) with the bandpass-filtered malware-
injected spectrum Gmalw(f ). By utilizing the complementary
band of Greg(f ), the empty spectrum space is filled, resulting
in the formation of the signal Ĝx(f ). The spectrum Gmalw(f )
exhibits a similar shape to the original regular data spectrum
Greg(f ), as observed in the top-left subfigures of Fig. 8. The
newly formed spectrum Ĝx(f ) closely resembles the origi-
nal transmitted regular data spectrum Xreg(f ). As a result,
when applying the new signal Ĝx(f ) to the baseband sig-
nal reconstruction algorithm, a reduced number of iterations
are required to reconstruct xreg− r,N (t), as shown in the
bottom-left subfigure of Fig. 8.
Figure 9 displays the NMSE of the reconstructed regular

data obtained using the spectrum injection approach for the
same transmitted windows depicted in Fig. 6, considering
N=1 to 30 iterations. Table 6 presents the recorded NMSE
values for N=1 to 5 iterations. Both the figure and table
indicate that the NMSE achieves high performance, approx-
imately 0.05, after only two iterations for all transmitted
windows. This signifies that leveraging the malware-infected
data enables speedy and accurate reconstruction of the orig-
inal regular data, surpassing the reconstruction speed of the
regular malware-free RFID system (which requires 50 itera-
tions) by a factor of 25.

The reconstructed regular data after malware-infected data
injection for different windows after two iterations is shown
in Fig. 10. It is seen that the data is perfectly restored and has
achieved a very high reconstruction status compared to the
previously discussed conventional reconstruction method in
section IV-C.

E. EFFECTS OF NOISE ON THE PROPOSED SCHEME
1) INTRODUCTION
In this section, we will examine the impact of AWGN on
the regular signal being transmitted and evaluate the per-
formance of the proposed algorithm for noise reduction.
Our objective is to illustrate that the underlying challenge
of the proposed algorithm lies in the inherent difficulty of
the extrapolation problem. One key factor to highlight is
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FIGURE 8. Signal stages of malware-infected data spectrum injection into the regular data spectrum.

FIGURE 9. NMSE of reconstructed regular data with malware-infected
data injection.

the difficulty in extrapolation due to the lack of a definitive
maximum threshold for restoration noise. This is expected,
as the uncertainty in restoration is likely to increase as we
move away from the known portion of the signal spectrum.
Specifically, the uncertainty in restoration, given knowledge
of a signal spectrum that only extends to a length of W Hz,
will be significantly higher at a distance that is, for example,
1010 times greater than W Hz. However, we can still antici-
pate favorable outcomes in the vicinity of the known signal
spectrum, as evidenced by the examples provided in the study.

FIGURE 10. Reconstructed regular signals after injection of
malware-infected data for different windows and 2-iterations.

2) IMPACT OF PARAMETER VARIATION ON
RECONSTRUCTED SIGNALS
In Fig. 11, we observe the impact of various states on
the reconstructed signal xr−reg(t) of the regular data stream
(640 kbps) in the presence of AWGN. The reconstructed
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signal is represented by different colors, while the transmit-
ted signal xreg(t) is depicted in black. Each column in the
figure corresponds to a specific parameter change, namely the
transmitted window bandwidth (W), the number of iterations
(N), and the SNR while keeping the other two parameters
constant. The associated average power and NMSE for each
state are recorded in Table 7.

Specifically, Fig. 11(a) demonstrates the effect of increas-
ing the transmitted window bandwidth from 200 kHz to
500 kHz while maintaining N and SNR at constant values.
The subfigures indicate a decrease in NMSE from 0.2156 to
0.0997 by increasing the transmitted window bandwidth.
Additionally, there is an increase in the average power of the
signals from approximately 80% to approximately 95%. This
suggests that the algorithm converges effectively, with the
NMSE improvement primarily dependent on the transmitted
window bandwidth rather than the average power of the
transmitted signal. The reason behind this outcome is that
the noise is distributed across the signal’s frequency band.
Consequently, increasing the transmitted signal’s bandwidth
reduces the impact of noise.

Figure 11(b) illustrates the effect of increasing the number
of iterations from 2 to 10, while keeping the transmitted
window bandwidth and SNR constant, with an average trans-
mitted power of approximately 95%. It is evident that the
NMSE increases, resulting in algorithm divergence. This
occurs due to the addition of the received spectrum with
noise Ĝreg−n(f ) in each iteration, as depicted in step 6 of
Algorithm 1.

Figure 11(c) illustrates the impact of increasing the SNR
from 15 dB to 30 dB, while keeping the transmitted window
bandwidth (W) and the number of iterations (N) constant.
Notably, as the SNR increases, the NMSE decreases, leading
to algorithm convergence. This indicates that a higher SNR
helps overcome the effects of noise. Hence, we observe that
the proposed reconstruction algorithm effectively operates
by selecting an appropriate bandwidth for the transmitting
window, optimizing the number of iterations, and adjusting
the SNR at the receiver. Through these mechanisms, we can
effectively handle the presence of noise, ensuring successful
extrapolation and reconstruction.

3) A PROPOSED APPROACH FOR NOISE REDUCTION
As observed in the previous section, the inclusion of AWGN
in the signal causes a notable decline in the effectiveness of
the reconstruction algorithm. This leads to a gradual increase
in the amount of noise present in the recovered signal with
each successive iteration. To overcome this challenge, a solu-
tion is proposed in this study to mitigate the adverse effects
of noise. Fig. 12 illustrates the block diagram that demon-
strates the proposed technique for noise reduction, and Fig. 13
displays the corresponding signals. The proposed technique
encompasses the following sequential steps:
Step (1): Calculating the FT of the received signal with

noise ĝn(t) to obtain the spectrum Ĝn(f ) as shown in Fig. 13
a and b, which is unknown as to whether it corresponds to

TABLE 7. Impact of parameter variations on the NMSE of reconstructed
regular data under AWGN noise.

regular data or malware-injected data, but needs to be noise
filtered first and assumed for simplicity to be the regular data
without any malware.
Step (2): The next step involves utilizing Ĝn(f ) on a NRF

that consists of a BPF. The BPF should have the same starting
and ending frequency ranges as the transmitter and receiver,
denoted as (fs,fe). The purpose of this step is to eliminate all
noise in the signal spectrum in regions A, B, and C while
maintaining the remaining spectrum as it is. This results in a
spectrum, namely Ĝfiltered (f ), which contains less noise and
exhibits zero noise in the pre-mentioned regions, as illustrated
in Fig. 13d. In comparison, the original signal’s spectrum,
denoted as Ĝfree(f ), represents the noise-free regular signal’s
spectrum.
Steps (3 and 4): This stage involves the same malware

detection, injection, and reconstruction process described in
Section IV-(B, C, and D), resulting in the reconstructed reg-
ular data signal xr−reg,filtered (t) after N iterations, as shown in
Fig. 13b. This signal is compared to the reconstructed regular
data xr−reg,free(t) in a noise-free environment, and they appear
to be highly similar, indicating a reduction in noise.

A comparison is shown in Fig. 14 of the NMSE for the
reconstructed regular data without noise and with noise when
the noise reduction scheme is implemented at different SNR
values. This comparison is conducted with a transmitted
window band of (20-520) kHz and up to 3000 iterations.
The figure illustrates the effectiveness of the proposed noise
reduction scheme when applied to a received signal that is
corrupted by noise. It can be observed that the proposed
scheme performs remarkably well, exhibiting a high level of
accuracy in reconstructing the original signal even in scenar-
ios with low SNR. Impressively, the achieved NMSE closely
approximates the NMSE obtained when no noise is present.

F. DEMONSTRATION OF NOISE REDUCTION IN VARIOUS
UHF BANDS
1) INTRODUCTION
In this section, we will evaluate how well the noise reduction
technique works in reducing noise effects across different
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FIGURE 11. Reconstructed 640 kbps regular data with the presence of AWGN using different parameter values.

FIGURE 12. Block diagram of the proposed noise reduction technique.

UHF bands and how it can be applied to different data rates
in UHF RFID systems. According to the ISO 18000 Part 6C
standard [37], [38], FM0 supports discrete data rates such
as 160, 256, 320, and 640 kbps. We will conduct a thor-
ough assessment of the proposed technique by examining its
impact on reconstruction accuracy, its ability to handle noise,
its utilization of bandwidth, its average power consumption,
its computational complexity, its processing time, and its
memory usage. By considering all of these factors together,
we will gain valuable insights into how effective and practical
the noise reduction technique is in real-world UHF RFID
scenarios across various UHF bands and data rates.

2) PERFORMANCE EVALUATION
a: RECONSTRUCTION ACCURACY
To evaluate the efficiency of the suggested noise reduction
technique, we implemented it at different data rates (160, 256,
320, and 640 kbps). We then analyzed and plotted the NMSE

for various transmitted windows (W1, W2, W3, and W4) as
shown in Fig. 15. These windows represent different percent-
ages (70%, 80%, 90%, and 100%) of their respective main
lobe bandwidths. Additionally, we ensured a fixed SNR of
5 dB throughout the analysis. The corresponding received
signals with noise ĝreg−n(t) and their reconstructed regular
data xr−reg(t) compared with the original transmitted regular
data without malware xreg(t) are shown in Fig. 16.

For all data rates shown in the subfigures of Fig. 15, we can
see that the NMSE is decreased by increasing N until it
reaches a constant value at 50 iterations. When the window
W1 is transmitted in the AWGN noisy channel, the NMSE
of all rates is around 0.062 at 50 iterations, which is an
acceptable value, as shown in Fig. 16(a), which shows the
reconstruction signals for a 160 kbps data rate. The second
window W2 achieves an NMSE of 0.047 for all rates too at
50 iterations, and its corresponding reconstructed signal for
256 kbps rate is shown in 16(b), which is also acceptable
for digital signals. Also, for the third and fourth transmitted
windows W3 and W4, the NMSE curves are almost the same
and achieve a 0.045 NMSE value at 50 iterations, where
their corresponding reconstructed signals for 320 kbps and
640 kbps are shown in Fig. 16(a and b). So, we can see that
for transmitted windows ranging from 70% to 100% of the
total main lobe bandwidth, we can reconstruct the transmitted
signal well.

By observing the NMSE plots for different data rates
displayed in the subfigures of Fig. 15, it is evident that
increasing N leads to a decrease in NMSE until it levels off at
50 iterations.When the windowW1 is sent through an AWGN
noisy channel, the NMSE for all rates remains around 0.062 at
50 iterations, which is deemed acceptable. This can be seen
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FIGURE 13. Signals associated with the proposed scheme for noise reduction (a) Received signal with noise. (b) Reconstructed signals without
noise and with noise reduction. (c) Received signal spectrum. (d) Spectra of reconstructed signals without noise and with noise reduction.

FIGURE 14. Comparing NMSE for the Reconstructed 640 kbps regular
data with a transmitted window of (20-520) kHz, with and without AWGN
at various SNRs.

in Fig. 16a, showcasing the reconstructed signals for a data
rate of 160 kbps. Similarly, the second window W2 attains
an NMSE of 0.047 across all rates after 50 iterations, with
its corresponding reconstructed signal for a rate of 256 kbps
depicted in 16b in an acceptable manner for digital signals.
Furthermore, for the third and fourth transmitted windows,
W3 andW4, the NMSE curves maintain a nearly identical pat-
tern and achieve an NMSE value of 0.045 at 50 iterations. The
reconstructed signals for rates of 320 kbps and 640 kbps are
illustrated in Fig. 16(c) and (d) respectively. Thus, it is clear
that we can effectively reconstruct the transmitted regular
data when the transmitted windows span from 70% to 100%.

b: ROBUSTNESS TO NOISE
In real-life situations, RFID systems are commonly utilized
in environments with random noise levels. The deterioration
of signals can adversely impact the effectiveness of data
restoration techniques. Hence, it is crucial to evaluate the
performance of the proposed noise reduction method and
determine its efficacy in mitigating the influence of channels.

So, in this section, we will examine how the proposed noise
reduction technique fares when subjected to varying SNR
conditions. Our objective is to assess the accuracy of recon-
structing data and compare it to the reconstruction achieved in
noise-free channels. By studying the behavior of the proposed
technique across different SNR values, we can gain valuable
insights into its noise reduction capabilities and ascertain
its suitability for practical RFID applications operating in
demanding and noisy environments.

Figure 17 illustrates the NMSE of various reconstructed
regular data in both noisy and noiseless channels. The com-
parison is made at different data rates, transmitted window
sizes, and SNRs. The transmitted window sizes, denoted as
WA,WB,WC , andWD, correspond to percentages (70%, 80%,
90%, and 100%) of the total main lobe bandwidth of their
corresponding signals with data rates of 160, 256, 320, and
640 kbps, respectively. The figure illustrates that irrespective
of the data rate, the size of the transmitted window, or the
SNR, the proposed technique for noise reduction yields an
NMSE that closely aligns with the corresponding NSME
curve in the absence of noise in the channels. This indicates
that the proposed technique is highly effective in terms of its
ability to withstand noise and provide efficient results.

c: BANDWIDTH UTILIZATION AND AVERAGE POWER
Table 8 presents an overview of the bandwidth utilization
factor (BUF) and average power of the noise-rejected recon-
structed regular data at SNR of 5dB for different data rates
and varying transmitted window bandwidths. The BUF eval-
uates how effectively the signal reconstruction algorithm uses
the available bandwidth by comparing the bandwidth needed
for signal transmission and reconstruction to the total acces-
sible bandwidth. A higher BUF suggests better utilization
of the available resources. The average power represents the
average power within each transmitted spectrum portion. The
BUF can be calculated using the following formula:

BUF =
Transmitted Window Bandwidth (W )

Total Available Bandwidth
∗ 100%

(2)

where the total available bandwidth is the UHF bandwidth
(860-930) MHz.
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FIGURE 15. Comparison of NMSE for various transmitted window bandwidths at different UHF data rates and 5dB
SNR (a) Rb = 160 kbps. (b) Rb = 256 kbps. (c) Rb = 320 kbps. (d) Rb = 640 kbps.

FIGURE 16. Received regular signals with noise (on the left) and their corresponding reconstructed signals (on the right) at
5dB SNR and different data rates with varying transmitted window bandwidths.

The table showcases results for four data rates:
Rb1 = 160 kbps, Rb2 = 256 kbps, Rb3 = 320 kbps, and

Rb4 = 640 kbps. Furthermore, the BUF and average power
are displayed for different window bandwidths: WA (70%),
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TABLE 8. BUF and average power of noise-rejected reconstructed regular data at 5dB SNR and different data rates with varying transmitted window
bandwidths.

TABLE 9. Processing time of noise-rejected reconstructed regular data at 5dB SNR and 50 iterations with different data rates and varying transmitted
window bandwidths.

TABLE 10. Memory usage of noise-rejected reconstructed regular data at 5dB SNR an 50 iterations with different data rates and varying transmitted
window bandwidths.

FIGURE 17. Comparison of NMSE for noiseless and noise-rejected
reconstructed regular data at 5dB SNR and different data rates with
varying transmitted window bandwidths.

WB (80%), WC (90%), andWD (100%). The table shows that
increasing the data rate also increases the BUF, indicating
higher utilization of the available bandwidth. However, the

average power of each transmitted window remains almost
constant across different data rates but increases with larger
window bandwidths. This suggests that higher data rates and
wider bandwidths lead to more efficient spectrum utilization,
resulting in increased power in the transmitted signal.

d: COMPUTATIONAL COMPLEXITY
It plays an important consideration when working with signal
reconstruction algorithms. It quantifies the computational
resources, such as processing time and memory, needed for
the algorithm to reconstruct the signal. A lower computa-
tional complexity denotes a more efficient algorithm [39].
Processing Time: It is the amount of time that the algorithm

spends to process or reconstruct the signals when apply-
ing input data. The shorter the processing time, the faster
the signal reconstruction, resulting in quicker analysis and
decision-making. Table 9 displays the time it takes to process
reconstructed regular data with noise rejection. The data has
an SNR of 5 dB and undergoes 50 iterations. This table aims
to investigate how various data rates and window bandwidths
affect the processing time for the noise reduction technique
used in regular data reconstruction. It contains four rows with
different data rates, while the columns indicate the processing
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time (in seconds) for four different window bandwidths. To
calculate the average time, the processing times for the four
window bandwidths are averaged for each data rate. The find-
ings suggest that as the data rate increases, there is a small rise
in processing time. Similarly, increasing the transmitted win-
dow bandwidth also leads to a slight increase in processing
time. However, the mean processing time remains relatively
consistent across all four data rates, averaging around 3.2 sec-
onds. This information can be valuable in understanding the
computational resources required for processing regular data
under different conditions.
Memory Usage: It is an important consideration when

implementing algorithms that reconstruct signals. Specifies
how much memory space the algorithm uses to store tempo-
rary or final data while the program is running. Algorithms
with low memory usage work best for machines with limited
memory capacity or situations where available memory is
limited. The memory usage of reconstructed regular data
with noise rejection was analyzed in Table 10. The data was
tested at 5 dB SNR and 50 iterations with different data rates
and transmitted window bandwidths. Each row represents
a specific data rate, while the columns represent different
window bandwidths. The table provides the memory usage
in MB for each combination, along with the mean memory
usage for each data rate. The results show that as the data rate
increases, the memory usage remains relatively consistent.
However, as the transmitted window bandwidth increases, the
memory usage also increases. On average, the memory usage
across all data rates is around 146.63 MB. This informa-
tion is valuable for understanding the resource requirements
and limitations when implementing signal reconstruction
algorithms. It helps in optimizing the algorithm to mini-
mize memory usage, especially in scenarios where available
memory is limited or when developing resource-constrained
machines.

V. CONCLUSION
This paper presents a new way to reconstruct regular data
from a malware-free and malware-injected RFID system in
theUHF rangewith different data rates. The proposedmethod
optimizes bandwidth usage by sending only a portion of
the original signal’s spectrum and using it to reconstruct
the entire signal, saving up to 50% of the spectrum com-
pared to conventional schemes. Moreover, a new technique
was introduced to use the malware-injected data spectrum
in the empty space in the received regular data spectrum to
reconstruct the regular signal more quickly and with better
performance. The new scheme could reduce the number of
iterations from 1000 to 2 iterations to achieve the same
reconstruction performance. The proposed scheme can be
considered in reconstructing regular data with the aim of
other signals’ spectra, not malware-injected data only. The
impact of AWGN on the reconstructed signal was also ana-
lyzed. Various techniques were explored to mitigate the noise
effect, including adjusting the transmitting window’s band-
width, optimizing the number of iterations, and modifying

the SNR at the receiver. The findings indicated that widening
the bandwidth of the transmitting window can decrease the
influence of noise. However, caution should be exercised as
increasing the number of iterations excessively may cause
the algorithm to diverge. Additionally, a higher SNR helps
overcome the effects of noise. Also, a proposed noise reduc-
tion technique for UHF RFID systems was evaluated across
various UHF bands and data rates and showed that the tech-
nique effectively reduced noise and improved reconstruction
accuracy, with the NMSE closely approximating the NMSE
obtained when no noise was present. The BUF and aver-
age power of the noise-rejected reconstructed regular data
at SNR of 5dB for different data rates and varying trans-
mitted window bandwidths are presented, and increasing the
data rate also increases the BUF, indicating higher utiliza-
tion of the available bandwidth. The proposed technique is
highly effective in terms of its ability to withstand noise and
provide efficient results. Future work could investigate the
applicability of these methods in more noisy and complex
environments to make them more practical for real-world
applications.
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