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ABSTRACT Diabetic Retinopathy (DR) has become one of the main reasons for the rise in the number of
limited vision people worldwide, while high-definition color fundus images have brought great convenience
to the diagnosis of DR. However, manual image reading is time-consuming and labor-intensive, and different
doctors may make different diagnoses. At present, intelligent grading based on deep learning has become a
hotspot in DR intelligent diagnosis. The existing DR intelligent classification model based on convolutional
neural network has achieved good results, but the relationship between the deep features proposed by the
network is not considered, while this relationship contains important classification information. In order to
overcome the above-mentioned shortcoming of convolutional networks, this article draws on the powerful
relationship capture capabilities of graph neural networks and proposes a new DR intelligent classification
model. Themodel is composed of two cascaded networks. The convolutional neural network is used to extract
the deep features of the DR image, and the graph neural network is used to further capture the relationship
between the deep features of the convolutional network. Finally, the two network outputs are fused by
adaptive weight, and give the grading result of the entire network. The proposed model is evaluated on
the APTOS2019 and Messidor-2 datasets. Compared with other models, the grading accuracy and F1-score
of the proposed model on APTOS2019 are improved by 1.1% and 1.3%, respectively. The grading accuracy
and F1-score are improved by 1.4% and 1.8% on Messidor-2, respectively.

INDEX TERMS Diabetic retinopathy, grading, graph convolutional network, convolutional neural network,
graph neural network.

I. INTRODUCTION
Diabetic retinopathy (DR) is a chronic disease caused by
diabetes, which damages retinal microvessels, resulting in a
series of typical lesions, which eventually lead to serious con-
sequences such as visual impairment and even blindness [1].
At different stages of the disease, DR patients will have
different pathological features, including: microaneurysms,
hemorrhage, exudates (including hard exudates and soft exu-
dates), and neovascularization, as shown in Fig. 1. Microa-
neurysms, abnormal retinal hemorrhage and exudation are the
early pathological features of DR patients. If a patient is in
this pathological state for a long time, some blood vessels
will be blocked or closed, so that nutrients cannot reach the
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retina, thereby stimulating the growth of new blood vessels,
causing extensive damage to the eye, and eventually leading
to blindness [2].

In order to clearly define the severity of DR to help
doctors in clinical diagnosis, a grading method is usually
used in medicine. The current international commonly used
five-class grading standard [3], in which the existence of
each pathological feature determines the DR class, as shown
in Fig. 2. According to the severity of the lesions, it can
be divided into: Grade I (no disease), Grade II (mild non-
proliferative stage), Grade III (moderate non-proliferative
stage), Grade IV (severe non-proliferative stage), Grade V
(proliferative stage).

According to statistics, nearly one-third of diabetic patients
will developDR, and nearly one-tenth of diabetic patients will
develop severe vision-threatening DR. However, DR patients
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FIGURE 1. Example of typical lesions (1)-(5) and optic disc.

do not have any obvious symptoms in the early stage, until
the lesions develop to a more serious class, the patient can
perceive some symptoms of the eye. (for example: dark
shadow, vision loss, etc.) Screening is very necessary [4].
With the rapid development of modern medical imaging tech-
nology, high-definition color fundus images have brought
great convenience to the screening of DR. However, the
differences in DR image features are small, and it is difficult
to distinguish between adjacent class, and images of differ-
ent class have their own characteristics. The pathological
features of images of other class overlap to some extent.
In clinical practice, only experienced doctors can grade the
severity of DR images, and it takes 1-2 days for patients to
get the results. At the same time, for the same DR Images,
different doctors may make different diagnoses, and the
same doctor may give different diagnosis results at different
times, as shown in Fig. 3, this time-consuming and laborious
diagnosis process may delay the treatment of the disease.
Therefore, It is necessary to develop intelligent DR grading
systems.

DR grading based on fundus images can be regarded as
image classification, and each DR class can be regarded as
each category of images. In recent years, medical image clas-
sification based on deep learning has achieved rich results and
applications, such as: diagnosis of cervical cancer lesions,
diagnosis of breast lesions, diagnosis of diabetic retinopathy,
etc. At present, the DR intelligent grading model is mainly
based on convolutional neural network (Convolutional Neu-
ral Network, CNN). The algorithm of middle retinopa-
thy realizes intelligent grading of DR images. In 2016,
Gulshan et al. [5] used convolutional neural network to learn
the characteristics of DR images and established an algorithm
for automatic detection of retinopathy, for DR images classi-
fications. Pratte et al. [6] proposed a customized CNNmodel
based on CNN architecture and data augmentation, which can
identify complex features in classification tasks and intelli-
gently grade DR images. Zhao et al. [7] added an attention
mechanism to neural networks for improving DR image
classification performance. Zhou et al. [8] believed that dif-
ferent classes are progressive, that is, there is a relationship
between labels, and proposed a multi-cell multi-task learning

network (M2CNN) to achieve DR image classification and
label regression tasks. Later, Li et al. [9] considered the rela-
tionship between DR and diabetic macular edema (DME),
learning DR and the relationship between DME to improve
DR images classification performance.

However, since CNN does not consider the characteristics
of DR images, the performance of CNN-based DR image
classification is limited. In order to overcome the above short-
coming of CNN, Sakaguchi et al. [10] first proposed to use
graph neural network for DR image classification to improve
DR image classification performance.

Luo and Kamata [11] proposed a DR grading method
using lesion-related graphs based on graph convolutional net-
work and convolutional neural network, which demonstrated
that there is a relationship between lesions in DR images.
Liu et al. [12] considered the class correlation and proposed
a grading model based on Graph Convolutional Network
(GCN) to improve the performance of intelligent grading of
DR images by learning the relationship between different
class of fundus images. The above methods all use the exist-
ing CNN modules to capture the deep features of the fundus
images, but they ignore the potential relationship among the
deep features proposed by the convolutional network, which
contains important class information.

In order to capture the relationship between the deep
Features of the image, this paper draws on the powerful
relationship capturing ability of the Graph Neural Network
(GNN) and proposes a novel DR image classification method
based on the Graph Neural Network, as shown in Fig. 4.
The method obtains the deep features with stronger class
information by learning DR image deep features correlation.
Specifically, the model consists of two cascaded networks.
First, CNN can learn the image deep features and obtain the
high-class feature representation of the image, so as to obtain
the score corresponding to each DR class. Secondly, a two-
layer graph neural network can capture deep features corre-
lation, and obtain new high-level feature representations, and
finally obtain the DR image score at each class. These new
high-class feature representations describe the relationship
between deep features, which is a more accurate feature-level
representation of fundus images with richer class-level fea-
ture information. Finally, the output of the two-way network
is fused through an adaptive weight, and the paper sets the
adaptive weight to be learnable and sum to 1, so as to control
the contribution ratio of the two-way network to the final
classification result.

In summary, the contributions of this paper include the
following three aspects:

(1) For the first time, GCN learns the images deep features
correlation for DR image classification, and can obtain deep
features with richer class information, thereby improving the
classification performance.

(2) This paper proposes a new mechanism that integrates
the CNN branch network and the GCN branch network to
learn the image deep features correlation, that is, the adaptive
weight mechanism, which allows the network to adjust the
proportion of the contribution of the branch network of GCN
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FIGURE 2. International criterion on DR image grading.

FIGURE 3. Inconsistent labels from two physicians (i.e., 1 and 2) for the same DRfundus images. The small
difference in features of the DR image causes this inconsistency and could limit thenetwork classification
accuracy.

FIGURE 4. Grading of Diabetic Retinopathy Images Based on Graph Neural Network. (The original image
classification network includes feature extractors and classifier in addition two layers of GCN to learn the deep
features correlation of the image, the two networks respectively predict the classification results, finally our
method sets an adaptive weight to control the contribution ratio of the two branches to the final result.)

learning the deep features correlation of the image to the final
classification result according to different datasets.

(3) The experimental results on the APTOS2019 and
Messidor-2 datasets show that the superiority of our method.

II. RELATED WORK
This paper builds a network main model based on CNN. The
proposed module for learning the relationship between deep

features of images needs to rely on the powerful relationship
capture ability of GCN. This section briefly describes the
theoretical basis of our model.

A. CONVOLUTIONAL NEURAL NETWORKS
Convolutional Neural Networks have become the domi-
nant method for image classification. Although convolu-
tional neural networks have been proposed 20 years ago,
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improvements in computer hardware and network structures
have made the training of deep CNNs possible. The early
LeNet5 [13] includes five layers, VGG19 [14] includes
19 layers, and in recent years DenseNet and ResNet have
more than 100 layers. A convolutional neural network is
an artificial neural network, usually a convolutional neural
network includes a convolutional layer, a pooling layer, non-
linear activation layer and a fully connected layer, as shown
in Fig. 5. Convolution is the basic convolutional layer, pooled
layer, fully connected layer. Enhance the original signal char-
acteristics through operation of CNN, and its main features
are: through the convolution operation, the original signal fea-
tures are enhanced and noise is reduced. The reason for using
a pooling layer is that subsampling the image can reduce
the amount of computation while keeping the image rotation
invariant according to the principle of image local corre-
lation. The activation function makes the model introduce
nonlinear factors, so that the neural network can complete
nonlinear mapping. The role of the fully connected layer is to
implement classification. The feature space output by CNN
is used as the input of the fully connected layer, and the fully
connected layer is used to complete the mapping from the
input to the label set, that is, classification.

B. GRAPH NEURAL NETWORK (GNN)
Although deep learning can effectively capture the hidden
patterns of data in Euclidean space, a large number of learning
tasks today need to deal with graph data, which contains
two parts of information: attribute information and structural
information. The attribute information describes the inherent
properties of the objects in the graph; the structure informa-
tion describes the properties of the association between the
objects. The structure generated by this association is not
only of great help to the characterization of the nodes in
the graph data, but also to the characterization of the whole
graph. also plays a key role. These graph data contain rich
inter-element relationships. The performance of traditional
deep learning methods in processing non-Euclidean spatial
data is unsatisfactory. Therefore, deep learning and graph
theory are combined to produce a graph neural network
for processing graph data. Abilityto capture dependencies
within graph data (non-Euclidean data) through message
passing between graph nodes [15]. At present, graph neural
networks are divided into five categories, namely: Graph
Convolutional Networks, Graph Attention Networks [16],
Variational Graph Auto-encoders [17], Graph Generation
Networks (Graph Generative Networks) [18] and Graph
Spatial-temporal Networks [19].

C. GRAPH CONVOLUTION NEURAL NETWORK (GCN)
Graph Convolutional Networks (GCN) [20], [21] general-
ize convolution operations from grid data to graph data
and enable end-to-end learning on graph data. GCN meth-
ods are divided into two categories, namely: spectral-based
and spatial. Spectral-based methods define graph convolu-
tion by introducing filters from a graph signal processing

perspective; spatial-based methods characterize graph con-
volution as aggregating feature information from nearby
neighbors.

The main idea of GCN is to convolve the neighbor nodes of
each node in the graph structure, and effectively combine the
inherent structural information of the graph with the features
of the nodes during the learning process, and finally generate
a more advanced node feature representation. Given a graph
G = (V ,E) with n nodes, nodes viϵV , edges (vi, vj)ϵE and an
adjacencymatrixAϵRn×n describing the relationship between
nodes, the purpose of GCN is to pass neural The network
model f (X ,A) encodes the graph, where X ∈ RN×D, D
represents the dimension of each node feature. AX is the sum
of the features of all neighbor nodes, so GCN can capture
the inherent structural information of the graph. A multi-
layer GCN updates node features according to the following
propagation rules:

H (l+1)
= frelu(ÂH (l)W (l)) (1)

Among them, H lϵRN×dl represents the feature description
of the node in Layer l, dl represents the feature dimension of
the node at layer l, H l+1 represents the node feature updated
after a layer of GCN, and is used as The input of the next
layer of GCN node features, Â ∈ RN×N represents the regu-
larized form of the adjacency matrix A, and the regularization
matrix A^ needs to be obtained through the original adjacency
matrixA and degree matrix δ. δ is a diagonal matrix, and δ can
be obtained by the following formula:

δij
def
=

{
deg (vi) if i = j
0 otherwise

(2)

frelu is an activation function, andW l+1ϵRdl×dl+1 is a trainable
weight matrix. Therefore, after two layers of GCN, node
feature representation with richer semantic information can
be obtained.

III. MATERIAL AND METHODS
In 2020, Wang et al. [22] clustered and composed the latent
features of Covid-19 images, and fused the deep features
of two layers of GCN and CNN to improve the classifi-
cation performance. Inspired by this, this paper proposes a
DR image grading model based on GCN and CNN based
on the characteristics of DR images, as shown in Fig. 4:
Use CNN to extract the deep features of the image, use
two layers of GCN to learn the relationship between the
deep features of the image, and finally, the two-way network
completes fusion through adaptive weights. Therefore, the
network can obtain high-level feature representation with
richer class information, so that it has better advantages in
classification performance. Each module of the model will
be described in detail below.

A. GRAPH CONVOLUTIONAL NETWORK MODULE FOR DR
CLASSIFICATION
1) RESNET
The emergence of the ResNet [23] model was a milestone
in CNN history. Because the traditional convolutional neural
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FIGURE 5. Convolutional neural network structure diagram, convolutional neural network structure includes: convolutional
layers and reduce noise; Use pooling layers to subsample images to reduce the amount of computation.

FIGURE 6. The residual learning module greatly protects the integrity of
the information by ‘‘bypassing’’ the input information to the output.

network or fully connected network, in the information trans-
mission, there will be more or less information loss, loss
and other issues, but also lead to gradient disappearance or
gradient explosion, making it difficult to train a very deep
network. However, ResNet (Residual Neural Networks) pro-
poses a kind of residual learning that solves the problem of
deep neural network degradation to some extent, as shown in
Fig. 6, the block composed of F(x) + x is called the residual
block. A number of similar residual blocks are connected
in series to form ResNet, as shown in Fig. 7, each layer
and the previous layer (usually 2 to 3 layers) are connected
by elemental level addition, short circuit. This facilitates the
back propagation of gradients during training, so that deeper
CNN networks can be trained.

2) DENSENET
Compared with ResNet which is dense connections,
DenseNet [24] has the advantage that DenseNet directly con-
nects feature maps from different layers, which can achieve
feature reuse and improve efficiency. As a result, DenseNet
has become a popular network today. DenseNet consists
primarily of Dense Block and Transition, as shown in Fig. 8.
Inside Dense Block, the feature map of the layers is the same
size and can be connected on the channel dimension, that is,
it proposes a more aggressive dense connection mechanism

FIGURE 7. ResNet block diagram, each layer is connected to a short circuit
in front of a layer, the connection method is element-level addition.

that connects all the layers to each other, and each layer
will be connected with all the previous layers in the channel
dimension as input to the next layer, as shown in Fig. 9. The
Transition layer mainly connects two adjacent Dense Blocks
and reduces the size of the feature map, which can compress
the model. In the experiment, the image was resize to a fixed
size of 256 × 256, so that several feature maps of 7∗7 size
are available after the CNN (ResNet, DenseNet) extracts the
features.

B. GRAPH CONVOLUTIONAL NETWORK MODULE FOR DR
CLASSIFICATION
In order to improve the performance of DR classification, this
paper proposes a method to learn the relationship between
DR images deep features using GCN. The basic CNN model
is used to obtain the deep features of the DR image, but the
CNN model does not combine the characteristics of the DR
image itself, and fails to consider the relationship between
the deep features of the DR image, so the obtained high-level
semantic feature representation is not accurate enough. Using
GCN on top of CNN has better results than just using CNN.

In this paper, for each DR image I , the DenseNet121model
pre-trained on ImageNet [25] is used as the base CNN model
in the experiment, and 1024 feature maps are obtained. First,
the global average pooling layer (GAP) is used to obtain the
high-level feature representation of the image ICϵRD, where
D represents the dimension of the vector is 1024. Secondly,
the obtained 1024 feature maps are respectively expanded
into vectors, and 1024 vectorsXϵR1024×d are obtained, where
d represents the expanded vector dimension of each feature
map. Then the graph structure G is constructed based on
X and the corresponding adjacency matrix AϵR1024×1024 is
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FIGURE 8. A deep DenseNet with three dense blocks, The layers between two adjacent blocks are referred to as transition layers and
changefeature-map sizes via convolution and pooling.

FIGURE 9. DenseBlock, each layer takes all preceding feature-maps as input.

defined as follows:

Aij =

{
1, if Xi ϵ KNN (Xj) or Xj ϵ KNN (Xi)
0, otherwise

(3)

where KNN (Xi) denotes the k nearnest neighbors of Xi based
on Cosine similarity, as illustrated in Fig. 10, assuming k =

4, then the three nearest neighbors of node i and node j are
KNN (Xi) = (1, 2, 3, j),KNN (Xj) = (4, 5, 6, 7). Therefore,
Xj ∈ KNN (Xi) and Xi /∈ KNN (Xj) can be obtained. Then, the
node feature X = H (0) and the regularized adjacency matrix
Â^ are used as the input of the two-layer GCN through the
two-layer GCN, as shown in Fig. 11, there are:

H (1)
= frelu(ÂXW (0)) (4)

H (2)
= frelu(ÂXW (1)) (5)

W (0)
∈ Rd0×d1 , W (1)

∈ Rd1×d2 are a trainable weight
matrix, and the feature H (1)

∈ R1024×d1 of the node is
obtained after the first layer of GCN, after the second layer of
GCN, the final node feature representation H (2)

∈ R1024×d2
is obtained. (d0,d1,d2) are hyperparameters will be set in
the experiment. H (2) through the GAP layer as well, after
that a more accurate high-level feature representation IG ∈

R1024 that takes into account the relationship between the
deep features of the image can be obtained; IC and IG are
respectively passed through the fully connected layer:

RI = (W (0))
T
IC + b (6)

SI = (W (1))
T
IG + b (7)

W (0),W (1)
∈ R1024×C , where C is the number of classes

and b is the bias. We can get the scores of the DR image at
each level RI ∈ RC , SI ∈ RC .

FIGURE 10. Illustration of KNN-based adjacency matrix.

C. FUSION MODULE OF TWO-WAY NETWORK
The output RI , SI of the two-way network is fused through
adaptive weights w(w initialized to 0.5) to obtain the final
score OI .

OI = (1 − w) × RI + w× SI (8)

finally the entire network is trained end-to-end with the
cross-entropy loss function [26]. Therefore, the classification
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result of each image combines the classification result
of CNN and the classification result after GCN captures
corresponding deep features.

FIGURE 11. A two-layer GCN. (Different color cylinders mean different
node characteristics).

IV. EXPERIMENTS
A. DATASET
To evaluate the performance of our method for DR
image classification, APTOS 2019 Blindness Detection
(APTOS2019) [26] and Messidor-2 [27] are used in
this paper. The APTOS2019 dataset provided by the
2019 kaggle competition APTOS contains 3662 fundus
images. Messidor-2 provided by Messidor project partners
contains 1749 fundus images.

1) APTOS2019 DATASET
APTOS2019 was obtained by the Aravind Eye Hospital
in India to screen the disease of the rural population.
The full name is Asia Pacific Tele-Ophthalmology Society
(APTOS) Symposium. The training and testing images were
collected by multiple cameras at different times in multi-
ple different clinics, for a total of 3662 training samples
and 1928 testing samples. According to the severity of the
lesions, the pictures are marked into five classes, among
which the training samples have labels and the test samples
have no labels. Therefore, this paper only performs five
classifications on 3662 training samples (see Table 1 for
data distribution details) to evaluate the performance of the
model.

TABLE 1. Data distribution of the APTOS2019 dataset.

TABLE 2. Data distribution of the messidor-2 dataset.

TABLE 3. Four combinations of prediction and true categories.

TABLE 4. Hyperparameter settings on the APTOS2019 dataset.

2) MESSIDOR-2 DATASET
The Messidor-2 dataset is a publicly available dataset that
has been used by many organizations as a benchmark for
performance testing of diabetic retinopathy image detec-
tion algorithms. The researchers graded retinal images from
this dataset using the corresponding international grading
reference standards, and images were annotated into five
classes. The Messidor-2 dataset contains 1748 retinal color
images of 874 subjects (see Table 2 for details of the data
distribution).

Subjects were imaged using a color video 3CCD camera
on a Topcon TRC NW6 non-dispersive fundus camera with
a 45-degree field of view, centered on the fovea of the retina,
at 1440 × 960, 2240 × 1488, 2304 × 1536 pixels. This paper
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FIGURE 12. Visual evaluations on the APTOS2019 dataset. Our method is compared to DIL, CANet, GREEN, and ground truth(label). The
results show our method is effective to perform DR grading.

TABLE 5. Comparison with state-of-the-art on the APTOS2019 dataset.

TABLE 6. Hyperparameter settings on the messidor-2 dataset.

evaluates the performance of ourmodel by five classifications
on the entire Messidor-2 dataset.

B. EXPERIMENTAL SETTINGS
In this paper, DenseNet121 and ResNet50 pre-trained on
ImageNet are used as the backbone network for DR image
classification. After the DR image is extracted from the back-
bone network, several 7 × 7 feature maps are obtained. The
number of neighbor nodes k is selected from{3, 4, 5, 6, 7, 8, 9,
10}. The output dimension of the first layer GCN varies from
{32, 64, 128}, and the second layer GCN output dimension
varies from {32, 64, 128}. The network is based on the
Pytorch framework, using SGD as the optimizer, the initial
learning rate is adjusted to {0.0001, 0.0005, 0.001, 0.005,
0.01, 005}, the size of the Batchsize is determinedas 64, and
the network is stopped at the 64th round. All the experiments
are performed on a computer with an 3.60GHz Intel Xeon
Gold 5122 CPU and a GPU of NVIDIA GTX 2080Ti.

C. EVALUATION INDICATORS
Similar to the standard setup in the literature [12],
5-fold cross-validation is performed to maximize the
use of samples; The dataset was randomly divided into
five equal parts, with four of them as the training set
and the remaining one as the test set, for a total of
five training and testing, using the accuracy rate Accu-
racy (Acc), Kappa value, and F1 score as evaluation
indicators [28].
The combination of predicted and true classes for each

sample, as shown in Table 3:
TP (True Positive): Both the prediction and true classes are

positive.
TN (True Negative): Both the prediction and true classes

are negative.
FP (False Positive): Predicted positive and true classes

negative.
FN (False Negative): Predicted negative and true classes

positive.
Accuracy represents the ratio of the number of correctly

classified samples to the total number of samples for a given
test data set, calculated as follows:

Accuracy =
TP+ TN

TP+ FP+ FN + TN
(9)

Precision represents the percentage of accurate predictions
that are positive, calculated as follows:

Precision =
TP

TP+ FP
(10)
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FIGURE 13. Visual evaluations on the Messidor-2 dataset. Our method is compared to DIL, CANet, GREEN, and ground
truth(label). The results show our method is effective to perform DR grading.

TABLE 7. Comparison with state-of-the-art on the messidor-2 dataset.

TABLE 8. Experimental results in the APTOS2019 dataset.

Recall represents the proportion of samples that are actu-
ally positive that are judged positive, calculated as follows:

Recall =
TP

TP+ FN
(11)

F1-score combines accuracy with sensitivity, calculated as
follows:

F1 − score = 2
Precision× Recall
Precision+ Recall

(12)

The Kappa coefficient is an indicator used for consistency
testing and can also be used to measure the effectiveness
of classification. For the classification problem, the consis-
tency is that whether the predicted result of the model and
the actual classification result are consistent, calculated as
follows:

Kappa =
p0 − pe
1 − pe

(13)

Thereinto:
p0: Observation consistency, percentage of consistent

results of the two tests;

pc: Expected consistency, the probability that both test
results are expected to be the same.

D. RESULTS
1) RESULTS ON APTOS2019 DATASET
With DenseNet121 as the backbone network, the final set-
tings of hyperparameters on the APTOS 2019 dataset are
shown in Table 4:
We compare our method with themost typical networks for

grading DR images including DLI [29], CANet [9], GREEN.
DLI uses randomly augmented noise. CANet considers the
relationship between DR and DME. GREEN considers DR
image classes correlation for DR grading improvement. For
the fairness of the experiment, our uses ResNet50 as the
feature extraction backbone network, and DenseNet121 as
the backbone network in the ablation experiment. Table 5 lists
the experimental results on the APTOS2019 dataset. It can
be seen from Table 5 that under the same backbone network,
all evaluation indicators of the model in our paper are better
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than other methods. In addition, this paper also verifies the
superiority of our method when DenseNet121 is used as the
backbone network. Fig. 12 shows the visual classification
results, which can be seen from Fig. 12: Generally speak-
ing, DLI, CANet and GREEN networks cannot accurately
classify DR images, because they do not consider the rela-
tionship between the deep features of the image. Therefore,
the obtained high-level semantic feature representation is
not accurate enough, which affects the final classification
performance. In contrast, our method learns deep features
correlation of the image through two layers of GCN, and
performs auxiliary adjustment on the classification results of
the original network for significant DR grading improvement.
Moreover, the experiments have verified that our method
has achieved good results in grading DR images at different
stages.

2) RESULTS ON MESSIDOR-2 DATASET
With DenseNet121 as the backbone network, the final set-
tings of hyperparameters on theMessidor-2 dataset are shown
in Table 6:
We compare our method with the most popular network

GREEN [12]. Table 7 lists the experimental results on the
Messidor-2 dataset. When using the backbone network for
direct classification,DenseNet121 performs betterthan.

We compare our method with the most popular net-
work GREEN [12]. Table 7 lists the experimental results
on the Messidor-2 dataset. When using the backbone net-
work for direct classification, DenseNet121 performs better
than ResNet50 in all evaluation indicators. Under the same
backbone network, compared with GREEN, our method has
improved in all three indicators. Fig. 13 shows the visual-
ization results. Our method is compared with the GREEN
network and the real labels on the Messidor-2 dataset. The
experimental results show that our method can achieve better
results when grading different classes of DR images. The
main reason is that our method considers the deep features
correlation of the image.

E. ABLATION EXPERIMENT
One of the contributions of our model is to use GCN to
capture the deep features correlation of DR images. In order
to verify this contribution, ablation experiments are analyzed.
Table 8 shows the experimental results of using DenseNet121
as the backbone network on the APTOS2019 dataset.

F. ADAPTIVE WEIGHTw
The second contribution of our model is to construct an
adaptive weight w, that fuse the results of CNN as the orig-
inal classification network with the results of learning the
deep features correlation of the image through two layers of
GCN(CNN as the contribution of the original classification
network to the final result is w, and the contribution ratio of
GCN learning the deep features correlation of the image to the
final result is 1−w), so as to control the contribution ratio of
the two-way network branch to the final classification result.
To verify its effectiveness, the weight w thatbe achievable

after training on the APTOS2019 dataset is 0.7365. The
weight w achievable on the Messidor-2 dataset is 0.7138.
From this conclusion that the original classification network
has a relatively large contribution to the final result, and the
network branch of GCN learning the deep features correlation
of the image plays an auxiliary adjustment role in the final
result, which can further improve the original classification
network performance, as expected.

V. CONCLUSION
This paper proposes an intelligent grading method for DR
images based on graph neural network. This method uses
a CNN to learn the deep features of the image, and uses
a two-layer GCN to learn the deep features correlation of
the image. Therefore, our method can obtain the high-level
semantic feature representation of DR imageswithmore class
information, thereby improving the performance of classi-
fication. Compared with the backbone network, the exper-
imental results on the APTOS2019 dataset and Messidor-2
dataset are significantly improved, which shows the effective-
ness of our method. Since DR Patients may also suffer from
cataract, glaucoma and other diseases, and these diseases
may also cause poor fundus image quality, it is a question
worthy of consideration whether this will interfere with the
intelligent diagnosis of DR. We considered training fundus
images with cataract, glaucoma and other diseases separately
in this model, and thenmaking adjustments after checking the
classification effect.

VI. FUTURE PLANS
In the future, it is hoped to further improve the classification
performance of DR images, and at the same time extend this
method to the diagnosis of other diseases of the eye. The
following are simple steps listed to achieve the goal:

(i) Apply this DR classification method to other larger
datasets;

(ii) Experiment with other deep model frameworks as
backbone networks;

(iii) Extend our DR grading method to glaucoma and
cataract grading.
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